
EDITORIAL
Generative Artificial Intelligence, Large Language
Models, and JID Innovations
ver the last year, the subject of artificial intelligence
(AI) in all its manifestations has generated significant
O sturm and drang throughout the world. The opinions

of experts have not been in short supply, nor have they been
consistent in tone. Steven Hawking stated, “The development
of full AI could spell the end of the human race” (Cellen-
Jones, 2014). In contrast, Sundar Pichai stated, “AI is one of
the most important things humanity is working on. It is more
profound than, I dunno, electricity or fire” (Clifford, 2018).
Despite the recent flurry of interest, the history of AI dates
back to the early 1950s when Alan Turing asked the question,
“Can machines think?” (Turing, 1950). Turing described the
imitation game among 3 people. He proposed that a com-
puter participating in the game would deserve to be called
intelligent if it could deceive a human into believing that it
was human (Turing, 1950). In 1956, John McCarthy coined
the term AI and gathered a group of scientists together at
Dartmouth University “to proceed on the basis of the
conjecture that every aspect of learning or any other feature of
intelligence can in principle be so precisely described that a
machine can be made to simulate it” (Milestones, 1956).
Over the next 2e3 decades, the works of Hebb, Rosenblatt,
Widrow, and Hoff were critical to the development of
thinking machines. These scientists developed the mathe-
matical theories that were critical to designing machines to
think like the brain, utilizing neural networks (Eberhart and
Dobbins, 1990). The development of complex neural net-
works, coupled with the seemingly never-ending advance-
ments in the ability of computers to store and process
information, resulted in computers beginning to understand
and process text and spoken words in a manner similar to
humans. These advances required larger and larger amounts
of information that could be used as training material and
resulted in machines that were able to beat chess grand-
masters (Eschner, 2017). The ever-increasing amounts of
training materials that have become available on the internet,
coupled with the ability to recognize and process human
language, provided the foundation for the process of gener-
ative AI. Generative AI can be characterized as the process of
generating new content (text or images) in response to in-
quiries written in normal conversational language using
learning derived from large databases. With the release of
ChatGPT in November of 2022, the wide-ranging abilities of
generative AI became quickly evident. ChatGPT (and gener-
ative AI platforms such as Bard, DeepMind, Cohere, and
others) will provide you, in about 3 seconds, a poem
describing Duke basketball’s superiority (Figure 1) or a short
paragraph on mechanisms of acantholysis with references
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(Figure 2). It did not take long for both scientists and the
public to recognize the power of generative AI programs
(Florindo, 2023).

Because ChatGPT has become more widely utilized, it is
clear that there are many limitations to this technology.
ChatGPT can write answers that read and sound convincing,
yet are often full of mistakes (perhaps in our basketball
poem?). The ability of ChatGPT or any generative AI program
to answer specific questions is based on the information
contained in the training set. This information is most often
collected (or scraped) from a wide variety of databases
available on the internet; it can be scraped from databases
curated and vetted by experts or from social media sites. This
approach is a major weakness in generative AI. In most
generative AI platforms, the requestor has no way of vali-
dating the selection or curation of the information used to
train the specific generative AI program. Although the answer
is written well, there is no transparency about the sources of
the data or their validity. Generative AI also poses a signifi-
cant risk of plagiarism, both unintended and intentional, and
for violation of copyright and licensing laws (Stokel-Walker
and Van Noorden, 2023). Generative AI can also perpet-
uate biases or misinformation that is in the training set,
incorporating this misinformation into an answer with a
reference that may or may not be real (Stokel-Walker and Van
Noorden, 2023). Zack et al (20231) have utilized GPT-4 to
answer common clinical questions and found that the an-
swers tended to include diagnoses that stereotyped specific
races and genders.

Recently, Májovský et al (2023) used ChatGPT to generate
a totally fraudulent scientific manuscript describing a clin-
ical trial and then had the manuscript reviewed by content
area experts. The reviews of this fraudulent ChatGPT
manuscript by content area experts reported that “Overall,
the generated article demonstrated a high level of technical
proficiency and authenticity” and “From a psychiatric expert
point of view, the study could be considered
groundbreaking.” (Májovský et al, 2023). Both reviewers
however noted “.some concerns and specific mistakes .”

It was also noted that of the 17 references cited, 4 were
found to be nonexistent, and 2 were contextually wrong
(Májovský et al, 2023). However, mistakes may be difficult
to detect by the reader or by tools designed to detect AI-
generated material. Analysis of their ChatGPT-generated
manuscript using 2 AI detector software programs reported
either inconclusive or unclear evidence that the manuscript
was AI generated (Májovský et al, 2023).
1 Zack T, Lehman E, Suzgun M, Rodriguez JA, Celi LA, Gichoya J, et al. Coding

Inequity: assessing GPT-4’s potential for perpetuating racial and gender biases in

healthcare. medRxiv 2023.

stigative Dermatology. This is an open
nses/by-nc-nd/4.0/). www.jidinnovations.org 1

http://crossmark.crossref.org/dialog/?doi=10.1016/j.xjidi.2024.100256&domain=pdf
https://doi.org/10.1016/j.xjidi.2024.100256
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://www.jidinnovations.org


In Durham's heart, where champions rise,

Duke's basketball legacy takes to the skies.

With Cameron Crazies, a roaring sea of blue,

The Blue Devils play, fierce and true.

Coach K's wisdom, a guiding light,

Through battles won, and those in the night.

From Grant Hill's grace to Zion's flight,

Duke's legacy soars to great heights.

On the hardwood court, they dance and glide,

With teamwork and skill, they turn the tide.

In the name of honor and boundless pride,

Duke's spirit in every game resides.

So here's to Duke, where legends are born,

Where the spirit of basketball is forever sworn.

With banners raised and history adorned,

In Durham, the Blue Devils are eternally adorned.

Figure 1. Poem generated by ChatGPT 3 on October 12, 2023. Query/
request: “Write a short poem about Duke basketball.”
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Despite these limitations, there are several areas in which
generative AI programs have the potential to positively impact
science. One aspect of great potential utility is using programs
such as ChatGPT to improve the writing of manuscripts,
speed up routine administrative tasks, and ultimately help
write manuscripts faster (Van Noorden and Perkel, 2023).
Using generative AI to assist non-native English-speaking
scientists in writing their manuscripts represents an opportu-
nity to ease the dissemination of new studies and improve the
efficiencies throughout the publication process. Generative
AI has been proposed to be of benefit in writing research
grants because it lessens the burden of grant writing (Parrilla,
2023). The ability to explore a new hypothesis and discover
previously unknown relationships between seemingly inde-
pendent observations is also a great potential application of
generative AI.

Significant concerns have been raised that ChatGPT and
other generative AI programs on balance will have a negative
impact on scientific manuscripts; the peer review process;
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and, ultimately, the veracity and quality of scientific publi-
cations (Conroy, 2023; Florindo, 2023; Liu and Brown, 2023;
Stokel-Walker and Van Noorden, 2023). Despite these con-
cerns, generative AI is already being used by scientists in a
variety of ways. In a survey of 1600 scientists conducted by
Nature, the limitations of generative AI were recognized, with
over 50% stating that the results of using AI tools can promote
bias or discrimination in results, 55% stating that fraud would
be easier, and 53% stating that the use of these tools leads to
more irreproducible research (Van Noorden and Perkel,
2023). Despite these misgivings, 40% of the researchers
who used generative AI in their research found it essential or
very useful compared with 18% of researchers who were not
currently using generative AI. Looking forward over the next
10 years, approximately 75% of current users and 40% of
nonusers of generative AI felt that using it in their work going
forward will become essential and very useful (Van Noorden
and Perkel, 2023). Perhaps the strongest evidence that the use
of generative AI in scientific publications needs to be directly
addressed follows from the work of Guillaume Cabanac.
Cabanac has discovered the undeclared use of ChatGPT or
other generative AI in over 12 articles published in peer-
reviewed journals since April of 2023 (Conroy, 2023).
Many of these papers were detected owing to the authors’
failure to delete generative AI tag lines such as regenerate
response, whereas others were detected owing to using
nonexistent references. These findings indicate that the use of
generative AI is active in the scientific community and that
the issues of transparency and accountability for its use have
not been adequately addressed.

However, generative AI is not the only threat to the quality
and veracity of scientific publications. The problems of lack
of accountability of authors, poor reproducibility or replica-
bility of published results, and manipulated or falsified data
have led to a record number of retracted papers owing to the
discovery of significant intentional or unintentional errors.
Nearly 300 papers per month were retracted in 2021, and it is
suspected that this represents only a fraction of published
work with significant yet unreported scientific errors
(Errington et al, 2021; Ioannidis, 2012; Oransky, 2022).

Scientific journals have implemented many standards to
help address these issues. For example, all authors must
document their contributions to the work, possible or real
conflicts of interest must be declared by all authors, most
journals require that the methodology for PubMed searches
in meta-analyses be published with the paper, and the
CONSORT statement is required to be published with clin-
ical trials reports (Butcher et al, 2022). All of these currently
instituted measures and many others are designed to
improve the transparency of methods and accountability of
authors for their work. Likewise, journals are using software
programs such as IThenticate (https://www.ithenticate.com/)
to help detect plagiarism. There are also software programs
that are utilized to identify potential manipulation of figures
for further evaluation by journal staff. The rapid growth of
generative AI platforms and their potential for both positive
and negative impacts on the scientific literature require the
scientific community to aggressively take steps to mitigate
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Acantholysis, a pivotal process in autoimmune blistering skin disorders like 

pemphigus, hinges on the disruption of desmosomes, crucial intercellular adhesion 

complexes in the epidermis. This loss of adhesion is orchestrated by the binding of 

autoantibodies, predominantly of the IgG class, to specific desmosomal proteins, 

particularly desmoglein 1 and 3 (Dsg1 and Dsg3). The autoantibody engagement 

triggers a cascade of events that includes signaling through calcium influx, 

downstream kinase activation, and eventual intracellular desmosome 

destabilization. These complex molecular and cellular interactions ultimately lead 

to the detachment of keratinocytes from one another, resulting in the characteristic 

blister formation (Stanley, 2015; Kasperkiewicz et al, 2017). A comprehensive 

grasp of the mechanistic underpinnings of acantholysis is imperative for the 

development of precise therapeutic strategies aimed at managing these debilitating 

skin diseases.

Figure 2. Text generated by ChatGPT 3 on October 19, 2023. Query/request: “Write a short paragraph on the mechanisms of acantholysis in the skin for a
scientist include references.”
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the potential damage of generative AI on the scientific
literature.

In response to this growing challenge, many journals have
developed policies for the use of generative AI and large
language models (LLMs) (Brainard, 2023; Kaebnick et al,
2023). Most journals have stated that ChatGPT or other
generative AI platforms cannot be listed as an author. This is
an important statement and is critical to assessing who is
accountable for the published work. Only humans can truly
be accountable for published work, and they must be
accountable for any misstatements when using generative AI.
This is however clearly not enough. Science has decided to
forbid the use of generative AI in any aspect of submitted
manuscripts (Thorp, 2023). However, given the increasing
use of generative AI by scientists, this seems to be a policy
that will simply force authors to misrepresent when genera-
tive AI has been used and prohibit the use of the beneficial
aspects of generative AI. Other journals have not prohibited
all uses of generative AI but rather focused on self-
declaration only when generative AI has been utilized.
Some have required a description of the purpose and how
the generative AI was incorporated into the manuscript
(Kaebnick et al, 2023).

In developing our approach to the role of generative AI
and LLMs in JID Innovations, we will be introducing specific
requirements that we believe will directly make our authors,
editors, and reviewers fully aware of the challenges and
benefits of these tools; mandate accountability; and
improve transparency about how generative AI is being
used.
First, ChatGPT and other platforms of generative AI or
LLM cannot be listed as authors. As we have discussed,
there is no accountability of a computer program. The
accountability of authors for all the work in the manuscript
cannot be relieved by including a computer tool as an
author. Second, all authors must state directly if a gener-
ative AI or LLM was used in any aspect of the preparation
of the manuscript. It is our expectation that before this box
is checked, the corresponding author will ensure that all
authors’ contributions are consistent with that answer. All
authors must be aware that similar to conflict of interest,
we must be transparent about our use (or nonuse) of
generative AI in our work. Third, if generative AI has been
utilized, the authors must state which generative AI plat-
form was utilized, state how the generative AI was utilized,
and directly state the questions or instructions (prompts)
that were used to interrogate the application. Was gener-
ative AI used to correct grammar and improve the read-
ability of the first draft, or was it used to write an
introduction (or ideas for the introduction) or the discus-
sion of the manuscript? This requirement will increase the
transparency of how the paper was written, help to
demonstrate the input of the authors to the generative AI
material, and help reviewers and readers evaluate the ve-
racity of the manuscript. In this way, we will be requiring
our authors to demonstrate accountability and trans-
parency and to provide complete information needed to
reproduce and replicate their work.

However, JID Innovations will also have added re-
quirements for editors and reviewers of submitted
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http://www.jidinnovations.org


EDITORIAL

4

manuscripts. Editors and reviewers will not be allowed to
upload any portion of a manuscript onto a generative AI
platform, and they will be required to state that they
adhered to this policy in their reviews. This will help ensure
that the confidentiality of the material submitted is main-
tained. We will also require that editors and reviewers
document that they have not used generative AI to assess
the validity of the manuscript. Currently, the lack of a clear
and transparent source of information used to train gener-
ative AI programs precludes their use in assessing the
quality of a manuscript under evaluation. Finally, JID In-
novations will be actively exploring mechanisms to screen
manuscripts for the use of generative AI in the writing of the
text as well as in the generation of figures. At this time,
these tools are helpful but imperfect. We will be proactive
in examining manuscripts for signs of using generative AI
and in evaluating new approaches to ensure the integrity of
the work we publish.

Although no one can be certain of how generative AI will
impact science and the publication of scientific results going
forward, it is clear that we are at the very earliest stages of
the interaction of generative AI and scientific publications. It
is our collective job to be engaged and fully involved with
the development of generative AI and how it is used in
science. We need to fully understand the methodology, the
source, and the veracity of the information used to train the
applications and insist on full transparency when it is being
utilized by our communities. It is up to us to work together to
ensure that it does not damage the integrity or quality of
what is published in our journals. These steps will be re-
evaluated regularly and modified as required by the nature
and capability of generative AI as it evolves. Alan Turing
proposed that the test for proving that machines can think is
that “A computer would deserve to be called intelligent if it
could deceive a human into believing that it was human”
(emphasis added). It is our task to do all that we can to
prevent such deception. We believe that active efforts to
require transparency and accountability are needed. I would
add that we should also consider a statement by Richard
Feynman, “The first principle is that you must not fool
yourself and you are the easiest person to fool,” to guide our
individual evaluation and use of generative AI, the positive
and negative impact of these tools, and the veracity and
quality of their output.

DECLARATION OF ARTIFICIAL INTELLIGENCE AND
LARGE LANGUAGE MODELS
During the preparation of this work, the author used ChatGPT 3 to generate
text for the figures. The output and queries used are given in Figure 1
(generated on October 12, 2023) and Figure 2 (generated on October 19,
2023). These were created as examples of generative artificial intelligence/
large language models.
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