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Abstract
Background: Current methods utilizing preoperative magnetic resonance im-
aging (MRI)- based radiomics for assessing lymphovascular invasion (LVI) in 
patients with early- stage breast cancer lack precision, limiting the options for 
surgical planning.
Purpose: This study aimed to develop a sophisticated deep learning framework 
called “Prior Clinico- Radiological Features Informed Multi- Modal MR Images 
Convolutional Neural Network (PCMM- Net)” to improve the accuracy of LVI 
prediction in breast cancer. By incorporating multiparameter MRI and prior 
clinical knowledge, PCMM- Net should enhance the precision of LVI assessment.
Methods: A total of 341 patients with breast cancer were randomly divided into 
training and validation groups at a ratio of 7:3. Imaging features were extracted 
from T1- weighted, T2- weighted, and contrast- enhanced T1- weighted MRI se-
quences. Stepwise univariate and multivariate logistic regression were employed 
to establish a clinico- radiological model for LVI prediction. The radiomics model 
was built using redundancy and the least absolute shrinkage and selection op-
erator. Then, two deep learning frameworks were developed: the Multi- Modal 
MR Images Convolutional Neural Network (MM- Net), which does not consider 
prior radiological features, and PCMM- Net, which incorporates multiparameter 
MRI and prior clinical knowledge. Receiver operating characteristic curves were 
used, and the corresponding areas under the curves (AUCs) were calculated for 
evaluation.
Results: PCMM- Net achieved the highest AUC of 0.843. The clinico- radiological 
features displayed the lowest AUC value of 0.743, followed by MM- Net with an 
AUC of 0.774, and radiomics with an AUC of 0.795.
Conclusions: This study introduces PCMM- Net, an innovative deep learning 
framework that integrates prior clinico- radiological features for accurate LVI 
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1  |  INTRODUCTION

Breast cancer is the most common malignancy with his-
torically high incidence rates among women in Europe 
and the United States; its incidence has steadily increased 
in recent years, particularly in young individuals.1 At the 
time of diagnosis, approximately 5% of breast cancers have 
already metastasized, and 20%–30% of localized breast 
cancers develop distant metastases.2 Metastases remain 
the primary cause of breast cancer- related mortality and 
pose significant challenges to measures aimed to reduce 
the mortality rate. Despite advancements in breast cancer 
treatment, patients with distant metastases or invasion of 
adjacent organs have low survival rates.3 Recent clinico-
pathological studies have identified a correlation between 
lymphovascular invasion (LVI) and regional and systemic 
lymph node metastases, suggesting that LVI plays a crucial 
role in the treatment of breast cancer.4 In addition, LVI 
often precludes breast- conserving surgery.5 Therefore, ac-
curately determining LVI status before surgery, although 
challenging, is crucial.

Previous studies have indicated that tumor features 
on quantitative radiomics can be used to predict LVI. 
Specifically, in patients with breast cancer, magnetic res-
onance imaging (MRI)- based radiomics is a promising 
method for the accurate prediction of LVI status6–9; how-
ever, it has limitations. The reproducibility and accuracy 
of lesion segmentation are susceptible to manual errors 
and may be influenced by the expertise of the radiolo-
gists. Furthermore, radiomics analysis is often laborious 
and time- consuming and involves tasks such as segmen-
tation, feature extraction, and subsequent selection.10,11 
Therefore, the development of a more objective, precise, 
and convenient approach for the accurate assessment of 
the LVI status is imperative.

Recent advancements in artificial intelligence offer po-
tential solutions to resolve certain limitations of medical 
imaging. Deep learning, a machine learning technique, 
has shown promise as a method to aid diagnosis, discover 
new features, and predict patient outcomes.12,13 However, 
previous studies have primarily focused on image segmen-
tation masks while neglecting the incorporation of MR 
radiological features relevant to the LVI status. Research 
has reported that MR radiological features such as the rim 

sign seen on diffusion- weighted imaging (DWI), subcuta-
neous edema, peritumoral edema, the adjacent vessel sign 
(AVS), and MR- reported axillary lymph node (mrALN) in-
volvement are associated with LVI.14–18

To date, some studies have integrated clinico- radiological 
features with deep learning or radiomic features. Zhao et al. 
proposed a cross- modal deep learning system which can 
successfully incorporate prior clinical knowledge and CT 
images into a 3D neural network to predict lymph node 
metastasis.19 Zheng et  al.20 suggested clinical parameter 
combined deep learning radiomics (DLR) of conventional 
ultrasound and shear wave elastography of breast cancer for 
preoperatively predicting axillary lymph node status in pa-
tients with early- stage breast cancer. Support vector machine 
models based on radiomic and deep features extracted from 
multiparametric MRI were also reported.21 These methods 
fused prior clinico- radiological features with image features 
into vector inputs for classifier learning, but have not been 
used for LVI prediction. Therefore, further exploration to 
enhance the understanding and utilization of these features 
in medical imaging research is necessary.

In the present study, we propose a novel predictive 
framework called the Prior Clinico- Radiological Features 
Informed Multi- Modal MR Images Convolution Neural 
Network (PCMM- Net). This framework integrates T1- 
weighted (T1WI), T2- weighted (T2WI), and dynamic 
contrast- enhanced (DCE)- MRI and 16 images filled by 16 
prior clinico- radiological features to accurately evaluate the 
risk of LVI in breast cancer patients. The most significant 
difference between our method and existing methods of 
fusing prior clinico- radiological features is that our model 
uses prior clinico- radiological features as image inputs from 
the beginning instead of fusing them with image features 
into vector inputs for classifier learning. It was significant 
to mention that learning prior clinico- radiological features 
as image inputs were first employed for LVI prediction. 
Additionally, the incorporation of 3 modal images and 16 
images filled by 16 prior clinical features is a novel approach 
of utilizing prior radiological information. We also com-
pared the diagnostic performance of clinico- radiological 
features, multiparameter MR- based radiomics, the Multi- 
Modal MR Images Convolution Neural Network (MM- Net), 
which does not incorporate prior radiological features, and 
PCMM- Net. The primary objective of this study was to 

prediction in breast cancer. PCMM- Net demonstrates excellent diagnostic perfor-
mance and facilitates the application of precision medicine.
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address the existing gap in reliable assessment methods and 
establish a preliminary research foundation for the develop-
ment of artificial intelligence algorithms aimed at predicting 
LVI in breast cancer.

2  |  MATERIALS AND METHODS

2.1 | Study population

This retrospective study was approved by the Institutional 
Ethics Review Board of our hospital. The requirement for 
informed consent was waived because of the retrospective 
nature of the study. We included 341 consecutive female 
patients with confirmed invasive breast cancer who un-
derwent pretreatment contrast- enhanced MRI at our hos-
pital between January 2019 and June 2023.

The inclusion criteria were as follows: (1) visible primary 
breast lesions on MRI, (2) newly diagnosed invasive breast 
carcinoma confirmed through histopathological evaluation 
of surgical specimens, and (3) mastectomy or lumpectomy 
within 14 days of the MRI examination. Patients who un-
derwent breast lesion biopsy before MRI examination or 
received neoadjuvant chemotherapy before surgery were 
excluded. Patients with significant artifacts on MR images 
were also excluded to ensure accurate and reliable results.

Training and validation datasets were created using 
random stratified sampling. There were 239 patients (180 
LVI- negative and 59 LVI- positive) in the training dataset 

and 102 patients (76 LVI- negative and 26 LVI- positive) in 
the validation dataset (ratio, 7:3). Figure 1 shows the pa-
tient selection process.

2.2 | MRI examination

To minimize variations in image quality across cases, 
we included only breast MRI studies acquired on a 1.5 
Tesla MAGNETOM Aera scanner (Siemens Healthineers, 
Erlangen, Germany). All MRI examinations were con-
ducted using a 1.5 Tesla MAGNETOM Aera scanner 
(Siemens Healthineers, Erlangen, Germany) equipped 
with an 8- channel phased- array breast surface coil. The 
imaging protocol consisted of three main sequences: turbo 
spin- echo T1- weighted imaging, fat- suppressed spin- echo 
T2- weighted imaging, dynamic contrast- enhanced MRI, 
and DWI. Specifically, we selected early- phase contrast- 
enhanced T1- weighted images (cT1WI) and fat- suppressed 
T1- weighted fast low- angle shot 3D DCE images. The 
imaging parameters for this sequence were as follows: 
repetition time = 4.3 ms, echo time = 1.4 ms, 12°, field of 
view = 200 × 320 mm, matrix size = 307 × 512, and slice thick-
ness = 1.5 mm. During the examination, a gadolinium- based 
contrast agent was administered at a dose of 0.2 mmol/kg 
using a mechanical power injector, followed by a saline 
flush of 15–20 mL. The imaging parameters for DWI were 
as follows: repetition time = 8500 ms, echo time = 70 ms, 
field of view = 250 × 330 mm, matrix size = 192 × 192, 

F I G U R E  1  Flowchart of the study 
enrollment process.
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number of excitations = 1, slice thickness = 3 mm, intersec-
tion gap = 1 mm, and b- values = 0 and 1000 s/mm2.

2.3 | Radiologic evaluation and modeling

The MR images were evaluated by experienced radiolo-
gists following the American College of Radiology Breast 
Imaging Reporting and Data System criteria.22 These cri-
teria standardize the classification of breast imaging find-
ings, ensuring the consistent assessment and reporting of 
radiological features. Two radiologists conducted blinded 
clinical and laboratory data reviews to ensure unbiased 
evaluation. In cases of disagreement, an agreement was 
reached through negotiation.

Radiologists assessed various radiological features, in-
cluding fibroglandular tissue density, time- signal intensity 
curves, breast parenchymal enhancement, peritumoral 
edema, subcutaneous edema, intratumoral high signal inten-
sity, DWI rim sign, AVS, and internal enhancement patterns.

Peritumoral edema refers to an increased fat- suppressed 
T2- weighted signal intensity appearing as bright as water 
around the tumor mass.15,16 The radiologists also exam-
ined the images for subcutaneous edema, skin thickening, 
and high signal intensity in the subcutaneous tissue.15 
High intratumoral signal intensity was defined as a region 
of high signal intensity within the tumor relative to the 
surrounding breast tissue, visualized on fat- suppressed 
T2- weighted images.16 The DWI rim sign is a high periph-
eral signal outlining >90% (complete) or < 90% (incom-
plete) of the lesion on DWI.14 Other characteristics, such 
as the AVS and increased ipsilateral vascularity, were also 
considered.18 Moreover, the radiologists classified the in-
ternal enhancement patterns of lesions as homogeneous, 
heterogeneous, or rim enhancement.18 mrALNs were 
identified when the short- axis diameter was larger than 
10 mm, when the ratio of the longest axis to the shortest 
axis was <1.5, when there was loss of fatty hilum, or when 
there was eccentric cortical thickening.17

Univariate logistic regression analysis was conducted 
on the clinico- radiological features. In addition, multi-
variate logistic regression analysis was performed on the 
clinico- radiological features with a p < 0.1 in the univar-
iate analysis.

2.4 | MRI segmentation and radiomics 
feature extraction and reduction

A board- certified breast radiologist with extensive ex-
perience manually delineated the 3D volume of interest 
(VOI) around the tumor. This process involved outlining 
the tumor on transverse cT1WI images using a 3D Slicer 

(version 4.11.0; https:// www. slicer. org). Subsequently, 
the 3D Slicer was used to register the T1WI and T2WI im-
ages into cT1WI images and share the VOIs.

For image preprocessing and feature extraction, we 
used Pyradiomics (version 3.0) implemented in Python. 
We calculated the first order and intensity histogram sta-
tistics, generated 2D and 3D shape descriptors, and com-
puted texture features (e.g., gray- level dependence and 
size zone matrices). Prior to feature selection, patient fea-
ture values underwent z- score normalization.

To ensure the selection of robust radiomics features, a 
three- step procedure was implemented. First, a univariate 
analysis was conducted to identify features related to LVI, 
with a significance threshold of p < 0.01. Subsequently, 
Spearman's or Pearson's correlation analyses were per-
formed to eliminate redundant features that exhibited a cor-
relation coefficient (r) of ≥0.90.7 Finally, we employed the 
least absolute shrinkage and selection operator (LASSO) 
method for feature selection and regularization (Figure 2). 
This method aims to improve the accuracy and interpret-
ability of a model by effectively identifying relevant features.

Note that the radiomics model after dimensionality 
reduction using LASSO was not our primary focus, as it 
was simply a method for comparison. Instead, we focused 
on the deep learning framework integrating prior clinico- 
radiological features for the precise prediction of LVI. 
While Pyradiomics uses mathematical formulas to extract 
(semi- )quantitative features from medical images, the fea-
tures extracted by the 3D neural network are automatically 
learned by the network, which provides a more abstract 
and higher- level representation of the original image.

2.5 | Development of the deep 
learning model

An appropriate cross- modal merging technique was re-
quired to combine the different sources of information 
(i.e., images and clinical texts). We propose an end- to- end 
deep learning architecture called PCMM- Net, which can 
fuse prior clinico- radiological features and multi- modal 
images. We employed a 3D residual channel attention- 
based backbone to extract the image features.23,24 The in-
puts to the proposed model were three cubic patches from 
three- phase postcontrast DCE- MRI scans and 16 images 
filled by 16 prior clinico- radiological features. Values less 
than zero in the DCE- MRI scans were set to zero, values 
above zero were scaled 0–1. Three cubic patches from the 
volumes under the VOIs measuring 32 × 32 × 32 mm were 
cropped with the same center as the VOI from the three- 
phase post- contrast DCE- MRI.

The proposed PCMM- Net includes two stages. 
First, 16 images filled by the prior clinico- radiological 

https://www.slicer.org
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features were merged with the three cubic patches from 
three- phase postcontrast DCE- MRI scans. The second 
stage automatically extracted the image features asso-
ciated with the LVI status using the backbone network. 

Then, a prediction was made (i.e., LVI- positive or LVI- 
negative). The architecture of the proposed PCMM- Net 
is shown in Figure  3 and further details are provided 
below.

F I G U R E  2  Feature selection for the least absolute shrinkage and selection operator (LASSO) logistic regression and the predictive 
accuracy of the radiomics signature. (A) LASSO coefficient profiles for all features. (B) Selection of tuning parameter (λ) using fivefold cross- 
validation with minimum criteria.

F I G U R E  3  Architecture of the proposed Prior Clinico- Radiological Features Informed Multi- Modal MR Images Convolutional Neural 
Network (PCMM- Net).
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In the second stage, because the available medical data 
were limited, the backbone network had to be compact and 
have few parameters to simplify the training procedure. 
ResNet and channel attention satisfy these requirements 
and have been used to achieve breakthrough results in 
image classification.23–26 The architecture of the backbone 
network mainly consisted of four 3D residual channel atten-
tion blocks (RCAB)25 comprising convolution, rectified lin-
ear units (ReLU), channel attention, and skip connections, 
which were employed to produce hierarchical features re-
lated to LVI status. The attention mechanism automatically 
determined the connections between the feature maps and 
the hierarchy of significance for the final goal. The backbone 
network contained a head block and a tail block. The head 
block included a convolution layer, batch normalization 
layer (BN3d), ReLU, and max pooling layer (MaxPool3d). 
The input volumes were transformed into feature maps by 
increasing the number of channels from 19 to 64 and de-
creasing the volume scale of the convolutional layer. BN3d27 
was used to reduce the internal covariance shift, and the 
ReLU reduced the probability of the vanishing gradient. 
MaxPool3d was used to compress the data and parameters 
to reduce overfitting. The tail block is a convolution layer to 
reduce the dimensions of the hierarchical features extracted 
by fusing the spatial features. Finally, softmax activation was 
used to determine the LVI risk probability.

The training data for the proposed PCMM- Net were 
augmented by random flipping along three volume direc-
tions. We directly trained our PCMM- Net from scratch. A 
widely used cross- entropy loss function was employed to 
train the network. Because of the imbalance between LVI- 
negative and LVI- positive data, we set the loss coefficients 
of LVI- negative and LVI- positive to 0.25 and 0.75, respec-
tively. PyTorch 1.6.0 and Python 3.7.7 were used to imple-
ment the proposed PCMM- Net. We employed the Adam28 
optimization with a learning rate of 0.0001 and a batch 
size of 48 to train the network for 100 epochs and ensure 
network convergence. The final model was selected based 
on the least amount of loss seen in the training dataset. All 
the deep learning methods were executed on a workstation 
with a Xeon CPU E5- 2630 (Intel, Santa Clara, CA, USA) and 
GeForce GTX 1080 Ti (NVIDIA, Santa Clara, CA, USA).

2.6 | Statistical analyses and 
model evaluation

In this study, training datasets were used for both model 
training and parameter tuning. Subsequently, validation 
datasets were employed to evaluate the final model per-
formance. All data processing and statistical analyses were 
performed using Python version 3.7.7. The scikit- learn 
0.23.2 package was used, specifically the confusion matrix 

function to generate confusion matrices for evaluating the 
performance of prior clinico- radiological features, multipa-
rameter MR- based radiomics, MM- Net, and PCMM- Net. 
Receiver operating characteristic (ROC) curves were used to 
calculate the areas under the curves (AUCs) for all models. 
The AUC, sensitivity, and specificity were used to assess the 
performance of the models. The significance of the differ-
ence between the PCMM- Net model and other models was 
evaluated using the DeLong method.

3  |  RESULTS

3.1 | Examined clinico- radiological 
features

Within the statistical power of this study, no statisti-
cally significant differences were observed in the clinico- 
radiological features between the training and validation 
datasets (Table  S1). Table  1 presents a comprehensive 
analysis of the clinico- radiological features for patients 
categorized into the LVI- positive and LVI- negative groups 
in the training dataset.

During the univariate logistic regression analysis, 
five variables were identified to be related to LVI posi-
tivity. Ultimately, peritumoral edema [odds ratio (OR), 
1.401(1.253–1.568); p < 0.001] and the rim sign on DWI 
(OR, 1.193(1.054–1.351); p = 0.006) were included in the 
multivariate logistic regression analysis, as shown in 
Table 2 and Figure 4.

3.2 | Radiomics model construction

In total, 3717 quantitative features were extracted from 
the transverse T1WI, T2WI, and cT1WI images (1239 fea-
tures respectively). Redundancy was eliminated through 
univariate and Spearman's or Pearson's correlation analy-
ses, resulting in 319 remaining features. These features 
were further evaluated using the LASSO method, result-
ing in a final set of 38 T1WI, seven cT1WI, and three T2WI 
features (Figure 5). The predicted probabilities of the radi-
omics model could be utilized to assess the risk of LVI and 
contribute to further evaluation.

3.3 | Comparison of diagnostic 
performance among different models

Table 3 presents the discriminative abilities of the mod-
els, and Figure  6 exemplifies the ROC comparisons. 
PCMM- Net exhibited excellent performance, surpassing 
that of the clinico- radiological features (significant via 
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T A B L E  1  Comparative analysis of clinico- radiological features between LVI- negative and - positive cases.

Variables Total (n = 239) LVI- negative (n = 180) LVI- positive (n = 59) p- value

Age, Median (Q1, Q3) 52 (45, 58.5) 52 (45, 59) 51 (44, 57) 0.491

Menopausal status, n  (%) 0.976

Premenopausal 111 (46.4) 83 (46.1) 28 (47.5)

Postmenopausal 128 (53.6) 97 (53.9) 31 (52.5)

Location, n(%) 0.166

Left 126 (52.7) 100 (55.6) 26 (44.1)

Right 113 (47.3) 80 (44.4) 33 (55.9)

TIC curves, n (%) 0.386

Type 1 11 (4.6) 8 (4.4) 3 (5.1)

Type 2 94 (39.3) 75 (41.7) 19 (32.2)

Type 3 134 (56.1) 97 (53.9) 37 (62.7)

FGT density, n (%) 0.156

Dense 50 (20.9) 42 (23.3) 8 (13.6)

Heterogeneously dense 86 (36) 59 (32.8) 27 (45.8)

Scattered 73 (30.5) 54 (30) 19 (32.2)

Predominantly fatty 30 (12.6) 25 (13.9) 5 (8.5)

BPE, n (%) 0.960

None/minimal 64 (26.8) 49 (27.2) 15 (25.4)

Mild 104 (43.5) 79 (43.9) 25 (42.4)

Moderate 47 (19.7) 34 (18.9) 13 (22)

Marked 24 (10) 18 (10) 6 (10.2)

Intratumoral high signal intensity, n (%) 0.803

Absence 165 (69) 123 (68.3) 42 (71.2)

Presence 74 (31) 57 (31.7) 17 (28.8)

Peritumoral edema, n (%) <0.001

Absence 163 (68.2) 143 (79.4) 20 (33.9)

Presence 76 (31.8) 37 (20.6) 39 (66.1)

Subcutaneous edema, n (%) 0.401

Absence 197 (82.4) 151 (83.9) 46 (78)

Presence 42 (17.6) 29 (16.1) 13 (22)

Intratumoral necrosis, n (%) 0.593

Absence 194 (81.2) 148 (82.2) 46 (78)

Presence 45 (18.8) 32 (17.8) 13 (22)

Internal enhancement pattern, n (%) 0.156

Homogeneous 192 (80.3) 149 (82.8) 43 (72.9)

Heterogeneous 45 (18.8) 30 (16.7) 15 (25.4)

Rim enhancement 2 (0.8) 1 (0.6) 1 (1.7)

Adjacent vessel sign, n (%) 0.033

Absence 95 (39.7) 79 (43.9) 16 (27.1)

Presence 144 (60.3) 101 (56.1) 43 (72.9)

Increased ipsilateral vascularity, n (%) 0.683

Absence 125 (52.3) 96 (53.3) 29 (49.2)

Presence 114 (47.7) 84 (46.7) 30 (50.8)

(Continues)
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Delong test, p = 0.028), MM- Net (significant via Delong 
test, p = 0.043), and radiomics (significant via Delong 
test, p = 0.021). Notably, PCMM- Net achieved a remark-
able AUC of 0.843, accompanied by an accuracy(ACC) of 
0.824, sensitivity of 0.818, and specificity of 0.816.

In contrast, the clinico- radiological features had the 
lowest AUC value of 0.743, alongside an ACC of 0.657, 
sensitivity of 0.731, and specificity of 0.632. Similarly, 
MM- Net had an AUC of 0.774, ACC of 0.814, sensitivity 
of 0.769, and specificity of 0.829. The radiomics model 
exhibited slightly better values with an AUC of 0.795, 
ACC of 0.820, sensitivity of 0.808, and specificity of 
0.829.

4  |  DISCUSSION

The present study introduces PCMM- Net, a novel deep 
learning framework that integrates prior radiological fea-
tures for LVI prediction in breast cancer risk assessment. 
PCMM- Net demonstrated a slightly higher diagnostic 
performance and higher sensitivity than the radiomics 
model. In addition, the end- to- end design of PCMM- Net 
outperformed the clinico- radiological features assessed by 
radiologists.

Previous studies have investigated the various clinico- 
pathological features related to LVI in breast cancer. These 
features include the rim sign on DWI, subcutaneous 

Variables Total (n = 239) LVI- negative (n = 180) LVI- positive (n = 59) p- value

mrALN status, n (%) 0.670

Absence 189 (79.1) 144 (80) 45 (76.3)

Presence 50 (20.9) 36 (20) 14 (23.7)

Short- axis diameter of largest ALN, 
Median (Q1, Q3)

0.5 (0.3, 0.8) 0.5 (0, 0.8) 0.5 (0.4, 0.8) 0.257

DWI rim sign, n (%) <0.001

Absence 177 (74.1) 147 (81.7) 30 (50.8)

Presence 62 (25.9) 33 (18.3) 29 (49.2)

Abbreviations: BPE, breast parenchymal enhancement; DWI, diffusion weighted imaging; FGT, fibroglandular tissue; LVI, lymphovascular invasion; mrALN, 
MRI- reported axillary lymph node; TIC, time- signal intensity.

T A B L E  1  (Continued)

T A B L E  2  Univariate and multivariate logistic analysis of clinico- radiological features for evaluating LVI in breast cancer cases.

Variables

Univariate Multivariate

Odd Ratio (95% CI) p- Value Odd Ratio (95% CI) p- Value

Age 1 (0.97–1) 0.84

Menopausal status 0.95 (0.53–1.7) 0.86

Location 1.6 (0.88–2.9) 0.13

TIC curves 1.3 (0.76–2.2) 0.35

FGT density 1 (0.74–1.4) 0.94

BPE 1.1 (0.77–1.5) 0.7

Intratumoral high signal intensity 0.87 (0.46–1.7) 0.68

Peritumoral edema 7.5 (3.9–14) <0.001 1.401(1.253–1.568) <0.001

Subcutaneous edema 1.5 (0.71–3.1) 0.3

Intratumoral necrosis 1.3 (0.63–2.7) 0.47

Internal enhancement pattern 1.8 (0.92–3.3) 0.087 1.048(0.928–1.183) 0.450

Adjacent vessel sign 2.1 (1.1–4) 0.024 1.012(0.911–1.124) 0.824

Increased ipsilateral vascularity 1.2 (0.66–2.1) 0.58

mrALN status 1.2 (0.62–2.5) 0.54

Short- axis diameter of largest ALN 1.1 (0.93–1.2) 0.41

DWI rim sign 4.3 (2.3–8.1) <0.001 1.193(1.054–1.351) 0.006

Abbreviations: BPE, breast parenchymal enhancement; DWI, diffusion weighted imaging; FGT, fibroglandular tissue; LVI, lymphovascular invasion; mrALN, 
MRI- reported axillary lymph node; TIC, time- signal intensity.
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edema, peritumoral edema, AVS, and mrALN involve-
ment.14–18 In contrast, our study focused on conducting 
multivariate logistic regression analysis to identify the 
most independent predictors. We found that peritumoral 

edema and the rim sign on DWI exhibited adequate pre-
dictive power. Peritumoral edema is believed to be caused 
by increased vascular permeability and the release of cy-
tokines into the surrounding tissues.15,29 Interestingly, 

F I G U R E  4  Forecast plot showing 
clinico- radiological features for predicting 
lymphovascular invasion (LVI).

F I G U R E  5  Distribution of the 
selected radiomics features by least 
absolute shrinkage and selection operator 
(LASSO).
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Uematsu et al. proposed that edema may result from lym-
phatic drainage obstruction and dilation due to tumor em-
boli, and they observed a significant correlation between 
a high degree of LVI and the presence of edema.15 Zhang 
et al. developed a radiomics nomogram model incorporat-
ing peritumoral edema, which demonstrated promising 
and satisfactory calibration and discrimination abilities 
to predict LVI.7 Furthermore, the presence of the rim 
sign on DWI of breast lesions has been associated with 
malignancy and correlates with histological character-
istics, such as the tumor grade, size, and subtype. The 
rim sign is also correlated with Ki- 67, a protein that indi-
cates the cell proliferation rate and is a marker of cancer 
aggressiveness.14,18

Radiomics models, which extract quantitative radio-
mic features from MR images, offer a clear advantage over 
clinico- radiological features for the evaluation of tumor 
imaging phenotypes. These models can identify additional 

heterogeneous factors that may not be visually discernible. 
In the present study, the radiomics model demonstrated a 
significant predictive performance by achieving a higher 
AUC (0.795) than the clinico- radiological features (0.743).

Moreover, we used deep learning techniques to predict 
the LVI status. While MM- Net achieved a lower AUC of 
0.774 than the radiomics model, our proposed PCMM- Net 
(AUC of 0.843) surpassed all other models, showcasing 
its superiority in LVI prediction. The exceptional perfor-
mance of PCMM- Net highlights the importance of incor-
porating both clinical and radiological features to enhance 
the predictive capability for LVI prediction. This finding 
substantiates the significance of integrating multimodal 
information to improve the accuracy and reliability of 
prediction models in clinical practice. Additionally, the 
significant differences in performance metrics between 
PCMM- Net and the other models further reinforce the po-
tential applicability of our proposed approach in assisting 
medical professionals in making more informed decisions. 
It is noteworthy that PCMM- Net demonstrated a sensitiv-
ity of 0.818 and specificity of 0.816, indicating its compre-
hensive capabilities. This can be attributed to PCMM- Net's 
ability to automatically extract intrinsic features associ-
ated with LVI, eliminating the need for manually designed 
features used in traditional radiomics. Furthermore, 
PCMM- Net integrates prior clinico- radiological features, 
enabling comprehensive interpretation of tumor imag-
ing phenotypes at a deeper and multi- dimensional level. 
Consequently, the neural network can automatically se-
lect and adjust the weights of clinical and imaging fea-
tures, equivalent to a feature selection procedure before 
model building. Moreover, PCMM- Net is an end- to- end 
model where all features are trained together as inputs, 
which is more convenient than the multi- step process of 
feature selection, ranking, and training.

This study had several limitations which should be al-
leviated in future work. Firstly, the retrospective design 
and the limited sample size restrict the generalizability 
of the findings. To address this, our aim is to expand the 
dataset used in our study, thereby increasing its general-
izability and robustness. This expansion would include 

Model AUC ACC Sensitivity Specificity p- Value

Clinic- radiological 0.743 0.657 0.731 0.632 0.028

Radiomics 0.795 0.820 0.808 0.829 0.021

MM- Net 0.774 0.814 0.769 0.829 0.043

PCMM- Net 0.843 0.824 0.818 0.816 - 

Note: The p- value signifies the contrast of AUCs between PCMM- Net and the clinico- radiological model, 
as well as between PCMM- Net and Clinic- radiological, and further between PCMM- Net and MM- Net.
Abbreviations: AUC, area under the curve; ACC, Accuracy; MM- Net, Multi- Modal MR Images 
Convolution Neural Network; PCMM- Net, Prior Clinico- Radiological Features Informed Multi- Modal 
MR Images Convolution Neural Network.

T A B L E  3  Comparisons of Diagnostic 
Efficiency across Radiomics, MM- Net, and 
PCMM- Net modes.

F I G U R E  6  Receiver operating characteristic (ROC) curves for 
prediction performance of clinico- radiological features, radiomics, 
Multi- Modal MR Images Convolutional Neural Network (MM- 
Net), and Prior Clinico- Radiological Features Informed MM- Net 
(PCMM- Net).
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a larger and more diverse cohort of patients, allowing us 
to validate our findings across different populations and 
clinical settings. In addition, conducting a longitudinal 
study would provide valuable insights into the stability 
and performance of PCMM- Net over time, enhancing its 
applicability for long- term prognoses and treatment re-
sponse monitoring. Secondly, the inclusion of data from 
only a single center may have introduced selection bias. 
To mitigate this, we plan to utilize external validation 
methods that can reduce data selection bias and enhance 
the generalizability of our results. Thirdly, existing pub-
licly available benchmark datasets do not align with the 
same LVI labels and the three modal images (cT1WI, 
T1WI, and T2WI) used in our study. Furthermore, the 
detailed clinical information associated with radiologi-
cal features was not fully documented. To address these 
concerns, it is crucial to explore the interpretability and 
explicatory ability of PCMM- Net. Gaining an under-
standing of the underlying features and mechanisms 
that the model relies on will foster trust and facilitate its 
integration into routine clinical practice. In future stud-
ies, we intend to fully consider the use of existing public 
benchmark datasets to enhance the generalizability of 
our findings. Additionally, integrating other data mo-
dalities, such as genomics or histopathology, has the po-
tential to elucidate the biological basis of the identified 
imaging features and improve the overall accuracy of 
the model. Continued research in these areas promises 
invaluable insights and advancements toward the de-
velopment of more advanced and clinically meaningful 
predictive models.

5  |  CONCLUSIONS

By surpassing all other models, PCMM- Net represents a 
significant breakthrough in terms of LVI prediction ac-
curacy, resulting in an impressive AUC of 0.843. This 
advanced model holds immense potential for enhancing 
clinical decision- making. The impressive results obtained 
in our study reinforce the effectiveness and reliability of 
PCMM- Net as a tool for LVI prediction. Furthermore, 
our comprehensive performance analysis clearly demon-
strated the superiority of PCMM- Net over existing models, 
emphasizing its practical applicability in real- world clini-
cal settings for determining the optimal surgical treatment 
for individual patients.
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