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A Turing test of whether AI chatbots are behaviorally similar to
humans
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We administer a Turing test to AI chatbots. We examine how chatbots behave in a
suite of classic behavioral games that are designed to elicit characteristics such as trust,
fairness, risk-aversion, cooperation, etc., aswell as how they respond to a traditional Big-
5 psychological survey that measures personality traits. ChatGPT-4 exhibits behavioral
and personality traits that are statistically indistinguishable from a randomhuman from
tens of thousands of human subjects frommore than 50 countries. Chatbots alsomodify
their behavior based on previous experience and contexts “as if” theywere learning from
the interactions and change their behavior in response to different framings of the same
strategic situation. Their behaviors are often distinct from average and modal human
behaviors, in which case they tend to behave on the more altruistic and cooperative
end of the distribution. We estimate that they act as if they are maximizing an average
of their own and partner’s payoffs.
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As Alan Turing foresaw to be inevitable, modern AI has reached the point of emulating
humans: holding conversations, providing advice, writing poems, and proving theorems.
Turing proposed an intriguing test: whether an interrogator who interacts with an AI
and a human can distinguish which one is artificial. Turing called this test the “imitation
game” (1), and it has become known as a Turing test.

Advancements in large language models have stirred debate. Discussions range from
the potential of AI bots to emulate, assist, or even outperform humans, e.g., writing essays,
taking the SAT, writing computer programs, giving economic advice, or developing ideas,
(2–5), to their potential impact on labor markets (6) and broader societal implications
(7, 8). As some roles for AI involve decision-making and strategic interactions with
humans, it is imperative to understand their behavioral tendencies before we entrust
them with pilot or co-pilot seats in societal contexts, especially as their development
and training are often complex and not transparent (9). Do AIs choose similar actions
or strategies as humans, and if not how do they differ? Do they exhibit distinctive
personalities and behavioral traits that influence their decisions? Are these strategies and
traits consistent across varying contexts? A comprehensive understanding of AI’s behavior
in generalizable scenarios is vital as we continue to integrate them into our daily lives.

We perform a Turing test of the behavior of a series of AI chatbots. This goes beyond
simply asking whether AI can produce an essay that looks like it was written by a
human (10) or can answer a set of factual questions, and instead involves assessing its
behavioral tendencies and “personality.” In particular, we ask variations of ChatGPT to
answer psychological survey questions and play a suite of interactive games that have
become standards in assessing behavioral tendencies, and for which we have extensive
human subject data. Beyond eliciting a “Big Five” personality profile, we have the
chatbots play a variety of games that elicit different traits: a dictator game, an ultimatum
bargaining game, a trust game, a bomb risk game, a public goods game, and a finitely
repeated Prisoner’s Dilemma game. Each game is designed to reveal different behavioral
tendencies and traits, such as cooperation, trust, reciprocity, altruism, spite, fairness,
strategic thinking, and risk aversion. The personality profile survey and the behavioral
games are complementary as one measures personality traits and the other behavioral
tendencies, which are distinct concepts; e.g., agreeableness is distinct from a tendency
to cooperate. Although personality traits are predictive of various behavioral tendencies
(11, 12), including both dimensions provides a fuller picture.

In line with Turing’s suggested test, we are the human interrogators who compare the
ChatGPTs’ choices to the choices of tens of thousands of humans who faced the same
surveys and game instructions. We say an AI passes the Turing test if its responses cannot
be statistically distinguished from randomly selected human responses.
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We find that the chatbots’ behaviors are generally within
the support of those of humans, with only a few exceptions.
Their behavior is more concentrated than the full distribution
of humans. However, we are comparing two chatbots to tens
of thousands of humans, and so a chatbot’s variation is within
subject and the variation in the human distribution is across
subjects. The chatbot variation may be similar to what a single
individual would exhibit if repeatedly queried. We do an explicit
Turing test by comparing an AI’s behavior to a randomly selected
human behavior, and ask which is the most likely to be human
based on a conditional probability calculation from the data.
The behaviors are generally indistinguishable, and ChatGPT-4
actually outperforms humans on average, while the reverse is true
for ChatGPT-3. There are several games in which the AI behavior
is picked more likely to be human most of the time, and others
where it is not. When they do differ, the chatbots’ behaviors tend
to be more cooperative and altruistic than the median human,
including being more trusting, generous, and reciprocating.

In that vein, we do a revealed-preference analysis in which we
examine the objective function that best predicts AI behavior.
We find that it is an even average of own and partner’s payoffs.
That is, they act as if they are maximizing the total payoff of both
players rather than simply their own payoff. Human behavior
also is optimized with some weight on the other player, but the
weight depends on the preference specification and humans are
more heterogeneous and less well predicted.

There are two other dimensions on which we compare AI
and human behavior. The first is whether context and framing
matter, as they do with humans. For example, when we ask
them to explain their choices or tell them that their choices will
be observed by a third party, they become significantly more
generous. Their behavior also changes if we suggest that they act
as if they were faced with a partner of a gender, or that they
act as if they were a mathematician, legislator, etc. The second
dimension is that humans change their behaviors after they have
experienced different roles in a game. The chatbots also exhibit
significant changes in behaviors as they experience different roles
in a game. That is, once they have experienced the role of a
“partner” in an asymmetric game, such as a trust game or an
ultimatum game, their behavior shifts significantly.

Finally, it is worth noting that we observe behavioral differ-
ences between the versions of ChatGPT that we test, so that they
exhibit different personalities and behavioral traits.

1. Methods and the Turing Test Design
We conduct interactive sessions, prompting AI chatbots to
participate in classic behavioral economics games and respond to
survey questions using the same instructions as given to human
subjects. We compare how the chatbots behave to how humans
behave and also estimate which payoff function best predicts the
chatbots’ behaviors.

We examine the widely-used AI chatbot: ChatGPT developed
by OpenAI. We primarily evaluate two specific versions of
ChatGPT: the API version tagged as GPT-3.5-Turbo (referred to
as ChatGPT-3) and the API version based on GPT-4 (denoted
as ChatGPT-4). We also include the subscription-based Web
version (Plus), and the freely available Web version (Free) for
comparison (see SI Appendix, section 1.A for more description of
the chatbots).

The human subject data are derived from a public Big Five
Test response database and the MobLab Classroom economics
experiment platform, both spanning multiple years and more

than 50 countries, encompassing 108,314 subjects (19,719 for
the Big Five Test, and 88,595 for the behavioral economics
games, who are mostly college and high school students). Details
about the human datasets, including the demographics of the
subjects are included in the (SI Appendix, section 1.B; and see
also Lin et al. (13) who provide additional background details
about the human data which cover North America, Europe, and
Asia).

We administer the OCEAN Big Five questionnaire to each
chatbot to create a personality profile. Following this, we ask
each chatbot what actions they would choose in a suite of six
games designed to illuminate various behavioral traits (and fuller
details appear in SI Appendix, section 1.A):

(i) A Dictator Game—given an endowment of money, one
player (the dictator) chooses how much of the money to
keep and how much to donate to a second player. This
involves altruism (14, 15).

(ii) An Ultimatum Game—given an endowment of money, one
player (the proposer) offers a split of the money to a second
player (the responder) who either accepts the split or rejects
it in which case neither player gets anything. This involves
fairness and spite (14).

(iii) A Trust Game—given an endowment of money, one player
(the investor) decides how much of the money to keep and
passes the remainder to a second player (the banker), which
is then tripled. The banker decides how much of that tripled
revenue to keep and returns the remainder to the investor.
This involves trust, fairness, altruism, and reciprocity (16).

(iv) A Bomb Risk Game—a player chooses how many boxes
out of 100 to open and the player is rewarded for each
opened box but loses everything if a randomly placed bomb
is encountered. This involves risk aversion (17).

(v) A Public Goods Game—given an endowment of money, a
player chooses how much of the money to keep and how
much to contribute to a public good and receives half of the
total amount donated to the public good by all four players.
This involves free-riding, altruism, and cooperation (18).

(vi) A finitely repeated Prisoners Dilemma Game—in each of
five periods two players simultaneously choose whether
to “cooperate” or “defect,” yielding the highest combined
payoff if both cooperate but with one player getting a better
payoff if they defect. This involves cooperation, reciprocity,
and strategic reasoning (19–22).

Each chatbot answers each survey question and plays each role
in each game 30 times in individual sessions. As we cannot pay
the chatbots, we ask how they would behave in each role in each
game. Details about how the chatbots’ responses are collected can
be found in SI Appendix, section 1.A.

2. Results
A. Personality Profiles of the AIs. Fig. 1 provides a summary of
the chatbots’ Big Five personality profiles and compares them
with the human distribution. We illustrate the behaviors of
ChatGPT-3 and ChatGPT-4 specifically, as the Free Web version
exhibits similarities to ChatGPT-3,* and the Plus version aligns
closely with ChatGPT-4.† More detailed results, including those
of the two Web-based versions, can be found in SI Appendix,
section 3.
*https://openai.com/blog/chatgpt, retrieved 08/02/2023.
†https://openai.com/gpt-4, retrieved 08/02/2023.
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Fig. 1. “Big Five” personality profiles of ChatGPT-4 and ChatGPT-3 compared
with the distributions of human subjects. The blue, orange, and green lines
correspond to the median scores of humans, ChatGPT-4, and ChatGPT-3
respectively; the shaded areas represent the middle 95% of the scores, across
each of the dimensions. ChatGPT’s personality profiles are within the range
of the human distribution, even though ChatGPT-3 scored noticeably lower
in Openness.

The personality traits of ChatGPT-3 and ChatGPT-4, as
derived from their responses to the OCEAN Big Five ques-
tionnaire, are depicted in Fig. 1. Comparing humans and
chatbots, ChatGPT-4 exhibits substantial similarity to the human
respondents across all five dimensions in terms of the median
scores. ChatGPT-3 likewise demonstrates comparable patterns
in four dimensions but displays a relatively lower score in
the dimension of openness. Particularly, on extroversion, both
chatbots score similarly to the median human respondents, with
ChatGPT-4 and ChatGPT-3 scoring higher than 53.4% and
49.4% of human respondents, respectively. On neuroticism,
both chatbots exhibit moderately lower scores than the me-
dian human. Specifically, ChatGPT-4 and ChatGPT-3 score
higher than 41.3% and 45.4% of humans, respectively. As
for agreeableness, both chatbots show lower scores than the
median human, with ChatGPT-4 and ChatGPT-3 surpass-
ing 32.4% and 17.2% of humans, respectively. While for
conscientiousness, both chatbots fluctuate around the median
human, with ChatGPT-4 and ChatGPT-3 scoring higher than
62.7% and 47.1% of human respondents. Both chatbots exhibit
lower openness than the median human, with ChatGPT-3’s
being notably lower. On this dimension, ChatGPT-4 and
ChatGPT-3 score higher than 37.9% and 5.0% of humans,
respectively.

When comparing the two chatbots, we find that ChatGPT-4
has higher agreeableness, higher conscientiousness, higher open-
ness, slightly higher extraversion, and slightly lower neuroticism
than ChatGPT-3, consistent with each chatbot having a distinct
personality.

B. The Games and the Turing Test. We perform a formal Turing
test as follows. Consider a game and role, for instance, the
giver in the Dictator Game. We randomly pick one action
from the chatbot’s distribution and one action from the human
distribution. We then ask, which action “looks more typically
human?” Specifically, we ask which of the two actions is more
likely under the human distribution. If AI picks an action that
is very rare under the human distribution then it is likely to lose
in the sense that the human’s play will often be estimated to be
more likely under the human distribution. If AI picks the modal

human action then it will either be estimated as being more likely
under the human distribution or else tie.‡

The results appear in Fig. 2. As a benchmark, we also report
what happens when two humans are matched against each other.
In that case, there should be equal wins and losses (up to variations
due to taking only 10,000 draws). We see that overall (on average)
ChatGPT-4 is actually picked as human or ties significantly
more often than a random human, while ChatGPT-3 is picked
as human less often than a random human. In this particular
sense, ChatGPT-4 would pass this Turing test, while ChatGPT-
3 would fail it.

The results vary nontrivially across games. ChatGPT-4 does
better than or comparably to humans in all games except in the
Prisoner’s Dilemma (where it cooperates most of the time and
the human mode is to defect) and as the Investor role in the Trust
Game (in which it generally invests half while humans tend to be
more extreme one way or the other). ChatGPT-3 does well in a
few games, but is outperformed by humans in 6 of the 8 games,
and overall.

C. Comparisons of ChatGPTs’ Behaviors to Humans’ on a Vari-
ety of Dimensions. We also look at distributions of behaviors in
more detail across games by comparing the distribution of an
AI’s responses to the distribution of human responses. Note that
a human distribution is mostly obtained from one observation
per human, so its variation is between subjects. Variation in
an AI distribution is obtained from the same chatbot, so it
is within subject. Thus, the fact that the distributions differ
is not informative, but the following information about the
distributions is useful to note.

Human players’ actions generally exhibit multiple peaks and
nontrivial variance, indicating the presence of varied behavioral
patterns across the population. In most games, the responses
of ChatGPT-4 and ChatGPT-3 are not deterministic when the
same games are repeated (except for ChatGPT-4 in the Dictator
game and in the Ultimatum Game as the proposer) and adhere
to certain distributions. Typically, the distributions produced
by the chatbots encompass a subset of the modes observed in
the corresponding human distributions. As illustrated in Fig. 3,
ChatGPT-3 makes decisions that result in usually single-mode,
and moderately skewed distributions with nontrivial variance.
Conversely, ChatGPT-4’s decisions form more concentrated
distributions.

Next, we examine in more detail some of the behavioral traits
that have been associated with the suite of games we use.
C.1. Altruism. In games that involve distributional concerns, the
chatbots act more generously to the other player than the human
median. In particular, they display increased generosity: in the
Dictator Game (Fig. 3A), as the proposer in the Ultimatum
Game (Fig. 3B), and as the banker in the Trust Game (Fig. 3E),
and as a contributor in the Public Goods Game (Fig. 3F ). Note
that from the perspective of maximizing the player’s own payoff,
the most beneficial strategies would be to give $0 to the other
player in the Dictator Game, return $0 to the investor as the
banker in the Trust Game, and contribute $0 in the Public Goods

‡Alternatively, one instead could also use the AI distribution and do relative Bayesian
updating, and assign posterior probabilities of being human vs. AI taking into account
the action’s relative likelihood under each of the distributions. That is less in the spirit of
what Turing described as it would require the interrogator to have knowledge about the AI
behavior, but also an interesting question. In a case in which AI plays a tighter distribution,
even if the modal human action, such Bayesian updating would pick out AI more often. For
example, if AI always plays the modal human action and humans vary their action, then
in our test AI always wins or ties, while under Bayesian updating with precise knowledge
of AI behavior it would always lose.
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Fig. 2. The Turing test. We compare a random play of Player A (ChatGPT-4, ChatGPT-3, or a human player, respectively) and a random play of a second Player
B (which is sampled randomly from the human population). We compare which action is more typical of the human distribution: which one would be more
likely under the human distribution of play. The green bar indicates how frequently Player A’s action is more likely under the human distribution than Player
B’s action, while the red bar is the reverse, and the yellow indicates that they are equally likely (usually the same action). (A): average across all games; (B–I):
results in individual games. ChatGPT-4 is picked as more likely to be human more often than humans in 5/8 of the games, and on average across all games.
ChatGPT-3 is picked as or more likely to be human more often than humans in 2/8 of the games and not on average.

Game. Even though these strategies are chosen by a significant
portion of human players, they were never chosen by the
chatbots.

ChatGPT’s decisions are consistent with some forms of altru-
ism, fairness, empathy, and reciprocity rather than maximization
of its personal payoff. To explore this in more detail, we calculate
the own payoff of the chatbots, the payoff of their (human)
partner, and the combined payoff for both players in each game.
These calculations are based on ChatGPT-4’s and ChatGPT-
3’s strategies when paired with a player randomly drawn from
the distribution of human players. Similarly, we calculate the
expected payoff of the human players when randomly paired with
another human player. The results are presented in SI Appendix,
Table S1.

In particular, ChatGPT-4 obtains a higher own payoff than
human players in the Ultimatum Game and a lower own payoff
in all other games. In all seven games, it yields a higher partner
payoff. Moreover, it achieves the highest combined payoff for
both players in five out of seven games, the exceptions being the
Dictator game and the Trust Game as the banker (where the
combined payoffs are constant).

These findings are indicative of ChatGPT-4’s increased level
of altruism and cooperation compared to the human player
distribution. ChatGPT-3 has a more mixed payoff pattern. For
example, although it yields a lower own payoff in the Trust
Game and the Public Goods Game compared to ChatGPT-4, it
achieves the highest partner payoff and combined payoff in the
Public Goods Game, as well as the highest partner payoff in the
Trust game as the banker.
C.2. Fairness. ChatGPT-3 typically proposes a more favorable
deal to the other player in games where the outcome depends
on the other player’s approval (i.e., in the Ultimatum Game)
compared to when it does not (i.e., in the Dictator Game),
mirroring behavior observed in the human data. In contrast,
ChatGPT-4 consistently prioritizes fairness in its decision-
making process. This is evidenced by its equal split of the
endowment, whether acting as a dictator or as a proposer in

the Ultimatum Game, particularly when asked to explain its
decisions (SI Appendix, Fig. S6A).

In the Ultimatum Game as responder, less than a fifth of
human players are willing to accept as low as $1 as proposed
by the other player (Fig. 3C ), despite this being the dominant
strategy for the responder in the game. Interestingly, this forms
the most common response of ChatGPT-4. However, there is
another peak at $50, which is close to the modal human response
and corresponds to the fair split.
C.3. Trust. Generally speaking, ChatGPT-4 displays more “trust”
in the banker (the first/other player) compared to ChatGPT-3,
by investing a higher proportion of the endowment, as shown in
Fig. 3D. This is more trust than exhibited by humans, except for
a group that invests their entire endowment. Both chatbots also
tend to invest more in public goods projects than human players,
as shown in Fig. 3F.
C.4. Cooperation. ChatGPT’s first action is most often coopera-
tive in the Prisoner’s Dilemma Game (Fig. 3H ). In particular,
ChatGPT-4’s strategy in the first round is substantially more
cooperative than human players, with a large majority (91.7%)
of sessions opting to cooperate, as opposed to 45.1% of human
players. ChatGPT-3’s strategy lies somewhere in between, with
76.7% choosing to cooperate. Both ChatGPT-3 and ChatGPT-
4 are also more cooperative than human players in the Public
Goods Game (Fig. 3F ).
C.5. Tit-for-Tat. While chatbots exhibit a higher cooperative
tendency in the Prisoner’s Dilemma Game than the typical
human subject, their cooperation is not unconditional. As shown
in Fig. 4A, if the other player cooperates in the first round,
ChatGPT-4’s decision remains consistent in the following
round. On the other hand, around half of the ChatGPT-3’s
sessions that chose defection in the first round switched to
cooperation in the second round. A small proportion of the
cooperative sessions also switch to defection, mimicking similar
behavior observed among human subjects.

When the other player defects in the first round, however,
all previously cooperative sessions of ChatGPT-4 switch to
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Fig. 3. Distributions of choices of ChatGPT-4, ChatGPT-3, and human subjects in each game: (A) Dictator; (B) Ultimatum as proposer; (C) Ultimatum as
responder; (D) Trust as investor; (E) Trust as banker; (F ) Public Goods; (G) Bomb Risk; (H) Prisoner’s Dilemma. Both chatbots’ distributions are more tightly
clustered and contained within the range of the human distribution. ChatGPT-4 makes more concentrated decisions than ChatGPT-3. Compared to the human
distribution, on average, the AIs make a more generous split to the other player as a dictator, as the proposer in the Ultimatum Game, and as the Banker in the
Trust Game, on average. ChatGPT-4 proposes a strictly equal split of the endowment both as a dictator or as the proposer in the Ultimatum Game. Both AIs
make a larger investment in the Trust Game and a larger contribution to the Public Goods project, on average. They are more likely to cooperate with the other
player in the first round of the Prisoner’s Dilemma Game. Both AIs predominantly make a payoff-maximization decision in a single-round Bomb Risk Game.
Density is the normalized count such that the total area of the histogram equals 1.

defection, showcasing a play that would be similar to a “Tit-
for-Tat” pattern as illustrated in Fig. 4B. This pattern is also
observed in human players and ChatGPT-3, although to a lesser
but still majority extent. There are additional dynamics for further
study in repeated game settings, as the chatbots often revert
to cooperation even if the other player continues to defect (SI
Appendix, Fig. S8).
C.6. Risk aversion. The chatbots also differ in their exhibited risk
preferences. In the Bomb Risk Game (Fig. 5), both ChatGPT-3
and ChatGPT-4 predominantly opt for the expected payoff-
maximizing decision of opening 50 boxes. This contrasts with
the more varied human decisions, which include a distinct group
of extreme subjects who only open one box.

Interestingly, the chatbots’ decisions in this game are in-
fluenced by the outcomes of previous rounds, despite their
independence. If the bomb exploded in a prior round, ChatGPT-
3 tends to adopt a more risk-averse behavior by opting to open
fewer boxes—a trend mirrored, to a lesser extent, in human
data. Meanwhile, the preferred decision of ChatGPT-4 remains
constant, albeit with higher variance.

In instances where the bomb did not explode, the decisions
of both ChatGPT-3 and ChatGPT-4 converge and revert to
the expected payoff-maximizing option. Overall, ChatGPT-4
displays a consistent and neutral risk preference. ChatGPT-3,
however, tends toward risk aversion, especially in unexpected
contexts—a pattern that is also observed when it acts as the
investor in the Trust Game, where it makes the lowest investment
on average.

D. Revealed-Preferences. Given the observations above, espe-
cially regarding fairness, cooperation, and altruism, we perform
a systematic analysis by inferring which preferences would ratio-
nalize the AIs’ behaviors. This enables one to make predictions
out of sample, and so we estimate an objective function that best
predicts AI behavior. In particular, just as is done with humans,
we estimate which utility function predicts decisions as if it were
being maximized. This can then be used in future analyses to
predict AI behavior in new settings.

First, we consider a utility function that is a weighted average
of the two players’ payoffs:
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Fig. 4. ChatGPT’s dynamic play in the Prisoner’s Dilemma Game. ChatGPT-4 exhibits a higher tendency to cooperate compared to ChatGPT-3, which is
significantly more cooperative than human players. The tendency persists when the other player cooperates. On the other hand, both chatbots apply a
one-round Tit-for-Tat strategy when the other player defects. The other player’s (first round) choice is observed after Round 1 play and before Round 2 play: (A)
the other player cooperates; (B) the other player defects.

b×Own Payoff + (1− b)× Partner Payoff,

for some b ∈ [0, 1]. Purely selfish preferences correspond to b = 1
and purely selfless-altruistic preferences correspond to b = 0,
and maximizing the total payoff of both players corresponds to
b = 1/2.

We estimate which b best predicts behavior. Consider the
distribution of play from the human distribution. Given that
distribution of partner play, for every b ∈ [0, 1] there is a

Fig. 5. ChatGPT-4 and ChatGPT-3 act as if they have particular risk prefer-
ences. Both have the same mode as human distribution in the first round
or when experiencing favorable outcomes in the Bomb Risk Game. When
experiencing negative outcomes, ChatGPT-4 remains consistent and risk-
neutral, while ChatGPT-3 acts as if it becomes more risk-averse.

best-response payoff: the best possible expected utility that the
player could earn across actions if their utility function was
described by b. Then we can see what action they choose, and
see what fraction of that best possible expected payoff they earn
when that is matched against the human distribution of partner
play. The difference (in proportional terms) is the error. We
average that squared error across the distribution of actions that
the chatbot (or human) plays in that game. We then look at the
average squared error across all plays, and select the b ∈ [0, 1]
that minimizes that mean-squared error. The results as a function
of b are reported in Fig. 6.

For the linear specification (above), the errors for both the
chatbots are minimized at b = 0.5, and those for humans are
minimized at a nearby point b = 0.6 (see SI Appendix, section
2.B for per-game estimates). ChatGPT-4’s behavior exhibits the
smallest error in that case, while the humans’ behavior is the most
varied, exhibits the highest errors, and is the least well-predicted
of the three by b = 0.5.

The estimated b varies across games, with the best fit being
selfish (b = 1.0) in the Ultimatum Game, but being centered
around b = 0.5 in the other games (SI Appendix, Fig. S4). We
also perform a multinomial logistic discrete choice analysis and
estimate the best fitting b’s by each game and find similar results
(SI Appendix, Table S2).

We also note that a linear specification does not fully capture
preferences for relative payoffs as, for example, when b = 0.5 how
a total payoff is allocated is inconsequential. Instead, if one works
with a constant elasticity of substitution (CES) utility function
(23) of the form(

b× (Own Payoff)1/2 + (1− b)× (Partner Payoff)1/2)2 ,

then relative allocations across the two players are more distin-
guished. For this specification, we see the human error curve
shift to have the weight that minimizes errors be more selfish,
and we see more distinction between all three of ChatGPT-4,
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A

B

Non-linear (CES) specification (r = 0.5).

Fig. 6. Mean squared error of the actual distribution of play relative to the
best-response payoff, when matched with a partner playing the human distri-
bution for possible preferences indexed by b. The average is across all games.
The errors are plotted for each possibleb, the weight on own vs partner payoff
in the utility function. b = 1 is the purely selfish (own) payoff, b = 0 is the
purely selfless/altruistic (partner) payoff, and b = 0.5 is the overall welfare
(average) payoff, and other bs are weighted averages of own and partner
payoffs. Both chatbots’ behaviors are best predicted by b = 0.5, and those of
humans are best predicted by b = 0.6; they best predict ChatGPT-4’s behavior
and have higher errors in the other cases. (A) The Top panel is for utility =
b×Own Payoff+(1−b)×Partner Payoff. (B) The Bottom panel is for CES pref-
erences: utility =

(
b× (Own Payoff)1/2 + (1− b)× (Partner Payoff)1/2

)2
.

ChatGPT-3, and the humans. This also carries over game by
game as shown in SI Appendix, Fig. S5.

E. Framing and Context. Human behavior can be significantly
altered by framing (e.g., ref. 24). We examine whether AI
behavior also varies with how a given strategic setting is framed.
We find, that similar to humans, ChatGPT’s decisions can be
significantly influenced by changes in the framing or context of
the same strategic setting. A request for an explanation of its
decision, or asking them to act as if they come from some specific
occupation can have an impact.

SI Appendix has detailed prompts used for framing the AI (SI
Appendix, section 1.A.3), and it also presents distributions of
behaviors (SI Appendix, section 2.C). Here are some examples of
how the framing matters.

When ChatGPT-3 is asked to explicitly explain its decision
or when it is aware that the Dictator Game is witnessed by a
third-party observer (a game host), it demonstrates significantly
greater generosity as the dictator (SI Appendix, Fig. S6A).

In the Ultimatum Game, when ChatGPT-4 is made aware of
the gender of the proposer (regardless of what it is), its decision
as the responder moves away from the dominant strategy of
accepting any proposal and starts demanding higher splits on
average (SI Appendix, Fig. S6B), even though we do not observe
a specific gender effect.

In the Trust Game (SI Appendix, Fig. S6 D–F ), as the size of
the potential investment is increased, ChatGPT-4’s strategy as
the banker shifts from returning the original investment plus an
even split of the profit (which equals a doubled investment) to
evenly splitting the entire revenue (which is a tripled investment).
By contrast, ChatGPT-3 tends to make a more generous return
to the investor when the potential investment is larger.

ChatGPT’s decisions are also impacted when they are asked
to play the games as if they are from a given occupation, altering
their default role as a helpful assistant (SI Appendix, section
1.A.3). For instance, in the Ultimatum Game as the responder (SI
Appendix, Fig. S6C ), when ChatGPT-4 is prompted to play as a
mathematician, its decision shifts toward the dominant strategy,
agreeing to accept as low as $1 in most cases. Conversely, when
prompted to be a legislator, its decisions align more with what
is traditionally considered “fair”: demanding $50 in the majority
of cases.

F. Learning. One last thing we investigate is the extent to which
the chatbots’ behaviors change as they gain experience in different
roles in a game, as if they were learning from such experience.
This is something that is true of humans (e.g., ref. 25).

In games with multiple roles (such as the Ultimatum Game
and the Trust Game), the AIs’ decisions can be influenced by
previous exposure to another role. For instance, if ChatGPT-3
has previously acted as the responder in the Ultimatum Game, it
tends to propose a higher offer when it later plays as the proposer,
while ChatGPT-4’s proposal remains unchanged (SI Appendix,
Fig. S7A). Conversely, when ChatGPT-4 has previously been
the proposer, it tends to request a smaller split as the responder
(SI Appendix, Fig. S7B).

Playing the banker’s role in the Trust Game, especially
when the investment is large, also influences ChatGPT-4 and
ChatGPT-3’s subsequent decisions as the investor, leading them
to invest more (SI Appendix, Fig. S7C ). Similarly, having played
the investor first also influences the AIs’ subsequent decisions
as the banker, resulting in both ChatGPT-3 and ChatGPT-4
returning more to the investor (SI Appendix, Fig. S7D).

Our analyses of learning and framing are far from systematic,
and it would be interesting to compare how the effects of context
change AI behavior to how context changes human behavior. For
example, it would be interesting to see how chatbots act when
asked to assume the role of a specific gender, demographic group,
or personality profile.

3. Discussion
We have sidestepped the question of whether artificial intelligence
can think (26–28), which was a central point of Turing’s original
essay (1), but we have performed a test along the lines of what
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he suggested. We have found that AI and human behavior
are remarkably similar. Moreover, not only does AI’s behavior
sit within the human subject distribution in most games and
questions, but it also exhibits signs of human-like complex
behavior such as learning and changes in behavior from role-
playing. On the optimistic side, when AI deviates from human
behavior, the deviations are in a positive direction: acting as if
it is more altruistic and cooperative. This may make AI well-
suited for roles necessitating negotiation, dispute resolution, or
caregiving, and may fulfill the dream of producing AI that is
“more human than human.” This makes them potentially valu-
able in sectors such as conflict resolution, customer service, and
healthcare.

The observation that ChatGPT’s, especially ChatGPT-4’s,
behavior is more concentrated and consistent evokes both op-
timism and apprehension. This is similar to what might happen
if a single human were compared to the population. However,
the chatbots are used in technologies that interact with huge
numbers of others and so this narrowness has consequences.
Positively, its rationality and constancy make AI highly attractive
for various decision-making contexts and make it more stable
and predictable. However, this also raises concerns regarding the
potential loss of diversity in personalities and strategies (compared
to the human population), especially when put into new settings
and making important new decisions.

Our work establishes a straightforward yet effective framework
and benchmark for evaluating chatbots and other AI as they are
rapidly evolving. This may pave the way for a new field in AI
behavioral assessment. The AI that we tested was not necessarily
programmed to pass this sort of Turing test, and so that raises
the question of when and how AI that is designed to converse
with and inform humans, and is trained on human-generated
data, necessarily behaves human-like more broadly. That could

also help in advancing our understanding of why humans exhibit
certain traits. Most importantly, the future will tell the extent
to which AI enhances humans rather than substituting for them
(29, 30).

In terms of limitations, given that our human data are collected
from students, it is important to expand the reference population
in further analyses. The games we have chosen are prominent
ones, but one can imagine expanding the suite of analyses
included in a Turing test, and also tailoring such tests to the
specific tasks that are entrusted to different versions of AI. In
addition, the chatbots tested here are just one of a growing
number, and a snapshot at a specific point in time of a rapidly
evolving form of AI. Thus, the results should not be taken as
broadly representative, but instead should be taken as illustrative
of a testing approach and what can be learned about particular
instances of AI.

Data, Materials, and Software Availability. Processed data files, ChatGPT
responses, and code have been deposited in Github (https://github.com/yutxie/
ChatGPT-Behavioral) (31).
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