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COMMENTARY

AI emerges as the frontier in behavioral science
Juanjuan Menga,1

As Large Language Model (LLM), in particular, Generative Pre-
training Transformer (GPT)-powered applications continue to 
proliferate and advance, AI is increasingly demonstrating 
human-like characteristics. The distinct preferences these AI 
models exhibit toward risk, time, and social interactions, cou-
pled with their unique personalities and seemingly emotional 
responses, have sparked scholarly curiosity. Mei et al. (1) stand 
as a pioneering work in this field, applying classical behavioral 
assessments from Economics and Psychology to probe the 
behavioral traits of AI Chatbots, specifically ChatGPT-3 and 
ChatGPT-4. What sets this study apart is the authors’ use of a 
comprehensive database of behavior traits drawn from 
108,314 human subjects across over 50 countries, which allows 
for an unprecedented comparison between human and AI 
decision-making. Other recent studies have also explored the 
degrees of rationality (2) and cognitive abilities of ChatGPT (3). 
Collectively, these works signal the emergence of a new 
research direction which can be termed “AI Behavioral Science”, 
where methodologies from human behavioral science are lev-
eraged to evaluate and engineer the behavior of AI.

A behavioral science approach to AI would ideally maintain 
a human-centric perspective. A central question to ask is 
“What is the role of humans?” There are at least three primary 
reasons why studying AI behavioral is beneficial to humans.

First, understanding the behavior of AI, specifically LLM, can 
better assist human decision-making. Prior to the advent of 
LLM, a phenomenon commonly observed was “algorithm aver-
sion” (4). This reluctance to adopt algorithms as workers (5) or 
interact with AI chatbots as consumers (6) stemmed from fac-
tors such as overconfidence, doubts about AI proficiency, or a 
basic resistance to interacting with algorithms. This aversion 
posed challenges to AI’s potential to facilitate human decision-
making. However, as AI evolves to closely mirror human behav-
ior following the emergence of LLMs, this tendency may start 
to recede (7, 8). For humans to confidently delegate their 
choices to LLMs, it is imperative that these models exhibit 
behavior similar to theirs in crucial decisions. Therefore, align-
ing LLM’s preferences with fundamental human behavioral 
traits is of paramount importance.

Second, behavioral economics has demonstrated that 
humans often exhibit behavioral biases. The design of nudges 
or choice architecture mechanisms to correct these biases is a 
pioneering topic in behavioral science and policy design (9–11). 
Leveraging LLMs for debiasing is a novel possibility presented 
by technological advancement and could be more systematic 
than existing methods. Instead of being nudged decision by 
decision, individuals only need to delegate once to an LLM and 
will then make systematically better choices. In fact, current 
evidence suggests that ChatGPT demonstrates a higher level 
of rationality in terms of choice consistency than humans (2), 
marking this as a promising new direction to explore.

Third, LLMs can serve as substitutes for human subjects in 
experiments, role-playing individuals with various backgrounds 

for policy experimentation or simulation (12). This allows for 
more cost-effective evaluation and adjustment of policies. As 
LLMs demonstrate a wider range of human behavior, person-
alized policies based on heterogeneous responses could also 
be designed.

A behavioral science approach to AI would ideally estab-
lish a comprehensive behavioral assessment framework. 
This framework should incorporate dimensions of behav-
ioral traits that are applicable to significant decision con-
texts. For instance, if the aim is for the LLM to assist with 
asset allocation decisions, it’s essential to identify the 
behavioral traits that impact such context. Mei et al. 
adopted a framework primarily derived from economics. 
Their framework categorizes important decision contexts 
into two types: individual and interpersonal decisions.

From the perspective of economics, individual decisions 
typically fall into four contexts: direct consumption choices 
(like choosing between an apple and a banana), choices 
under uncertainty, intertemporal choices, and probabilistic 
judgments (including belief updating and learning). These 
categories underpin most of the frequent decisions people 
make. For each type of decision context, economists iden-
tify the fundamental behavioral traits that drive these deci-
sions. For example, choices under uncertainty are greatly 
influenced by risk preference and loss aversion. For inter-
temporal choices, a person’s patience level plays a big role, 
with impulsive decisions or procrastination also often 
observed. For probabilistic judgments, the ability to form 
accurate beliefs based on information is crucial. Common 
mistakes in this process include information avoidance, 
confirmation bias, and overconfidence.

Along this line, Mei et al. utilize a Bomb Risk game to meas-
ure risk preference. Their Turing test comparing ChatGPT 
and human decisions showed that 66.0% (ChatGPT-4) and 
61.7% (ChatGPT-3) of the time ChatGPT’s choices seemed 
human-like. However, ChatGPT showed mostly risk neutral-
ity, differing from human tendencies toward risk aversion. 
Interestingly, ChatGPT-3 seems to learn from past losses and 
becomes more cautious, unlike ChatGPT-4. It remains to be 
investigated whether such changes stem from alterations in 
judgment about future risk levels or some form of path-
dependent preferences.
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Interpersonal decisions involve social preferences such as 
altruism, trust, reciprocity, social conformity, and strategic 
considerations. Mei et al. focus primarily on interpersonal deci-
sions. They employ several games—including the Dictator 
Game, the Ultimatum Game, the Trust Game, the Public Goods 
Game, and a finite repeated Prisoner’s Dilemma Game—to 
investigate whether GPTs exhibit social preferences such as 
altruism, inequality aversion, trust, and reciprocity. A notable 
finding is that ChatGPT consistently displays higher levels of 
generosity than the average human across these games, 
exhibiting stronger altruism and a greater tendency toward 
cooperation. However, ChatGPT-4’s generosity is not without 
conditions. It does demonstrate a degree of strategic thinking, 
using a Tit-for-Tat strategy in the finite repeated Prisoner’s 
Dilemma Game.

A behavioral science approach to AI would ideally involve 
two tasks. The first is an AI behavioral assessment based on a 
specific framework, like the economics framework used by Mei 
et al. Such framework uses mathematical models with numer-
ical preference parameters to capture behavioral traits within 
a unified structure. One important direction to explore within 
this task is the structural estimation approach to uncover the 
underlying preference parameters in a modeled way. Mei et al. 
exemplify this approach by estimating the weighting function 
between one’s payoff and another’s, demonstrating that AI 
generally gives about a 0.5 weight to others, more than humans 
typically do. This estimate can help predict AI behavior in dif-
ferent scenarios, such as teamwork or Corporate Social 
Responsibility, where altruism matters. This ability to predict 
across contexts comes from estimating fundamental behav-
ioral parameters in a structural model, allowing AI to help make 
decisions across various situations.

The second task involves engineering AI behavior. The 
analysis in Mei et al.’s work naturally raises questions about 
why ChatGPT 4.0 exhibits more generous behavior than 
humans and why it appears to differ from ChatGPT 3.0. Given 
the opaque nature of the current training processes, provid-
ing clear answers to these questions is challenging. Therefore, 
an intriguing future research direction is to explore how we 
can train LLMs to exhibit specific behavioral traits. One 
potential approach could involve introducing structures that 
capture fundamental behavioral parameters into the train-
ing process, as suggested by economic modeling and struc-
tural estimation. Other possible avenues for engineering AI 

behavior could include adjusting the reward functions, incor-
porating explicit rules or constraints during training, or train-
ing models on data exhibiting desired behaviors. Finding the 
most effective methods for engineering AI behavior is a com-
plex challenge that will require close collaboration between 
computer scientists and behavioral scientists.

A behavioral science approach to AI would ideally con-
sider how the integration of AI into our society can have a 
significant impact on human behavior and culture (13). 
First, algorithmic bias is a major concern because it can 
influence human decisions. However, promising advance-
ments are being made to mitigate this bias during the AI 
training process (14, 15). A more complex issue arises 
when algorithms, driven by business motives for profit 
maximization, reinforce pre-existing human biases. For 

example, personalized recommendation sys-
tems on social media can intensify people’s bias 
toward information that confirms their existing 
beliefs, leading to polarization. It was found that 
these systems contribute to 40% of the echo 
chamber effect on Facebook, compared to 27% 
from personal subscriptions (16).

Second, excessive reliance on AI, such as 
ChatGPT, could potentially lead to cognitive degeneration 
among humans in various aspects. Human may become less 
explorative, creative, and independently thinking, as AI readily 
provides solutions. More significantly, the behavioral traits of 
people may become more homogeneous as AI tends to offer 
less diversified views (2, 13). The study by Mei et al. supports 
this possibility, showing that the behaviors of ChatGPT are sub-
stantially more homogeneous than human reactions, with 
ChatGPT-4 making even more concentrated decisions than 
ChatGPT-3. This lack of diversification could be evolutionarily 
detrimental, as it decreases humans’ ability to cope with risk.

Third, despite potential drawbacks, AI can also positively 
impact human behavior, fostering a stronger sense of equal-
ity. Evidence of this is seen in Mei et al.’s findings, where 
ChatGPT-4 demonstrated more altruistic behavior on aver-
age than humans. More broadly, in the labor market, LLM 
can significantly narrow the performance gap between lay-
men and experts, making opportunities more equal (17). In 
the consumption market, as AI products become more 
affordable, they could contribute to a more equal society. 
For example, LLM-powered personalized education can 
empower students in rural areas, providing them access to 
top-tier educational resources that were previously only 
accessible to urban children. This sense of empowerment 
could foster a more egalitarian worldview.
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