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Abstract

Continuum dexterous manipulators (CDMs) are suitable for performing tasks in a constrained 

environment due to their high dexterity and maneuverability. Despite the inherent advantages 

of CDMs in minimally invasive surgery, real-time control of CDMs’ shape during nonconstant 

curvature bending is still challenging. This study presents a novel approach for the design and 

fabrication of a large deflection fiber Bragg grating (FBG) shape sensor embedded within the 

lumens inside the walls of a CDM with a large instrument channel. The shape sensor consisted 

of two fibers, each with three FBG nodes. A shape-sensing model was introduced to reconstruct 

the centerline of the CDM based on FBG wavelengths. Different experiments, including shape 

sensor tests and CDM shape reconstruction tests, were conducted to assess the overall accuracy 
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of the shape-sensing. The FBG sensor evaluation results revealed the linear curvature–wavelength 

relationship with the large curvature detection of 0.045 mm and a high wavelength shift of up to 

5.50 nm at a 90° bending angle in both the bending directions. The CDM’s shape reconstruction 

experiments in a free environment demonstrated the shape-tracking accuracy of 0.216 ± 0.126 

mm for positive/negative deflections. Also, the CDM shape reconstruction error for three cases 

of bending with obstacles was observed to be 0.436 ± 0.370 mm for the proximal case, 0.485 ± 

0.418 mm for the middle case, and 0.312 ± 0.261 mm for the distal case. This study indicates 

the adequate performance of the FBG sensor and the effectiveness of the model for tracking the 

shape of the large-deflection CDM with nonconstant-curvature bending for minimally invasive 

orthopedic applications.
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I. Introduction

IN RECENT years, continuum manipulators have shown great potential to improve 

steerability and dexterity in minimally invasive robotic surgery (MIRS) procedures. The 

compliant structure of continuum dexterous manipulators (CDMs) offers flexibility for 

reaching the targeted site of treatment in a constrained environment as their bodies can 

conform to their surroundings [1], [2], [3], [4], [5]. Despite many advantages of CDMs for 

medical applications, accurate estimation of its position and shape is a challenging task, 

especially when operating within unknown/unmodeled environments.

Approaches for the shape reconstruction of CDMs in surgical scenarios may include model-

based, image-based, sensor-based, and/or their combination. The model-based approach uses 

the mechanics and kinematics of CDMs for shape reconstruction [6], [7], [8], [9], [10]. Due 

to the compliance of CDMs, these models may be complex and require a long computational 

time, making them challenging to use in real-time applications [6], [11]. The accuracy of 

the model-dependent CDM shape-sensing relies on the system parameter identification and 

assumptions when dealing with unknown disturbances and environmental constraints [12], 

[13]. The image-based approaches, on the other hand, may be more accurate since they do 
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not rely on the mechanics of the CDM [14], [15]. However, radiation (i.e., fluoroscopy) 

or lower quality images (i.e., ultrasound imaging) introduce specific challenges for the 

real-time application of MIRS [16], [17].

The literature reports a number of shape-sensing approaches for real-time control and shape 

reconstruction of CDMs, including the use of piezoelectric polymers, electromagnetic (EM), 

and optical sensors [18], [19], [20]. EM and optical sensors are more commonly used, 

because of their smaller size, in real-time localization and the shape-tracking of CDMs for 

surgery [21], [22], [23]. EM tracking systems, however, are susceptible to errors arising from 

magnetic field distortions caused by the conductive objects in the work field [24].

The thin, flexible, lightweight, and biocompatible structure of optical shape sensors with the 

added advantage of EM immunity from external devices has received increasing attention 

in the sensor-based shape-sensing of the flexible instruments. By measuring the reflected 

wavelength from each fiber, strain and curvature sensing of FBG sensors enable accurate 

shape-tracking without relying on the kinematics and mechanics of the robotic systems [19], 

[25], [26], [27]. Optical fibers such as FBG with different configurations have been used 

for the shape reconstruction of flexible instruments such as catheters and biopsy needles 

as well as CDMs [28], [29], [30], [31]. FBG shape sensors, in particular, are classified 

into two main configurations: A bundle of single-core fibers and multicore fibers (MCFs). 

Roesthuis et al. [32] fabricated triplet optical fibers, each with four FBG nodes. Fibers were 

attached to a three-groove NiTi rod, placed in the backbone of the continuum manipulator. 

The 3-D shape of the manipulator has been reconstructed in terms of the curvature and 

strain relationship, derived from axial strain measurements of FBG nodes. Liu et al. [23] 

developed an FBG shape sensor by attaching a fiber with three FBG nodes to two NiTi rods 

in a triangular configuration and passing the sensor assembly through the sensor channel 

of a continuum manipulator. FBG wavelength–curvature calibration was used to find the 

curvature at discrete locations and then reconstruct the shape of the continuum manipulator. 

Sefati et al. [33] built an FBG sensor assembly by embedding a fiber and two NiTi rods 

into a three-lumen polycarbonate tube with circular cross section. The sensor assembly 

was passed through the side channel of a CDM. The design was later changed to insert 

three fibers, each with three FBG nodes, into the three-groove NiTi rod. A data-driven 

approach was developed to track the tip position of the CDM using FBG wavelength 

measurements [34], [35]. Moore and Rogge [36] reconstructed the 3-D shape using MCFs 

by combining the elastic rod theory and differential geometry. Khan et al. [37] used several 

MCFs for sensing the shape of a flexible medical instrument. The shape of the instrument is 

reconstructed using the curvature and torsion calculated from the FBG wavelength data. Cao 

et al. [38] integrated MCFs into a continuum robot to track the shape of the robot in the free 

space.

A major limitation of the previous work on the bundle of single-core fibers is the challenge 

and fabrication time associated with inserting and keeping fibers in the grooves of the 

sensor’s substrate due to the thin and delicate nature of fibers [28], [32], [34]. When the 

sensing unit is embedded into the channel within the wall of the continuum manipulator, 

the glue amount applied to the grooves of the sensor’s substrate is an important factor. 

Finding a sufficient amount of glue to not exceed the channel diameter constraint makes 
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the building procedure difficult [32], [34]. Furthermore, attaching the fiber to the outer wall 

of the substrate is a complex manufacturing process. The sensor configuration becomes trial-

dependent, making reproducibility a challenge [23]. The enclosed substrate is an appropriate 

option, especially if the sensor assembly is routed through the channels within the wall of 

the CDM. However, in the previous study, the shape sensor suffered from low sensitivity 

to small curvature changes, resulting in a low signal-to-noise ratio [33]. The shape sensor 

with MCFs, on the other hand, has a smaller cross section and more accurate FBG alignment 

[36], [37]. Nevertheless, light coupling into each core is difficult, and MCFs are more 

expensive than single-core fibers due to the draw tower fabrication procedure [39], [40]. 

Moreover, for applications in minimally invasive orthopedic interventions, a bundle of 

single-core fibers is sufficient for detecting the CDM centerline [23], [33], [34], [35]. Most 

of the prior work have introduced the FBG-based shape reconstruction algorithm for the 

case that the shape sensor is directly attached to the flexible medical instrument [26], [28], 

[32], [36], [37]. The free movement of the sensing unit inside the wall channel of the CDM 

makes shape-tracking difficult. The CDM centerline detection has rarely been developed in 

previous studies, and the sensing model did not account for the friction effect between the 

sensor and the CDM channel’s wall [23], [33], [34], [38].

The purpose of this study is to design and build a novel FBG-based shape sensor that 

is inexpensive and can be easily fabricated and integrated with a CDM undergoing large 

bending and deflections during orthopedic procedures. Another contribution includes the 

formulation of the shape reconstruction model for the CDM that can significantly lessen the 

influence of internal twist and friction. The performance of the model is assessed in both 

free and constrained environments.

II. Design

A. FBG Sensor Design Requirements

As shown in Fig. 1(a), the cable-driven CDM used in the orthopedic procedures has been 

constructed from a Nitinol (NiTi) rod with an outside diameter (OD) of 6 mm and several 

notches along its 35-mm flexible length to reach compliance in the bending direction while 

achieving high stiffness in the perpendicular direction to the bending plane [10]. The CDM 

also consists of a 4-mm-diameter open lumen as an instrument channel for passing flexible 

debriding tools [41] [Fig. 1(b)]. The overall length of the CDM is 70 mm, and the CDM wall 

contains four lengthwise channels such that each pair of channels is along the two opposite 

sides of the wall [Fig. 1(b)]. As shown in Fig. 1(c), the actuating cable is passed through 

its channel with a 0.5-mm diameter to create the bidirectional planar bending; the sensor 

channel with a diameter of 0.6 mm is for embedding the FBG-based shape-sensing unit into 

the CDM and tracking the 2-D-shape of the CDM in real-time [42].

The design requirements of the sensor assembly are derived from the CDM specifications 

and its applications. For orthopedic applications such as core decompression of the hip [41] 

and the treatment of osteolysis behind the acetabular implant [42], the outer diameter of the 

CDM must be less than 6 mm. The CDM has, therefore, a thin wall thickness (1 mm), with 

sensor channels of less than 0.5 mm [43]. Considering the major challenges of the previous 

work and CDM design constraints, the development of an FBG-based shape-sensing unit 
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needs to meet some crucial requirements: 1)easy fabrication and integration into the CDM; 

2)inexpensive compared to multicore optical fibers; 3)high wavelength-shift-to-curvature 

ratio (sensitivity) for small local deformations; 4) measure high deformations without 

surpassing the FBG strain limit; 5) less than 0.6-mm diameter to ensure easy sliding of the 

shape-sensing unit through the sensor channel; and 6) an enclosed structure to protect optical 

fibers and prevent adhesive wear due to the sensing unit slide inside the sensor channel.

B. FBG Sensor Configuration

The FBG-based shape sensor must undergo large bending and deflections with great 

elasticity. The Young’s modulus of the sensing unit’s substrate affects the position of 

the neutral plane of the sensor assembly; larger value of the Young’s modulus of the 

substrate increases its distance from the optical fibers. Furthermore, the substrate of the 

sensing unit needs to have an enclosed structure with smooth surface to avoid significant 

friction with the wall of the CDM’s sensor channel and hysteresis in the sensor assembly. 

To address the aforementioned requirements, a polycarbonate tube (shore hardness of 80) 

with an outer diameter of 500 ± 15 μm and three symmetric 150 ± 5 μm lumens was 

developed (Paradigm Optics, Inc.) [33]. Three lumens are 120° radially apart on a circle 

that has a 100-μm diameter. The three-lumen polycarbonate tube as a substrate meets 

requirements 1 and 5 to ensure simple sensor assembly, consistently repeatable fabrication, 

and unchallenging placement of the sensing unit into the CDM. The flexible enclosed 

structure of the polycarbonate tube fully covers optical fibers, which fulfills requirement 

6. The strain of FBG fibers should not exceed their allowable range. The sensing unit can 

achieve high sensitivity and large deformations if the orthogonal distance between the FBG 

sensor and the neutral axis of the sensor assembly, called the sensor orthogonal distance, 

is neither too large nor too small [44], [45] (requirements 3 and 4). Hence, our sensing 

unit is designed with two optical fibers and one NiTi rod with a 125-μm diameter [Fig. 

2(b)]. NiTi rod is chosen due to its super elastic property and the capability of undergoing 

large deflections. Also, the NiTi rod can increase the rigidity of the sensor assembly and, 

hence, its sensitivity. Plastic optical fibers have a thicker core diameter in the order of 1 mm 

compared with about 10-μm core diameter of silica optical fibers [46]. The much larger core 

diameter of plastic optical fibers provides high flexibility. However, the plastic optical fibers 

cannot be used as a component of the sensing unit due to the dimensional constraints of the 

CDM and the polycarbonate tube. A silica optical fiber with an 80-μm cladding diameter 

and a 120-μm polyimide coating diameter (Technica Optical Components, LLC., Atlanta, 

GA, USA) offers a small size for insertion into the three-lumen polycarbonate tube. The 

polyimide-coated fiber allows it to operate safely in the temperature range of −40 °C to +275 

°C. The strain range of the optical fiber is up to 1.5%. Fig. 2(a) shows the arrangement of 

FBG nodes inside the CDM. The sensing unit is along the wall of the sensor channel which 

is doffset = 2.45 mm away from the CDM centerline. Since each fiber consists of three FBG 

nodes with a 5-mm length, the sensing unit includes three active areas (AA1 − AA3) in total. 

Nkj is the jth FBG node on the fiber k ∈ {1, 2} and AAj is the jth active area. j ∈ {1, 2, 3} is 

the subscript that indicates the number associated with the active area and the corresponding 

FBG nodes. The center of the active areas are 10 mm apart, and the distance between the 

center of the active area AA1 and the distal end of the CDM is 5 mm. This arrangement of 

active areas provides adequate coverage for reconstructing the CDM centerline.
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For orthopedic applications, the FBG-sensorized CDM is chosen for some important 

reasons. Optical fibers are compatible to MRI-guided procedures because of the use of 

glass to transmit the light of specific wavelength as data [47]. In addition, optical fibers are 

suitable for real-time sensing applications due to the high acquisition frequency of up to 1 

kHz [48].

C. Neutral Plane of the Sensing Unit

The neutral axis is normally positioned at the location of the geometric centroid. We assume 

that the sensing unit is a composite beam consisting of different materials at each cross 

section. As shown in Fig. 2(b), the sensing unit cross section is symmetric about the zn-axis 

of the local frame {n}, which is located at the center of the NiTi rod. Since the neutral plane 

always passes through the geometric centroid of the sensor assembly, Oc, the y-coordinate 

of the geometric centroid is zero, [yc]{n} = 0, at each cross section. The z-coordinate of the 

geometric centroid, zc ∈ R > 0, can be derived from the equilibrium equation of forces in the 

local frame {n}

∑
i = 1

4 ∫
Ai

σidAi = 0, σ = Ei (z − zc)
ρ

(1)

where ρ corresponds to the radius of the curvature. The i subscript indicates the components 

of the sensing unit including the polycarbonate tube, NiTi rod, FBG fibers, and lumens of 

the polycarbonate tube. Also, σi, Ei, and Ai are the stress, Young’s modulus, and the cross 

section area of the ith component of the sensor assembly, respectively. Using (1), zc in the 

local frame {n} can be obtained by

[zc]{n} = 3EfDf
2 + Et Dt

2 − 3Dl
2 r

EnwDnw
2 + 2EfDf

2 + Et Dt
2 − 3Dl

2

(2)

where components of the sensor assembly, namely, polycarbonate tube, NiTi rod, FBG 

fibers, and lumens of the polycarbonate tube are represented as subscripts t, nw, f, and 

l, respectively. D denotes the diameter of the sensor assembly component, and r ∈ R > 0

denotes the radius of the circle in which the center of three lumens of the polycarbonate 

tube is located. Young’s modulus of the polycarbonate tube, NiTi rod, and FBG fiber is 

2.6, 75, and 70 GPa, respectively. By substituting the properties and dimensions of the 

sensor assembly components into (2), the value of [zc]{n} becomes 0.095 mm. Changing the 

bending direction of the sensing unit affects the sensor’s orthogonal distance and hence the 

sensor sensitivity. To satisfy requirements 3 and 4 for both the optical fibers, the sensing 

unit’s neutral plane should be perpendicular to the CDM bending plane, making the sensor’s 

orthogonal distance to the two fibers equal.
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D. Sensor Fabrication

1) FBG Sensor Assembly: Since the core of the fiber alone is not affected by the 

bending strain, using the polycarbonate tube as a substrate can provide an offset between 

the center of the fiber and the neutral axis. Also, the fixed geometry of the three-lumen 

polycarbonate tube can help with the precise placement of sensor components. Two fibers 

were first passed through the two lumens while the tube was kept straight. After embedding 

and aligning both the fibers in the longitudinal direction of the tube, the UV glue (AA 3922, 

Loctite, Henkel), which has a low viscosity, was passed through the lumens by submerging 

one end in the UV glue and applying suction to the other end. The glue injection was 

continued until all the trapped air bubbles which are a potential source of the sensor error 

were removed. The NiTi rod was then passed through the third lumen, and finally, the UV 

glue inside the lumens was cured using a UV spot gun. Fig. 3(a) illustrates the segment 

of the shape-sensing unit after assembly. The new approach makes the sensor fabrication 

process far easier, less time-consuming (4 h of assembly), and low-cost (requirement 2) 

compared with previously reported designs [34], [37], [49].

2) FBG Sensor Assembly Embedded in the CDM: After assembly, as described in 

Section II-C, the sensing unit is passed through the CDM sensor channel such that its neutral 

plane is kept perpendicular to the CDM’s bending plane [Fig. 3(b)]. The sensor tip is then 

glued at the distal end of the CDM. The sensor, hence, can move freely as the CDM bends or 

straightens.

III. Methods

A. Principal of FBG-Based Shape-Sensing

The FBG wavelength shift is linearly dependent on the mechanical strain, ε, and the 

temperature, T , which is given by [31], [50]

ΔλB
λB0

= Kε (ε − ε0) + KT (T − T0)

(3)

where ΔλB is the FBG wavelength shift, and λB0 is the reference FBG wavelength 

at the reference strain, ε0, and the reference temperature, T0. Kε and KT refer to the 

constant coefficients associated with the strain and the temperature, respectively. The strain 

coefficient is directly related to the photo-elastic coefficient by Kε = 1 − pε, where the photo-

elastic coefficient is set to 0.22 [51]. In this study, the reference wavelength is collected 

when the fiber is straight, and the reference strain, thus, can be assumed to be zero. Also, 

due to the proximity of fibers, the temperature variation in FBG nodes at each active area is 

the same [52]. In the case of the constant temperature, by measuring the FBG wavelength, 

strain can be calculated using (3).
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B. Curvature Calculation of the Shape Sensor

The curvature and the bending direction of the shape sensor can be obtained by strain 

calculation at each active area, referred to as AAj. Fig. 4 illustrates the cross section of 

the shape-sensing unit at AAj. {ssj} is the frame of the shape sensor centerline at the 

jth active area. The location of each active area and its associated strain, curvature, and 

bending direction are parameterized by the arc length, s, which passes through the geometric 

centroid of the sensing unit. The arc length parameter is for reconstructing the shape sensor 

centerline. Axis yssJ is tangential to the shape sensor centerline, and the direction of the axis 

xssJ is from the origin of the frame {ssj} to fiber 1 at the jth active area. Considering the pure 

bending for the sensing unit, equations which relate the axial strain, εkj, of the jth FBG node 

on the fiber k ∈ {1, 2} to the corresponding curvature and bending direction are as follows 

[32]:

ε1j(s) = − κ′(s)δ1j
= − κ′(s) zcsin ϕ′(s) − r1jsin θ1j(s) − ϕ′(s)

(4)

ε2j(s) = − κ′(s)δ2j
= − κ′(s) zcsin ϕ′(s) + r2jsin θ2j(s) + ϕ′(s)

(5)

where ϕ′ indicates the bending direction which is the angle between the axis zssj of the local 

frame {ssj} and the neutral axis. κ′ is the curvature, δkj denotes the sensor orthogonal distance 

of the jth FBG node on the kth fiber, rkj the radial distance from the jth FBG node on the kth
fiber to the center of the polycarbonate tube, and θkj is the angular offset from the negative 

axis zssj to the core of the jth FBG node on the kth fiber.

By assuming the reference strain to be zero, the following sets of equations can be derived 

from substituting (4) and (5) into (3):

Δλ1j
λ01j

= − Kεκ′(s) [zcsin ϕ′(s)
− r1jsin θ1j(s) − ϕ′(s) ] + KTΔT j

(6)

Δλ2j
λ02j

= − Kεκ′(s) [zcsin ϕ′(s)
+ r2jsin θ2j(s) + ϕ′(s) ] + KTΔT j

(7)

where the term ΔT j is the temperature variation at the jth active area. It is assumed that the 

term KTΔT j is the same for both the fibers due to the proximity of the FBG nodes at each 

active area. Δλkj and λ0kj are the wavelength shift and the reference wavelength associated 
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with the jth FBG node on the kth fiber, respectively. Equations (6) and (7) can be simplified 

and then written in a matrix form

Λj = AjBj

(8)

Where

Λj =

Δλ1j
λ01j

Δλ2j
λ02j

, Bj =
Bj1

Bj2

Bj3

=
κ′(s) sin ϕ′(s)
κ′(s) cos ϕ′(s)

KTΔT j

Aj =
−Kε zc + r1jcos θ1j(s) Kεr1jsin θ1j(s) 1
−Kε zc + r2jcos θ2j(s) −Kεr2jsin θ2j(s) 1 .

Bj from (8) can be obtained as

Bj = Aj
†Λj

(9)

where † is the Moore–Penrose pseudoinverse symbol. By solving (9), the curvature and the 

bending direction at the jth active area can be determined as

κ′(s) = Bj1
2 + Bj2

2

(10)

ϕ′(s) = atan2 Bj1, Bj2 .

(11)

As shown in Fig. 5, the CDM can only bend in the XY  plane of the planar bending which 

is aligned with the frame {cmp}. {cmp} is the frame of the CDM centerline at the proximal 

end of the CDM. Axis ycmp is tangential to the CDM centerline, and the direction of the 

axis xcmp is from the origin of the frame {cmp} to the sensing unit. The wavelength shift 

sign of the sensing unit can simply specify the moving direction of the sensing unit and the 

CDM deflection direction; if the wavelength shifts of the FBG nodes on fiber 1 and fiber 2 

are positive and negative, respectively, the CDM is undergoing positive deflection and the 

sensing unit is moving forward to the distal end of the CDM; if the situation is opposite, the 

CDM is undergoing negative deflection and the sensing unit is moving back to the proximal 

end of the CDM. Of note, the friction between the shape sensor and the wall of the CDM 

sensor channel affects the FBG wavelength measurements. To compensate for the influence 

of the friction, we consider a calibration coefficient at the jth active area, represented by Cj

κ [j] = Cjκ′[j] , j = 1, 2, 3
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(12)

where κ[j] is the compensated curvature at the jth active area after applying the calibration 

coefficient, and κ′[j] is the curvature at the jth active area before applying the calibration 

coefficient. Furthermore, the sensing unit may exhibit internal twists which result in the 

out-of-plane CDM centerline reconstruction. The effect of the twist on the bending direction 

is compensated at each active area by

ϕ [j] = ϕ′ [j] − ϕt [j] , j = 1, 2, 3

(13)

where ϕ[j] is the compensated bending direction at the jth active area, and ϕt[j] is the twisted 

bending direction at the jth active area. Two steps are required to find ϕt[j] as follows.

1. The shape-sensing unit is lying straight in the XY  plane of the bending plane 

such that the NiTi rod is facing the positive Z-direction. The wavelengths at each 

active area are recorded as the reference wavelength, λ0kj.

2. The shape-sensing unit is inserted in a constant curvature groove which implies 

bending in the XY  plane of the bending plane. Then, the twisted bending 

direction at each active area due to the internal twist can be computed using 

(9) and (11). These values are constant and do not change during the bending of 

the CDM, embedded with the sensing unit.

C. Sensor Assembly Shape Reconstruction

As described in Section III-B, the sensor assembly moves freely, while CDM bends (Fig. 

5). Since the sliding amount of the sensing unit is unknown, the shape of the sensing unit 

is reconstructed from the distal end rather than the proximal end, where the arc lengths 

of all the active areas remain constant. As shown in Fig. 6, some coordinate systems are 

defined for reconstructing the shape sensor centerline. The measured FBG wavelengths are 

used to determine the curvature and the bending direction at the location of each active area, 

using (10)-(13). By knowing the arc length of each active area in frame {ssd} as well as 

the corresponding curvature and bending direction, spline interpolation can be performed to 

compute the continuous curvature, κ(s), and the bending direction, ϕ(s). The interval of the 

arc length of the shape sensor centerline which is denoted by s is from the origin of the 

frame {ssd} to the last active area, AA3.

As shown in Fig. 7, the centerline can be parameterized by the arc length as r(s) in the frame 

{i}. Using the Frenet–Serret apparatus, the tangent of the curve, t(s), is given by

[t (s)]{i} = dr (s)
ds = dx(s)

ds
dy(s)

ds 0
T

(14)
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where x(s) and y(s) represent the 2-D position of a point along the centerline in the frame {i}. 

For the sensor assembly shape reconstruction, frame {ssd} is considered as the frame {i}. The 

slope of the centerline is related to the curvature by

θ (s) = ∫
0

s
κ (s) ds + θ0

(15)

where θ(s) is the slope of the centerline which is the angle between the tangent vector at a 

point along the centerline and the positive direction of the y{i}-axis in the frame {i}. θ0 is the 

initial value of the slope of the centerline at s = 0. By taking the integral of t(s) in (14), x- 

and y-positions of the centerline in terms of the arc length can be derived as

[r (s)]{i} =

∫
0

s
sin (θ (s)) ds + x0 cos (ϕ (s))

∫
0

s
cos (θ (s)) ds + y0

0

(16)

where x0 and y0 are the initial deflections in the x- and y-directions, respectively. Finally, the 

coordinates of the shape sensor centerline in the frame {ssd} can be obtained using (15) and 

(16).

D. CDM Shape Reconstruction

The shape sensor centerline obtained in Section III-C should be translated to the CDM 

centerline, which has a constant offset, doffset, from the shape sensor centerline (Fig. 6). {cmd}
and {cmj} are the frames of the CDM centerline at the distal end and the corresponding cross 

section of the jth active area, respectively. Axes ycmj and ycmd are tangential to the curve of 

the CDM centerline. The direction of axes xcmj and xcmd are the same as axes xssj and xssd, 

respectively. The coordinate of the jth active area on the CDM centerline in the frame {cmd}
is determined by

xOcmj

yOcmj

0
1

{cmd}

= Rssj
ssd θ [j] V ssj

cmd

[0 0 0] 1

xOcmj

yOcmj

0
1

{ssj}

(17)

where xOcmj and yOcmj denote the coordinates of the origin of the frame {cmj}, and Rssj
ssd is a 3 

× 3 rotation matrix about the z-axis from the frame {ssd} to the frame {ssj} by an angle θ[j]. 
V ssj

cmd which is a 3 × 1 translation vector from the frame {cmd} to the frame {ssj} is found using 

(18)
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V ssj
cmd = x [j] − doffset y [j] 0 {cmd}

T

(18)

where x[j] and y[j] are the coordinates of the jth active area on the shape sensor centerline. 

After finding the coordinates of active areas on the CDM centerline in the frame {cmd}, it is 

possible to perform spline interpolation to find the arc length of each active area in the frame 

{cmp}

s′[j] = L − ∫
0

xOcmj
1 + df (xcm)

dxcm

2
dxcm

(19)

where f(xcm) is the function associated with the fit curve of the CDM centerline in frame 

{cmd}, s′ denotes the arc length of the CDM centerline which its interval from the origin of 

the frame {cmp} to the origin of the frame {cmd}, and L = 35 is the total arc length of the 

CDM centerline. Next, the curvature of each active area on the shape sensor centerline needs 

to be translated to the CDM centerline by

κcm [j] = κ [j]
1 + doffsetκ [j] cos ϕ [j]

(20)

where κcm[j] is the curvature of the jth active area on the CDM centerline. Using (19) and 

(20), the continuous curvature of the CDM center curve, κcm(s′), can be determined by spline 

interpolation. Finally, considering the frame {cmp} as the frame {i}, and s′ instead of s, the 

coordinates of the CDM centerline can be found using (15) and (16).

IV. Experiments and Results

A. Experimental Setup

The experimental setup included actuation apparatus, the shape-sensing unit inside the 

CDM, and the stereo camera system (Fig. 8). The actuation apparatus consisted of the linear 

actuator for driving the actuating cable of the CDM, and a holding block to keep dc motors 

and the CDM’s chunk. The linear actuator consisted of two graphite brushed dc-motors 

(4.5W, RE 16, Maxon, Switzerland) with a high-precision encoder (MR, Type M, 512 CPT, 

Maxon, Switzerland) and an integrated gear box-ball screw mechanism (Spindle Drive GP 

16S, Maxon, Switzerland), as well as a position controller (EPOS2, Maxon, Switzerland) 

[53]. While the CDM was bending, the FBG sensor wavelengths were measured by an 

optical sensing interrogator (sm130, Micron Optics Inc., Atlanta, GA) at a frequency of 100 

Hz, which provides a wavelength resolution of 0.001 nm. Also, two FL2-08S2C cameras 

(Point Grey Research Inc., Richmond, BC, Canada), attached to the height-adjustable 

camera stand mount, captured the CDM images at a frequency of 30 Hz. To always make the 

CDM flexible segment visible to both the cameras, the cameras were placed 30 cm above 
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the CDM working area. The measurements for FBG wavelengths were performed using a 

C++ code, developed using the C++ CISST-SAW libraries [54]. The images of both stereo 

cameras and FBG wavelengths were recorded, and (10)-(20) were applied to reconstruct the 

CDM centerline using the measured wavelengths.

B. Image Processing

A pair of stereo cameras with a resolution of 1024 × 768 was used to track red markers 

attached to the CDM centerline. To find the cameras’ intrinsic and extrinsic matrices, 

the stereo camera pair was calibrated using the stereo camera calibration toolbox in 

MATLAB. The resulting overall mean error for the stereo pair calibration was 0.23 pixels. 

The measurement uncertainty of the stereo cameras after camera calibration was 0.253 

mm, which was obtained by finding the Euclidean distance between two markers with 

predetermined positions on the calibration jig. The 3-D locations of the centroids of the 

markers were calculated by developing a computer algorithm for color-based segmentation 

and triangulation of the images (Fig. 9). The reconstructed CDM centerline from stereo 

images was then used as a ground truth to validate the CDM shape reconstruction model.

C. Calibration

Two calibrations are needed to check the sensor manufacturing problems and conduct 

characterization process, one on the sensing unit alone and the second on the sensing unit 

inside the CDM. There exists a linear relationship between the change in FBG wavelength 

and its change in curvature [55]. To validate the linear relationship between the curvature 

and the FBG wavelength, 3-D-printed calibration jigs with discrete constant curvature 

grooves ranging from −90° to 90° at 5° interval and constant arc length were designed 

(Fig. 10). In this experiment, the sensing unit was examined at the optimal value of the 

sensor orthogonal distance, discussed in Section II-C. The sensing unit was fixed between 

two clamps to maintain the sensing unit’s orientation. Theoretically, the two fibers are 

symmetrical about the sensing unit’s central vertical plane, and hence the FBG wavelength 

shifts of each active area are almost similar at each curvature groove. The wavelengths of 

FBG nodes were sampled five times at each curvature groove, and then the mean value 

of data points was calculated. The sampling time was set to 3 s. Fig. 11 shows the linear 

fit between the wavelength shifts of three FBG nodes at each fiber and the changes in 

curvature. As shown in Fig. 12, the maximum standard deviation of data points is 0.146 nm. 

This indicates the high repeatability of results. The wavelength–curvature data points were 

well fit with lines, with R-squared (R2) in the range of 0.996–0.998.

To accurately calculate the shape-sensing unit curvature and its bending direction from the 

FBG wavelength shifts, the distance of each FBG node from the center of the sensing 

unit and its orientation are required. Due to the manual fabrication of the sensing unit 

and the limited accuracy in the building process, the exact values of the position, rkj, and 

orientation, θkj, of each FBG node are unknown. For the characterization process, the data 

points of the wavelength–curvature experiment of the shape sensor for curvature grooves 

ranging from −90° to 90° at 10° interval were used. The predetermined constant, discrete 

curvature grooves, and their bending directions as well as the measured FBG wavelength 

shifts were used to find the position and orientation of each of FBG nodes. Considering the 
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pure bending at a constant temperature, the calibration process at the jth active area was 

accomplished by a least-square optimization problem

min
P j

∑
m = 1

N
remj

2 = min
P j

‖ymodelj − ygtj‖2
2

(21)

where remj is the residual error of the mth observation, and P j is the set of unknown 

parameters for the positions and orientation of FBG nodes. ygtj ∈ RN × 2 is a stack of N

ground-truth data points for the curvature and bending direction, and ymodelj ∈ RN × 2 is a 

stack of N observation data points for the curvature and bending direction, obtained by 

(10) and (11). This minimization was implemented using least-squares method. The results 

are shown in Table I. To validate the accuracy of the obtained positions and orientations 

of FBG nodes, the data points of the wavelength–curvature experiment of the shape sensor 

for curvature grooves ranging from −85° to 85° at 10° interval were used. The results 

demonstrate that the model of the sensing unit with equivalent position and orientation of 

each FBG node can predict the curvature and bending direction with the mean error of 

4.704e−4 ± 5.730e−4 mm−1 and 0.057° ± 0.019°, respectively.

Based on the deflection direction and the inconsistent effect of the hindered friction at 

interactions between the sensing unit and the CDM sensor channel [56], the wavelength 

shifts at each active area for positive and negative deflections are not exactly the same. As 

discussed in Section II-B, two sets of calibration coefficients are defined at each active area; 

Cpj and Cnj are the calibration coefficients of the jth active area for positive and negative 

deflections, respectively. To obtain the calibration coefficients of the sensing unit inside the 

CDM, the effect of predetermined constant, discrete curvature grooves, and their bending 

directions on the FBG wavelength shifts for both the positive and negative deflections can be 

used. The 3D-printed calibration jigs with discrete curvature grooves ranging from −90° to 

90° at 5° interval were designed (Fig. 13). The curvature and total arc length of each groove 

are constant. The CDM was fixed at its proximal end by two clamps, which were inserted 

into the slots of the stationary plate for maintaining the CDM’s bending plane parallel to the 

surface of the stationary plate. Five trials, one each with 3-s sampling time, were conducted 

at each groove. The wavelengths of FBG nodes from all the five trials were averaged. The 

standard deviation of data points is up to 0.169 nm which indicates the high repeatability 

of results. The calibration process was performed by a least-square optimization problem 

to find the set of coefficients that minimizes the curvature error at each active area. The 

experimental results of the CDM with embedded sensing unit for curvature grooves ranging 

from −90° to 90° at 10° interval were used for the least-square problem which is given by

min
Cj

∑
m = 1

N
remj

2 = min
Cj

‖κmodelj − κgtj‖2
2

(22)
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where Cj is the unknown coefficient of either Cpj or Cnj, based on the bending direction at 

the jth active area. κgtj ∈ RN is a stack of N ground-truth data points for the curvature, and 

κmodelj ∈ RN is a stack of N observation data points for the curvature, obtained by (10) and 

(12). The results are shown in Table II.

To find the accuracy of the obtained coefficients for curvature detection, the wavelength–

curvature experimental results of the sensing unit inside the CDM for curvature grooves 

ranging from −85° to 85° at 10° interval were used. The results indicated that the model with 

the equivalent calibration coefficients can determine the curvature of positive and negative 

deflections with the mean error of 4.295e−4 ± 4.585e−4 mm−1 and 4.414e−4 ± 3.842e−4 

mm−1, respectively. As discussed in Section III-B, the sign of the wavelength shifts at each 

active area can be used to specify the corresponding calibration coefficient of the model.

D. Static Experiment Conducted in Free Environment

Two sets of experiments in a free environment including positive and negative deflections 

were conducted. Each set of experiments consists of two cycles: bending and straightening. 

The bending cycle started from zero deflection at which the CDM was straight. Then, for 

each direction of deflection, the corresponding actuating cable was driven by the linear 

actuator, in the range of 0–5 mm, at 1-mm increments. When the actuating cable reached 

the maximum displacement, the straightening cycle was initiated such that the cable was 

released at 1-mm increments to return the CDM to its reference position. At each increment, 

the FBG wavelengths and the camera images of the CDM were recorded. Each set of 

experiments contains data points for nine cable displacements and repeated five times to 

assess the repeatability of the results.

The CDM’s centerlines obtained from the reconstruction model and stereo images are 

illustrated in Fig. 14. Each curve represents the average of five sampling data points. To 

compare the CDM centerlines with ground-truth data, the mean absolute error and standard 

deviation of the CDM centerline and tip pose in addition to the maximum absolute error of 

the CDM centerline were calculated at each cable displacement. The errors are presented in 

Table III. The results indicated a good agreement between the CDM centerline of the model 

and image in bending and straightening cycles with the overall mean error of 0.175 ± 0.081 

mm for positive deflection, 0.262 ± 0.144 mm for negative deflection, and 0.216 ± 0.126 

mm for positive/negative deflections. There was also a good agreement between the CDM 

tip pose of the model and image in bending and straightening cycles with the overall mean 

error of 0.197 ± 0.094 mm for positive deflection, 0.339 ± 0.202 mm for negative deflection, 

and 0.268 ± 0.172 mm for positive/negative deflections.

E. Static Experiment Conducted in Presence of Obstacles

To validate the shape reconstruction model in the case the contact forces applied along the 

CDM, two sets of experiments were conducted in the presence of obstacles for positive 

and negative deflections. As shown in Fig. 15, 3-D-printed obstacles were placed at three 

different locations along the length of the CDM which was: 1) near the proximal end; 2) in 

the middle segment; and 3) near the distal end.
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In each case, the segment of the CDM which interacted with the obstacle was obstructed 

from free bending and enforced the CDM to conform to more complex shapes. Each set 

of experiments was repeated five times. Fig. 16(a)-(c) and (d)-(f) shows the comparison 

between the ground-truth data extracted from stereo images and the reconstruction model 

in the constrained environment for positive and negative deflections, respectively. The 

mean absolute error and standard deviation of the CDM centerline and tip as well as the 

maximum absolute error of the CDM centerline for three obstacle-interaction cases are given 

in Table IV. The overall mean tracking accuracy of the CDM centerline for positive/negative 

deflections was 0.436 ± 0.370 mm, 0.485 ± 0.418 mm, and 0.312 ± 0.261 mm, respectively, 

for proximal, middle, and distal cases of CDM bending with obstacles. There was also a 

good accuracy between the CDM tip position derived from the model and image in positive/

negative deflections with the overall mean error of 0.811 ± 0.383 mm for the proximal case, 

1.040 ± 0.327 mm for the middle case, and 0.680 ± 0.422 mm for the distal case.

V. Discussion

This study presented a novel technique for building a thin, large deflection FBG-based 

shape-sensing unit that can be integrated into minimally invasive surgical systems. Our 

primary motivation is to develop a relatively inexpensive, easy-to-fabricate, and fast-

fabricating (4 h versus days [34], [49]) shape-sensing for a CDM that is designed for 

orthopedic applications [43], [57]. The CDM, therefore, is constrained to bend in one plane 

and provide maximum stability and resistance to bending in the plane orthogonal to the 

bending plane. The proposed sensing method, however, can be extended to the CDM designs 

with 3-D bending. The shape reconstruction model was introduced to relate the wavelengths 

of FBG nodes to the curvature and bending direction of the CDM. The model was then 

implemented on the CDM, and its efficacy in free and constrained environments for positive 

and negative deflections was assessed.

The present technique for building the enclosed sensing unit was found to be easy, 

time-saving, repeatable, and cost-effective [37], [58]. The linear wavelength–curvature 

relationship of the developed shape-sensing unit (Fig. 11) had a pattern similar to previous 

studies [33], [34], [49], [55], [59]. For positive and negative deflections, the sensing unit 

has a high curvature sensitivity in terms of the wavelength shift, up to 124.875 nm·mm. 

Also, the FBG wavelength shift is up to 5.50 nm at the 90° bending angle compared with 

Sefati [34], up to 3 nm, and Liu [49], up to 4 nm. The resolution of the FBG shape sensor 

is calculated as 8.008e−6 mm−1, which is limited by the resolution of the optical sensing 

interrogator, 0.001 nm. The sensitivity-enhancing property enables the sensing unit to detect 

small changes in curvature. The maximum strain applied to the optical fiber at the 90° 

bending angle is 0.458%, which is still less than the strain range limit of the optical fiber. 

This implies that the FBG-based shape sensor can be safely used with a CDM undergoing 

large bending and deflections during orthopedic procedures.

The results of the static experiments in the free environment (Fig. 14 and Table III) and 

constrained environment (Fig. 16 and Table IV) indicate that the reconstruction model 

for tracking the CDM centerline is comprehensive and effective and justifies the building 

approach of the FBG-based shape-sensing unit used in our study. The reconstruction model 
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could track the CDM centerline, which is extracted from stereo images, with a maximum 

shape deviation of 0.305 mm for positive deflection and 0.656 mm for negative deflection in 

the free environment (Table III), both below 2% of the CDM length, confirming the CDM is 

symmetric with respect to the deflection. The good consistency of the reconstruction model 

results in the constrained environment, implied by the maximum shape deviation of 1.477 

mm for positive deflection and 0.841 mm for negative deflection (Table IV), suggests that 

the developed sensing unit and the reconstruction model are efficient for shape-tracking 

of the CDM, eliminating the need for integrated multicore optical fibers. Nevertheless, 

for the same actuating cable displacement, the mean errors of the CDM shape-tracking 

in obstacle-interaction cases were slightly higher than free bending. This may be due to 

the clearance between the sensing unit and the CDM sensor channel. Considering the free 

movement of the sensing unit inside the CDM sensor channel with its tip fixed at the distal 

end and the frictional effects within the channel, the rigor of the model was higher than the 

models developed for the sensing unit directly attached through the length of the medical 

instruments [26], [48], [60]. Moreover, compared with the data-driven approach which 

estimated the CDM centerline by solving a constrained optimization problem associated 

with the C-shaped bending [61], the proposed reconstruction model can be applied to 

S-shaped CDMs.

A limitation of the approach included the asymmetrical friction and local twist of the 

sensing unit affecting the shape reconstruction model by causing error in shape-sensing. 

Although these errors due to the free motion of the sensing unit inside the CDM sensor 

channel were reduced by applying the calibration coefficients, the small clearance between 

the sensing unit and the CDM sensor channel is still a source of error for the curvature 

estimation. Local twist measurement and incorporating its effects remain for the future 

studies. In addition, small errors in curvature estimation especially at the proximal end 

of the CDM can cause error accumulation through the CDM arclength. Depending on 

the accuracy requirements for a specified application, the number of FBG nodes at each 

shape-sensing unit and/or equipping the CDM with two shape sensors may improve the 

shape reconstruction model.

Hysteresis is another source of the error for CDM shape-tracking (Fig. 14). Hysteresis 

behavior in the CDM is due to factors including friction between the actuating cable and 

the CDM cable channel, backlash of the actuating cables, and the hysteresis property of the 

NiTi. The effect of hysteresis may require additional modeling and must be considered in the 

process of designing feedback control paradigms for the CDM.

In our study, the thermal conductivity of the NiTi rod used in the shape-sensing unit and 

the CDM body reduces the temperature gradient through the sensor length, which can 

decrease the influence of the temperature on the wavelength shifts of FBG nodes. Although 

this assumption in general is compatible with FBG-based shape sensors [38], if needed, 

the shape reconstruction model can be further extended to account for the changes in 

temperature.
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VI. Conclusion

The goal of the study was to design, implement, and validate a novel shape reconstruction 

model, based on a CDM equipped with a novel FBG-based sensing unit developed in-house. 

The fabrication process of the FBG shape senor was easy and fast, using a polycabonate 

tube with three lumens as a flexible enclosed substrate. The sensing model accounted for 

the internal twist compensation and the hindered friction compensation between the sensing 

unit and the CDM sensor channel. To reconstruct the CDM centerline, the wavelength 

measurements of the FBG nodes were used to determine the curvature and bending direction 

of the CDM. The results of experiments demonstrated the linear wavelength–curvature 

relationship with high sensitivity and large bending capability. Moreover, it was shown 

in static experiments that the shape reconstruction model can accurately track the CDM 

centerline in free and constrained environments. It was concluded that the shape-sensing of 

the CDM in the presence of nonconstant curvature bending is feasible using the proposed 

sensing model.
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Fig. 1. 
(a) Schematics of the CDM while bending. (b) Cross section of the CDM tip, including 

sensor, cable, and instrument lengthwise channels. (c) Detailed view of the CDM flexible 

segment with the shape-sensing unit and the actuating cable.
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Fig. 2. 
(a) Arrangement of FBG nodes, including two fibers and one NiTi rod, inside the CDM. 

Three sets of active areas along the length of the sensing unit are denoted by: AA1, AA2, and 

AA3. (b) Shape-sensing unit in the cross section view. The two cores of fibers are labeled by 

Fiber 1 and Fiber 2.
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Fig. 3. 
(a) Section of the FBG sensor assembly. (b) FBG sensor assembly embedded in the CDM.
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Fig. 4. 
Section of the shape-sensing unit at AAj with the cross section view at FBG nodes labeled by 

N1j and N2j.
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Fig. 5. 
Moving direction of the shape-sensing unit at (a) CDM negative deflection and (b) CDM 

positive deflection. AA10, AA20, and AA30 are the initial locations of the active areas when the 

CDM is straight and AA1, AA2, and AA3 are the active areas locations after CDM bending.
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Fig. 6. 
Side cross section view of the CDM for shape reconstruction of the sensor assembly and 

the CDM. {ssp} and {ssd} are the frames of the shape sensor centerline at proximal and 

distal ends, respectively. Axes {yssp} and {yssd} are tangential to the curve of the shape sensor 

centerline. The direction of axes {xssp} and {xssd} is from the origin of their associated frames 

to fiber 2 and fiber 1, respectively.
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Fig. 7. 
Centerline representation which is parameterized by a planar curve, r(s), with Frenet–Serret 

vectors including the tangent vector, t(s), and the normal vector, n(s).
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Fig. 8. 
Experimental setup, including the actuation apparatus, the stereo camera system, and the 

FBG shape sensor.
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Fig. 9. 
Extraction of 3-D locations of the CDM centerline from stereo images using color-based 

segmentation and triangulation.
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Fig. 10. 
Experimental setup for FBG sensors’ calibration using calibration jigs of positive and 

negative deflections with known curvatures.
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Fig. 11. 
Linear correlation between the curvature and wavelength of the shape-sensing unit at (a) 

fiber 1 and (b) fiber 2.
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Fig. 12. 
Standard deviation of data points related to the wavelength–curvature experiment of the 

shape-sensing unit at (a) fiber 1 and (b) fiber 2.
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Fig. 13. 
Experimental setup for FBG sensors’ calibration inside the CDM using calibration jigs of 

positive and negative deflections with known curvatures.
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Fig. 14. 
Shape reconstruction of the CDM in the free environment for (a) positive deflection and (b) 

negative deflection.
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Fig. 15. 
Experimental setup of the CDM bending in constrained environment for (a)–(c) positive 

deflection and (d)–(f) negative deflection. Obstacles were placed at three different locations 

on each side of the CDM. (a) and (d) Proximal. (b) and (e) Middle. (c) and (f) Distal.
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Fig. 16. 
Shape reconstruction of the shape-sensing unit in the constrained environment for (a)–(c) 

positive deflection and (d)–(f) negative deflection in three different obstacle-interaction 

cases. (a) and (d) Proximal. (b) and (e) Middle. (c) and (f) Distal.
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TABLE I

Calibrated Parameters for Positions (rK1, rK2, rK3) and Orientations (θK1, θK2, θK3) of FBG Nodes on Each Fiber 

(K = 1, 2)

Fiber index
(k)

Position (mm) Orientation (degree)

rk1 rk2 rk3 θk1 θk2 θk3

1 0.159 0.150 0.155 60.848 60.790 60.733

2 0.159 0.158 0.154 60.848 60.790 60.733
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TABLE II

Calibration Coefficients for Positive (Cp1, Cp2, Cp3) and Negative (Cn1, Cn2, Cn3) Deflections of the Sensing Unit 

Inside the CDM (j = 1, 2, 3)

Active area index
(j)

Calibration coefficient

Cpj Cnj

1 1.024 0.917

2 0.945 0.836

3 0.985 0.655
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