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INTRODUCTION
Thymic epithelial tumors (TETs) are the most common 
mediastinal tumors in adults, and thymomas and thymic 
carcinomas are the most common histologic subtypes.1 The 
incidence of TETs is 0.15–0.32 cases per million.2 Their 
prognoses mainly depend on their Masaoka staging and 
World Health Organization (WHO) histological classi-
fication as well as resectability.1–5 In the WHO classifica-
tion,6 TETs are classified into the following categories: five 
types of thymomas (type A, AB, B1, B2 and B3) and thymic 
carcinomas. It has been reported that the overall survival 
rates are higher in patients with type A, AB, or B1 tumors 

(low- risk thymomas) than those with type B2 or B3 tumors 
(high- risk thymomas),7 and thymic carcinomas have a poor 
prognosis, with a 5 year survival rate of 30–50%.3,8 There-
fore, a non- invasive diagnostic method that can predict the 
pathological risk subtypes (low- risk thymomas, high- risk 
thymomas and thymic carcinoma) may be useful for pre- 
treatment risk stratification and prognostication in TETs 
patients.1,5

Glucose analog 2- deoxy- 2- 18- fludeoxyglucose (18F- FDG) 
uptake represents the glucose metabolic activity and is 
widely used as a tracer of positron emission tomography 
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Objective: To examine whether the machine- learning 
approach using 18- fludeoxyglucose positron emission 
tomography (18F- FDG- PET)- based radiomic and deep- 
learning features is useful for predicting the pathological 
risk subtypes of thymic epithelial tumors (TETs).
Methods: This retrospective study included 79 TET [27 
low- risk thymomas (types A, AB and B1), 31 high- risk 
thymomas (types B2 and B3) and 21 thymic carcinomas] 
patients who underwent pre- therapeutic 18F- FDG- PET/
CT. High- risk TETs (high- risk thymomas and thymic carci-
nomas) were 52 patients. The 107 PET- based radiomic 
features, including SUV- related parameters [maximum 
SUV (SUVmax), metabolic tumor volume (MTV), and total 
lesion glycolysis (TLG)] and 1024 deep- learning features 
extracted from the convolutional neural network were 
used to predict the pathological risk subtypes of TETs 
using six different machine- learning algorithms. The area 
under the curves (AUCs) were calculated to compare 
the predictive performances.

Results: SUV- related parameters yielded the following 
AUCs for predicting thymic carcinomas: SUVmax 
0.713, MTV 0.442, and TLG 0.479 or high- risk TETs: 
SUVmax 0.673, MTV 0.533, and TLG 0.539. The best- 
performing algorithm was the logistic regression model 
for predicting thymic carcinomas (AUC 0.900, accuracy 
81.0%), and the random forest (RF) model for high- risk 
TETs (AUC 0.744, accuracy 72.2%). The AUC was signif-
icantly higher in the logistic regression model than 
three SUV- related parameters for predicting thymic 
carcinomas, and in the RF model than MTV and TLG for 
predicting high- risk TETs (each; p < 0.05).
Conclusion: 18F- FDG- PET- based radiomic analysis 
using a machine- learning approach may be useful for 
predicting the pathological risk subtypes of TETs.
Advances in knowledge: Machine- learning approach 
using 18F- FDG- PET- based radiomic features has the 
potential to predict the pathological risk subtypes of 
TETs.
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(PET) in the field of oncology.8 Several studies have investi-
gated the ability of conventional SUV- related parameters [e.g. 
maximum SUV (SUVmax), metabolic tumor volume (MTV), and 
total lesion glycolysis (TLG)] to predict the malignant nature of 
TETs.9–14 Treglia et al15 performed a meta- analysis of SUVmax 
and demonstrated significant differences in the SUVmax between 
low- and high- risk thymomas and between low- risk (type A, AB, 
or B1) or high- risk (type B2 or B3) thymomas and thymic carci-
nomas, although a SUVmax cut- off for discriminating between 
the groups could not be defined because of the large overlap of 
SUVmax among the different TETs. There has been controversy 
regarding the ability of MTV and TLG to predict TET grades; 
one report showed that MTV was significantly higher in type B3 
thymomas than in other types of thymomas,16 while the other 
reported that MTV and TLG were not related to the tumor 
grade.17

Radiomics refers to various mathematical methods that extract a 
large number of quantitative features that describe imaging pheno-
types (e.g. pixel intensity, shape, and texture) and provide useful 
biologic information.18 A few studies have examined the 18F- FDG 
PET- based texture features for predicting the malignant nature of 
TETs: Lee et al19 reported that some of the GLSZM indices were inde-
pendent of SUVmax when discriminating between the TET grades. 
Nakajo et al20 investigated the SUV- related parameters and six texture 
parameters (entropy, homogeneity, dissimilarity, intensity variability, 
size- zone variability, and zone percentage) individually and in combi-
nation for discriminating between TET grades and reported that 
although the diagnostic performances of individual SUVmax and 
texture parameters were relatively low, a combination of these param-
eters can increase the diagnostic performance when differentiating 
low- risk thymomas from high- risk TETs. However, their predictive 
performances and representative features for outcome prediction 
were inconsistent.

Machine learning relies on computer algorithms to learn and iden-
tify complex interactions among all variables by minimizing the 
error between the predicted and observed outcomes.21 Compared to 
conventional statistical methods, machine learning can detect inter-
actions among variables at a deep level and can learn from the data 
and update algorithms.22

Recently, researchers in the field of nuclear medicine have proposed 
classification methods based on a machine- learning approach or a 
deep- learning model.23–26 However, to our knowledge, no study has 
investigated the usefulness of a machine- learning approach or a deep- 
learning model for assessing 18F- FDG- PET- based images to predict 
the pathological risk subtypes of TETs.

The present study was performed to examine whether the 
machine- learning approach using 18F- FDG PET- based radiomic 
and deep- learning features is useful for predicting the patholog-
ical risk subtypes of TETs.

METHODS AND MATERIALS
Patients
The institutional review board approved this retrospective 
study and waived the requirement for written informed 
patient consent. Pre- treatment 18F- FDG- PET/CT was 

performed for 86 consecutive patients with suspected or 
known TETs between January 2011 and January 2018, and 
their clinical records were reviewed to identify patients who 
were eligible for analysis.

In the previous study,20 the diagnostic performance of 18F- F-
DG- PET/CT for discriminating between TET grades was 
examined using the SUV- related parameters and six texture 
parameters (entropy, homogeneity, dissimilarity, intensity 
variability, size- zone variability and zone percentage) in 
34 TETs patients who were enrolled between January 2011 
and June 2016. However, analyses by the machine- learning 
approach for predicting the risk subtypes of TETs using other 
18F- FDG PET- based radiomic or deep- learning features were 
not performed. Thus, these 34 patients were included in the 
total 86 patients. Patients were included in the current study 
if they met the following inclusion and exclusion criteria; 
the inclusion criteria were: (1) pathologically proven TETs; 
(2) no pre- operative history of radiotherapy, chemotherapy, 
or chemoradiotherapy; and (3) primary tumor with visible 
18F- FDG uptake on the PET/CT reports. The exclusion crite-
rion was incomplete clinical or follow- up data.

Of the 86 patients, 5 patients (3 type AB, 1 type B2 and 1 
type B3 thymomas) were excluded because of lack of focal 
18F- FDG uptake in the TETs. Two patients (one type AB and 
one type B1 thymomas) were excluded because the volumes 
of interest (VOIs) could not be created due to low 18F- FDG 
uptake (SUVmax: 1.5 and 1.4) with small tumor size (1.4 cm 
and 1.8 cm). Finally, 79 patients [41 men and 38 women; 
mean (±standard deviation) age, 62 ± 15 y; range, 22–87 y] 
were eligible for the analyses (69 TETs were diagnosed by 
surgical excision, 10 by percutaneous biopsy).

The previous study was only analyzed for the 18F- FDG- 
avid TETs with MTV of >10.0 cm3 and SUV ≥2.5, because 
texture analysis has been reported to be influenced by tumor 
volume.27 Thus, we also performed the same analyses for the 
18F- FDG- avid TETs with MTV of >10.0 cm3 and SUV ≥2.5 
as the additional supplemental analyses. When we applied 
the above criteria, 59 patients [31 men and 28 women; mean 
(±standard deviation) age, 63 ± 15 y; range, 22–87 y] were 
eligible for the analyses. Thus, in this group, 20 patients were 
excluded from the original 79 patients.

The data collection was completed on December 31, 2020.

Imaging protocols
The patients were instructed to fast for at least 5 h before the 
examinations, and the scans were performed using a Discovery 
600M PET/CT (GE Medical Systems, Milwaukee, WI). The mean 
plasma glucose level was 107 mg dl−1 (range, 82–167 mg dl−1) 
immediately before administering intravenous injection of 
18F- FDG (FDG Scan; Nihon Medi- Physics, Tokyo, Japan). The 
emission scan started 1 h after 18F- FDG [206 MBq±31 (range, 
146–278 MBq)] injection following CT data acquisition (slice 
thickness, 3.75 mm; pitch, 1.75 mm; 120 keV; auto mA [40–100 
mA depending on patient body mass]). Acquisition time was 
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2.5 min per bed position, with eight bed positions. The CT 
attenuation- corrected acquired data were reconstructed with a 
three- dimensional ordered subset expectation–maximization 
algorithm (image matrix size, 192 × 192; 1 PET voxel size, 3.125 
× 3.125 × 3.27 mm3; 16 subsets, 2 iterations; VUE Point Plus).

Image and radiomic feature analyses
Two radiologists, one with 11 years and another with 18 years 
of 18F- FDG- PET/CT experience, who were aware of the study 
purpose but were blinded to the clinical and pathological infor-
mation confirmed, in consensus, whether the primary lesion had 
abnormal FDG uptake (greater than background activity in the 
surrounding tissue).20 A third radiologist who had 16 years of 
18F- FDG- PET/CT experience performed quantitative analyses 
of the visible primary lesions. He generated the VOI by manu-
ally placing a region of interest on a suitable reference fused axial 
image and defined the craniocaudal and mediolateral extent 
encompassing the entire visible primary lesion, excluding any 
adjacent physiological 18F- FDG- avid structure.

A 40% threshold of SUVmax was used to define the VOI bound-
aries.28 The Pyradiomic software (v. 2.2.0)29 was used to extract 
107 PET- radiomic features, including the shape and first- order 
features, gray- level co- occurrence matrix, gray- level dependence 
matrix, gray- level run- length matrix (GLRLM), gray- level size- 
zone matrix (GLSZM), and neighborhood gray- level different 
matrix on the PET images (Supplementary Table 1).

Histological analyses
All the clinical records, including the pathological reports, were 
reviewed and the TETs were classified as per the 2004 WHO 
histological classification [thymoma types A, AB, B1, B2, B3 and 
thymic carcinoma (C)].6 Types A, AB and B1 are less aggres-
sive and exhibit better prognoses than B2, B3 and thymic carci-
nomas.3–8 Thus, all TETs were grouped into low- risk thymomas 

(type A, AB and B1), high- risk thymomas (type B2 and B3) and 
thymic carcinomas.5 Moreover, high- risk thymomas and thymic 
carcinomas were defined as high- risk TETs.3

Machine-learning approach
The 107 PET- based radiomic features and 1024 deep- learning 
features were used to predict the risk subtypes of TETs, using 
machine- learning approaches (Figure 1). Deep- learning features 
were extracted at the second layer from the end. The model was 
trained as transfer learning on VGG16 convolutional neural 
network (CNN). As CNN input data, the volume data were 
cropped out with an 180 × 180 × 90- mm boundary box around 
the VOI, resized to 128 × 128 × 32 pixels, and picked the center 
and ± 1 slices in the Z direction up. SUVmax = 10 and min = 0 
normalization was applied. Training was performed with data 
augmentation (zoom, shift, rotate, flip) and 50 epochs. The 
model was saved at the best during the training.

The following six machine- learning algorithms were evalu-
ated for binary classification: random forest (RF), k- nearest 
neighbors, logistic regression, decision tree, gradient boost, 
and a support vector machine (SVM). To overcome the 
limitation caused by imbalanced data, bagging was used.30 
To minimize the negative influence of overfitting, five-
fold cross- validation was performed in this study31,32 and 
repeated 10 times. The fivefold cross- validation randomly 
split the data set into five subsets. For each repeated time, 
four subsets were used as the training groups, and the 
remaining subset was used as the testing data.

Each machine- learning algorithm calculated the probability 
score (range, 0–1) of thymic carcinoma for each tumor, and 
the score was averaged for all the repeated assessments. As 
per the averaged probability score, each tumor was classified 
as thymic carcinoma (probability score ≥0.50) or thymoma 

Figure 1. Diagram of the machine- learning approach.
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(probability score <0.50), and the areas under the receiver 
operating characteristic curve (AUC), sensitivity, specificity, 
and accuracy for predicting thymic carcinoma were calcu-
lated. Moreover, each machine- learning algorithm calculated 
the probability score for high- risk TET, and each tumor was 
classified as high- risk TET (probability score ≥0.50) or low- 
risk thymomas (probability score <0.50); further, the AUC, 
sensitivity, specificity, and accuracy for predicting high- 
risk TETs were obtained. Additionally, among the patients 
with thymomas, the same analyses were also performed for 
predicting high- risk thymomas. Receiver operating charac-
teristic curve analysis was performed to compare the predic-
tive performances of the models.

In order to identify the most important features, Spearman’s rank 
correlation coefficient and recursive feature elimination (RFE) 
were used to select the most informative and valuable radiomic 
features.33 First, the correlation coefficient of each radiomic 
feature was selected using Spearman’s rank correlation, and a 
strong correlation (ρ ≥ 0.95) was selected. Then, the importance 
of each feature using RFE with linear SVM was calculated, and 
the features were reduced to the required number of features 
recursively.

The machine- learning approach was used with scikit- learn (v. 
0.21.3), a library of python package.34

Statistical analyses
The Mann–Whitney U test was used to appropriately assess 
the difference between two quantitative variables. Receiver 
operating characteristic curve analysis was performed to 
examine the diagnostic performance of conventional SUV- 
related parameters (SUVmax, MTV and TLG) or each 
machine- learning algorithm for predicting thymic carci-
noma, high- risk TET or high- risk thymomas. The DeLong 
method was used to analyze the statistical significance of the 
differences between the AUCs.35

As supplemental analyses, the above machine- learning and 
statistical analyses were also performed for 59 patients who 
were met the inclusion and exclusion criteria of the previous 
study.

Data were presented as medians and interquartile ranges 
(IQRs). All the p values were two- sided, and a p- value <0.05 
was considered to indicate statistical significance. The statis-
tical analyses were performed using MedCalc Statistical 
Software (MedCalc Software, Mariakerke, Belgium) and R 
software (v. 4.0.3).

RESULTS
Patient characteristics
Among 79 patients with TET, there were 58 (7 type A, 10 type 
AB, 10 type B1, 10 type B2 and 21 type B3) thymomas and 21 
thymic carcinomas. Thus, there were 27 low- risk thymomas and 
31 high- risk thymomas. Among these 79 TETs, 52 TETs (31 
high- risk thymomas and 21 thymic carcinomas) were high- risk 
TETs.

On the additional supplemental analyses of 59 TETs with 
MTV > 10.0 cm3 and SUV ≥2.5, there were 43 (5 type A, 7 
type AB, 7 type B1, 6 type B2, and 18 type B3) thymomas 
and 16 thymic carcinomas. Thus, there were 19 low- risk 
thymomas and 24 high- risk thymomas. Among these 59 
TETs, 40 TETs (24 high- risk thymomas and 16 thymic carci-
nomas) were high- risk TETs.

Conventional SUV-related parameters and 
machine-learning methods for predicting thymic 
carcinomas
Thymic carcinomas showed significantly higher SUVmax 
than thymomas (p = 0.004); however, there was no significant 
difference in the MTV and TLG between thymic carcinomas 
and thymomas (MTV: p = 0.43; TLG: p = 0.78) (Table 1). On 
the additional supplemental analyses of 59 TETs with MTV 
> 10.0 cm3 and SUV ≥2.5, thymic carcinomas also showed 
significantly higher SUVmax than thymomas (p = 0.006); 
neither MTV nor TLG was significantly different between 
these two groups (MTV: p = 0.36; TLG: p = 0.89) (Supple-
mentary Table 2).

Table  2 shows the following AUCs of three conventional 
SUV- related parameters to predict thymic carcinomas: 
SUVmax, 0.713 (p = 0.002); MTV, 0.442 (p = 0.44); and 
TLG, 0.479 (p = 0.79). The parameters yielded sensitivity 
of 42.9% (TLG) to 71.4% (SUVmax), specificity of 31.0% 
(MTV) to 69.0% (SUVmax), and accuracy of 36.7% (MTV) 
to 69.6% (SUVmax) for predicting thymic carcinomas. The 
additional supplemental analyses of 59 TETs with MTV 
>10.0 cm3 and SUV ≥2.5 (Supplementary Table 3) showed 
the following AUCs of three conventional SUV- related 
parameters to predict thymic carcinomas: SUVmax, 0.733 
(p = 0.002); MTV, 0.578 (p = 0.39); and TLG, 0.512 (p = 
0.90).

The overall classification performance of six machine- 
learning methods for predicting thymic carcinomas was 
compared using AUCs (Table  3). The logistic regression 
model was the best- performing classifier for predicting 
thymic carcinomas (AUC = 0.900, sensitivity 81.0%, speci-
ficity 81.0%, accuracy 81.0%), and the three most important 
features for predicting thymic carcinomas were skewness, 
sphericity, and GLSZM- gray level non- uniformity. The 
AUC and diagnostic accuracy of these three features were 
0.580–0.828 and 40.5–78.5%, respectively (Table  4). The 
features yielded sensitivity of 76.2% (sphericity) to 95.2% 
(GLSZM- gray level non- uniformity) and specificity of 20.7% 
(GLSZM- gray level non- uniformity) to 79.3% (sphericity) 
for predicting thymic carcinomas.

No significant difference was observed in the AUC between the 
logistic regression model and skewness (p = 0.16). However, the 
AUC of the logistic regression model was significantly higher 
than those of the other two important features (sphericity, p = 
0.023 and GLSZM- gray level non- uniformity, p < 0.001) or three 
conventional SUV- related parameters (SUVmax, p = 0.007; MTV 
and TLG, each, p < 0.001).
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On the additional supplemental analyses of 59 TETs with MTV 
> 10.0 cm3 and SUV ≥2.5, the RF model was the best- performing 
classifier for predicting thymic carcinomas (AUC = 0.935, sensi-
tivity 87.5%, specificity 88.4%, accuracy 88.1%), and followed by 
the logistic regression model (AUC = 0.908, sensitivity 75.0%, 
specificity 86.1%, accuracy 83.1%) (Supplementary Table 4). The 
three most important features for predicting thymic carcinomas 
were skewness, maximum 2D diameter row, and GLSZM- gray 
level non- uniformity. The AUC and diagnostic accuracy of these 
three most important features were 0.563–0.788 and 39.0–76.3%, 
respectively. On the other hand, the AUC of the RF model was 
significantly higher than those of three important features 
(Skewness, p = 0.028, Maximum 2D diameter row, p < 0.001, and 
GLSZM- gray level non- uniformity, p < 0.001) or three conven-
tional SUV- related parameters (SUVmax, p = 0.008; MTV and 
TLG, each, p < 0.001).

Conventional SUV-related parameters and 
machine-learning methods for predicting high-risk 
TETs
High- risk TETs showed significantly higher SUVmax than low- 
risk thymomas (p = 0.012); neither MTV nor TLG was signifi-
cantly different between these two groups (MTV: p = 0.64; 
TLG: p = 0.58) (Table 1). On the additional supplemental anal-
yses of 59 TETs with MTV > 10.0 cm3 and SUV ≥2.5, high- risk 
TETs also showed significantly higher SUVmax than low- risk 
thymomas (p = 0.013); neither MTV nor TLG was significantly 
different between these two groups (MTV: p = 0.52; TLG: p = 
0.46) (Supplementary Table 2).

Three conventional SUV- related parameters yielded the 
following AUCs for the ability to predict high- risk TETs: 
SUVmax, 0.673 (p = 0.006); MTV, 0.533 (p = 0.62); and TLG, 
0.539 (p = 0.57) (Table  2). The parameters yielded sensitivity 

from 32.7% (MTV) to 57.7% (SUVmax), specificity from 74.1% 
(TLG) to 85.2% (SUVmax), and accuracy from 50.6% (MTV) to 
67.1% (SUVmax) for predicting high- risk TETs. The additional 
supplemental analyses of 59 TETs with MTV > 10.0 cm3 and 
SUV ≥2.5 (Supplementary Table 3) showed the following AUCs 
of three conventional SUV- related parameters to predict high- 
risk TETs: SUVmax, 0.702 (p = 0.007); MTV, 0.553 (p = 0.50); 
and TLG, 0.561 (p = 044).

The overall classification performance of six machine- 
learning methods for predicting high- risk TETs was 
compared using AUCs (Table  3). The RF model was the 
best- performing classifier for predicting high- risk TETs 
(AUC = 0.744, sensitivity 71.2%, specificity 74.1%, accuracy 
72.2%). The three most important features for the prediction 
of high- risk TETs were skewness, kurtosis, and GLSZM- 
small area emphasis, their AUC and diagnostic accuracies 
were 0.506–0.741 and 54.4–75.9%, and yielded sensitivity 
of 44.2% (kurtosis) to 90.4% (skewness) and specificity of 
48.1% (skewness) to 77.8% (kurtosis), respectively (Table 4).

No significant difference was observed in the AUC between 
the RF model and skewness (p = 0.97), kurtosis (p = 0.12), 
and SUVmax (p = 0.32). The AUC of the above RF model was 
significantly higher than those of the other one important 
feature (GLSZM- small area emphasis, p = 0.006) and two 
other SUV- related parameters (MTV, p = 0.022 and TLG, p 
= 0.021).

On the additional supplemental analyses of 59 TETs with MTV > 
10.0 cm3 and SUV ≥2.5, the SVM model was the best- performing 
classifier for predicting high- risk TETs (AUC = 0.844, sensi-
tivity 80.0%, specificity 78.9%, accuracy 79.7%), followed by 
the logistic regression model (AUC = 0.838, sensitivity 75.0%, 

Table 1. Comparison of the SUV- related parameters between thymomas and thymic carcinomas, between low- risk thymomas and 
high- risk TETs or between low- risk thymomas and high- risk thymomas

Feature

Thymoma (n = 58) Thymic carcinoma (n = 21)

Median IQR Range Median IQR Range p- value
SUVmax   4.2 3.4–5.7 1.7–14.2 6.3 4.7–9.3 2.0–46.9 0.004

MTV (cm3)   46.5 12.0–96.3 0.6–350.9 19.7 10.6–73.9 1.0–724.0 0.43

TLG   108.3 25.2–244.9 0.9–1061.8 44.0 17.4–294.2 0.7–250.1 0.78

Low- risk thymoma (n = 27) High- risk TET (n = 52)

Median IQR Range Median IQR Range p- value

SUVmax   4.0 3.4–4.4 2.2–14.2 5.3 3.8–7.6 1.7–46.9 0.012

MTV (cm3)   33.2 12.2–75.1 1.8–209.2 46.0 14.4–68.7 0.6–724.0 0.64

TLG   68.0 25.5–172.9 3.1–1061.8 120.1 19.2–266.5 0.7–3092.2 0.58

Low- risk thymoma (n = 27) High- risk thymoma (n = 31)

Median IQR Range Median IQR Range p- value

SUVmax   4.0 3.4–4.4 2.2–14.2 4.8 3.5–6.4 1.7–10.6 0.16

MTV (cm3)   33.2 12.2–75.1 1.8–209.2 55.8 10.9–109.1 0.6–350.9 0.32

TLG   68.0 25.5–172.9 3.1–1061.8 140.4 20.5–261.8 0.9–720.2 0.40

IQR, interquartile range; MTV, metabolic tumor volume; TET, thymic epithelial tumor; TLG, total lesion glycolysis.

http://birpublications.org/bjr
www.birpublications.org/doi/suppl/ 10.1259/bjr.20211050/suppl_file/Clean_Second_Revied_Supplemental_Table.docx
www.birpublications.org/doi/suppl/ 10.1259/bjr.20211050/suppl_file/Clean_Second_Revied_Supplemental_Table.docx
www.birpublications.org/doi/suppl/ 10.1259/bjr.20211050/suppl_file/Clean_Second_Revied_Supplemental_Table.docx


Br J Radiol;95:20211050

BJR18F- FDG- PET/CT radiomics in thymic epithelial tumors

6 of 12 birpublications.org/bjr

specificity 89.5%, accuracy 79.7%) (Supplementary Table 4). The 
three most important features of predicting high- risk TETs were 
skewness, kurtosis, and GLRLM- short run emphasis and their 
AUC and diagnostic accuracy were 0.599–0.750 and 59.3–67.8%, 
respectively (Supplementary Table 5). No significant difference 
was observed in the AUC between the SVM model and skewness 
(p = 0.24), and SUVmax (p = 0.069). The AUC of the above SVM 
model was significantly higher than those of two other important 
features (kurtosis, p = 0.027, GLRLM- short run emphasis, p 
= 0.004) and two other SUV- related parameters (MTV, p = 
0.002 and TLG, p = 0.002).

The representative 18F- FDG- PET/CT images of thymoma 
and thymic carcinoma are shown in Figures  2 and 3, 
respectively.

Conventional SUV-related parameters and 
machine-learning methods for predicting high-risk 
thymomas
There were no significant differences in three conventional 
SUV- related parameters between 31 high- risk thymomas and 27 
low- risk thymomas (each, p > 0.05) (Table 1). On the additional 

supplemental analyses of 43 thymomas with MTV > 10.0 cm3 
and SUV ≥2.5, there were also no significant differences in three 
conventional SUV- related parameters between 24 high- risk 
thymomas and 19 low- risk thymomas (each, p > 0.05) (Supple-
mentary Table 2).

Three conventional SUV- related parameters yielded 
the following AUCs for the ability to predict high- risk 
thymomas: SUVmax, 0.609 (p = 0.15); MTV, 0.576 (p = 
0.32); and TLG, 0.565 (p = 0.40) and yielded sensitivity from 
38.7% (MTV) to 58.1% (TLG), specificity from 66.7% (TLG) 
to 85.2% (SUVmax, MTV), and accuracy from 60.3% (MTV) 
to 65.5% (SUVmax), respectively (Table  2). The addi-
tional supplemental analyses of 43 thymomas with MTV > 
10.0 cm3 and SUV ≥2.5 (Supplementary Table 3) showed the 
following AUCs of three conventional SUV- related param-
eters to predict high- risk thymomas: SUVmax, 0.639 (p = 
0.12); MTV, 0.610 (p = 0.22); and TLG, 0.594 (p = 0.30).

The decision tree model was the best- performing classifier for 
predicting high- risk thymomas (AUC = 0.680, sensitivity 71.0%, 
specificity 63.0%, accuracy 67.2%) (Table  3). The three most 

Table 2. SUV- related parameters for predicting thymic carcinomas, high- risk TETs or high- risk thymomas

Feature

Thymic carcinoma

Sensitivity (%) Specificity (%) Accuracy (%) AUC p- value
SUVmax 71.4 (15/21) 69.0 (40/58) 69.6 (55/79) 0.713 0.002

47.8- 88.7a 55.5- 80.5a 58.2- 79.5a 0.600- 0.809a

MTV (cm3) 52.4 (11/21) 31.0 (18/58) 36.7 (29/79) 0.442 0.44

29.8- 74.3a 19.5- 44.5 a 26.1- 48.3a 0.301- 0.583a

TLG 42.9 (9/21) 43.1 (25/58) 43.0 (34/79) 0.479 0.79

21.8- 66.0a 30.2- 56.8a 31.9- 54.7a 0.356- 0.623a

Feature High- risk TET

Sensitivity (%) Specificity (%) Accuracy (%) AUC p- value

SUVmax 57.7 (30/52) 85.2 (23/27) 67.1 (53/79) 0.673 0.006

95% CI 43.2- 71.3a 66.2- 95.8a 55.6- 77.3a 0.558- 0.774a

MTV (cm3) 32.7 (17/52) 85.2 (23/27) 50.6 (40/79) 0.533 0.62

20.3- 47.1a 66.2- 95.8a 39.1- 62.1a 0.417- 0.646a

TLG 44.2 (23/52) 74.1 (20/27) 54.4 (43/79) 0.539 0.57

30.5- 58.7a 53.7- 88.9a 42.8- 65.7a 0.422- 0.651a

Feature High- risk thymoma

Sensitivity (%) Specificity (%) Accuracy (%) AUC p- value

SUVmax 48.4 (15/31) 85.2 (23/27) 65.5 (38/58) 0.609 0.15

30.2- 66.9a 66.3- 95.8a 51.9- 77.5a 0.472- 0.734a

MTV (cm3) 38.7 (12/31) 85.2 (23/27) 60.3 (35/58) 0.576 0.32

21.8- 57.8a 66.3- 95.8a 46.6- 73.0a 0.439- 0.705a

TLG 58.1 (18/31) 66.7 (18/27) 62.1 (36/58) 0.565 0.40

39.1- 75.5a 46.0- 83.5a 48.4- 74.5a 0.428- 0.695a

AUC, area under the receiver operating characteristic curve; MTV, metabolic tumor volume; TET, thymic epithelial tumor; TLG, total lesion glycolysis.
a95% confidence interval.
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important features for predicting high- risk thymomas were 
skewness, surface volume ratio and kurtosis, and the AUC, sensi-
tivity, specificity, and accuracy of skewness for predicting high- 
risk thymomas were 0.649, 83.9%, 48.1% and 67.2%, respectively 
(Table  4). No significant difference was observed in the AUC 
between the decision tree model and skewness (p = 0.76), surface 
volume ratio (p = 0.10), kurtosis (p = 0.52) and three conven-
tional SUV- related parameters (SUVmax, p = 0.47; MTV, p = 
0.28; and TLG, p = 0.24).

On the additional supplemental analyses of 43 thymomas 
with MTV > 10.0 cm3 and SUV ≥2.5, the SVM model was the 
best- performing classifier for predicting high- risk thymomas 
(AUC = 0.670, sensitivity 83.3%, specificity 36.8%, accuracy 
62.8%) followed by the logistic regression model (AUC = 
0.666, sensitivity 75.0%, specificity 52.6%, accuracy 65.1%) 
(Supplementary Table 4). The three most important features 
for predicting high- risk thymomas were skewness, kurtosis, 
and SUVInterquartile range and their AUC and diagnostic accu-
racy were 0.524–0.675 and 65.1%, respectively (Supplemen-
tary Table 5). No significant difference was observed in the 
AUC between the SVM model and skewness (p = 0.96), 

kurtosis (p = 0.89), SUVInterquartile range (p = 0.11) or three 
conventional SUV- related parameters (SUVmax, p = 0.77; 
MTV, p = 0.61; and TLG, p = 0.52).

DISCUSSION
In our study, SUVmax was significantly higher in patients 
with thymic carcinomas than in those with thymomas or 
in those with high- risk TETs than in those with low- risk 
thymomas, while neither MTV nor TLG was significantly 
different between these respective groups. Moreover, no 
significant differences were observed in these conven-
tional SUV- related parameters between high- and low- risk 
thymomas. These conventional SUV- related parameters 
yielded an accuracy of 36.7% (MTV) to 69.6% (SUVmax) 
for predicting thymic carcinomas, from 50.6% (MTV) to 
67.1% (SUVmax) for predicting high- risk TETs, and from 
60.3% (MTV) to 65.5% (SUVmax) for predicting high- risk 
thymomas. On the additional supplemental analyses of TETs 
with MTV > 10.0 cm3 and SUV ≥2.5, the significant differ-
ences in conventional SUV- related parameters among the 
risk subtypes of TETs were almost the same as those of the 
whole population analyses (Supplementary Tables 2 and 3). 

Table 4. Three most important features for predicting thymic carcinomas, high- risk TETs or high- risk thymomas

Thymic carcinoma

Top three features Sensitivity (%) Specificity (%) Accuracy (%) AUC
Skewness 81.0 (17/21) 75.9 (44/58) 77.2 (61/79) 0.828

58.1- 94.6a 62.8- 86.3a 66.4- 85.9a 0.727- 0.904a

Sphericity 76.2 (16/21) 79.3 (46/58) 78.5 (62/79) 0.739

52.8- 91.8a 66.6- 88.8a 67.8- 86.9a 0.628- 0.831a

GLSZM- gray level non- uniformity 95.2 (20/21) 20.7 (12/58) 40.5 (32/79) 0.580

76.2- 99.9a 11.1- 33.6a 29.6- 52.1a 0.464- 0.691a

High- risk TET

Top three features Sensitivity (%) Specificity (%) Accuracy (%) AUC

Skewness 90.4 (47/52) 48.1 (13/27) 75.9 (60/79) 0.741

79.0- 96.8a 28.7- 68.1a 65.0- 84.9a 0.631- 0.833a

Kurtosis 44.2 (23/52) 77.8 (21/27) 55.7 (44/79) 0.596

30.5- 58.7a 57.7- 91.4a 44.1- 66.9 a 0.480- 0.705a

GLSZM- small area emphasis 51.9 (27/52) 59.3 (16/27) 54.4 (43/79) 0.506

37.6- 66.0a 38.8- 77.6a 42.8- 65.7a 0.391- 0.620a

High- risk thymoma

Top three features Sensitivity (%) Specificity (%) Accuracy (%) AUC

Skewness 83.9 (26/31) 48.1 (13/27) 67.2 (39/58) 0.649

66.3- 94.5a 28.7- 68.1a 53.7- 79.0a 0.512- 0.770a

Surface volume ratio 35.5 (11/31) 81.5 (22/27) 56.9 (33/58) 0.520

19.2- 54.6a 61.9- 93.7a 43.2- 69.8a 0.385- 0.653a

Kurtosis 48.4 (15/31) 77.8 (21/27) 62.1 (36/58) 0.616

30.2- 66.9a 57.7- 91.4a 48.4- 74.5a 0.479- 0.741a

AUC, area under the receiver operating characteristic curve; GLSZM, gray- level size- zone matrix; TET, thymic epithelial tumor.
a95% confidence interval.
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As mentioned in the introduction, SUV- related parameters 
have been reported to be difficult to correctly predict the 
TET risk subtypes, and our current findings also suggest 
that it might be difficult to correctly predict the TET risk 
subtypes using conventional SUV- related parameters due 
to the large overlap of these quantitative values among the 
different TET risk subtypes.

The term radiomics reflects a process of converting digital 
medical images into high- dimensional data by extracting a 
high number of handcrafted quantitative imaging features 
based on a wide range of mathematical and statistical 
methods.18 Most of the quantitative features extracted 
through computerized algorithms are beyond visual inter-
pretation,36,37 and these radiomic features reflect the texture 
features of tumors, which are important biomarkers of 
tumor heterogeneity.38 However, the certain association 
between biological behaviors and radiomic features has not 
still been clarified.

A few studies have examined characteristics of radiomic 
features with 18F- FDG- PET/CT in TETs19,20 as mentioned in 
the Introduction.

In our study, one first- order feature, skewness (first- ranked radiomic 
feature); one shape feature, sphericity (second- ranked radiomic 

feature); and one higher- order feature, GLSZM- gray level non- 
uniformity (third- ranked radiomic feature) were highly associated 
with the prediction of thymic carcinomas, while two first- order 
features, including skewness (first- ranked radiomic feature) and 
kurtosis (second- ranked radiomic feature) and one higher- order 
feature, GLSZM- small area emphasis (third- ranked radiomic feature), 
were highly associated with the prediction of high- risk TETs. About 
the prediction of high- risk thymomas, three most important features 
including skewness (first- ranked radiomic feature), surface volume 
ratio (second- ranked radiomic feature) and kurtosis (third- ranked 
radiomic feature) were highly associated. Moreover, skewness was 
the first- ranked radiomic feature for the prediction of thymic carci-
nomas, high- risk TETs and high- risk thymomas, respectively. On the 
additional supplemental analyses of TETs with MTV > 10.0 cm3 and 
SUV≥2.5, although the three most important features for the predic-
tion of thymic carcinomas, high- risk TETs or high- risk thymomas 
were different from those of the whole population analyses, skew-
ness was also the first- ranked radiomic feature for the prediction of 
thymic carcinomas, high- risk TETs and high- risk thymomas, respec-
tively (Supplementary Table 5). These findings suggest that skewness 
may be the most useful 18F- FDG PET- based radiomic feature for 
predicting the high risk TETs.

Some recent studies have proposed classification methods based 
on machine- learning approaches.23–25,39 Hyun et al39 examined the 
usefulness of a machine- learning approach by using the 18F- FDG 

Figure 2. Image of a 75- year- old female with type B3 thy-
moma. The transaxial 18F- FDG- PET/CT image shows 18F- FDG 
uptake in the primary lesion. The green lines represent the 
borders of the VOI. The SUVmax (cut- off, 5.1), MTV (cut- off, 
14.8), and TLG (cut- off, 63.8) were 7.8, 210.8 and 720.2, respec-
tively. All the SUV- related parameters were positive for thymic 
carcinoma as per each threshold criterion. The calculated 
probability score as per the logistic regression model for the 
diagnosis of thymic carcinoma was 0.178. As per this proba-
bility score, this tumor was classified as a thymoma. Moreover, 
the calculated probability score based on the RF model for 
the diagnosis of high- risk TET was 0.60. As per this probabil-
ity score, this tumor was classified as a high- risk TET. 18F- FDG- 
PET, 18- fludeoxyglucose positron emission tomography; MTV, 
metabolic tumor volume; RF, random forest; SUVmax, maxi-
mum standardized uptake value; TET, thymic epithelial tumor; 
TLG, total lesion glycolysis; VOI, volume of interest.

Figure 3. Image of a 52- year- old female with thymic carci-
noma The transaxial 18F- FDG- PET/CT image shows 18F- FDG 
uptake in the primary lesion. The green lines represent the bor-
ders of the VOI. The SUVmax (cut- off, 5.1), MTV (cut- off, 14.8), 
and TLG (cut- off, 63.8) were 4.2, 2.3 and 4.1, respectively. All 
the SUV- related parameters were negative for thymic carci-
noma as per each threshold criterion. The calculated probabil-
ity score as per the logistic regression model for the diagnosis 
of thymic carcinoma was 0.890. As per this probability score, 
this tumor was classified as thymic carcinoma. Moreover, the 
calculated probability score based on the RF model for the 
diagnosis of high- risk TET was 0.50. As per this probability 
score, this tumor was classified as a high- risk TET. 18F- FDG- 
PET, 18- fludeoxyglucose positron emission tomography; MTV, 
metabolic tumor volume; RF, random forest; SUVmax, maxi-
mum standardized uptake value; TET, thymic epithelial tumor; 
TLG, total lesion glycolysis; VOI, volume of interest.
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PET- based radiomics to predict the histological subtypes of lung 
cancers. In their study, the adoption of the logistic regression model 
as a classifier yielded the highest classification performance. Ahn et 
al25 used a machine- learning approach to examine the prognostic 
value of 18F- FDG PET- based radiomics in patients with non- small 
cell lung cancer. The RF model best predicted disease recurrence in 
their study.

In our study, 107 PET- based radiomic and 1024 deep- 
learning features were examined to predict thymic carci-
nomas, high- risk TETs or high- risk thymomas with 
machine- learning approaches; the logistic regression model 
was the best- performing classifier for thymic carcinomas 
(AUC = 0.900, accuracy 81.0%), while the RF model was the 
best- performing classifier for high- risk TETs (AUC = 0.744, 
accuracy 72.2%). The AUC for predicting thymic carci-
nomas was significantly higher in the logistic regression 
model than the three conventional SUV- related parameters 
(SUVmax, MTV, and TLG, each; p < 0.01). Moreover, the 
AUC for predicting high- risk TETs was significantly higher 
in the RF model than the conventional SUV- related param-
eters except for SUVmax (MTV and TLG, each; p < 0.05). 
Although the decision tree model was the best- performing 
classifier for high- risk thymomas (AUC = 0.680, accuracy 
67.2%), no significant difference was observed in the AUC 
between the decision tree model and three conventional 
SUV- related parameters (SUVmax, MTV, and TLG, each; 
p > 0.05). These findings indicate that a machine- learning 
approach using 18F- FDG PET radiomic features might be 
useful for predicting thymic carcinomas or high- risk TETs. 
However, it might be difficult for differentiating between 
low- and high- risk thymomas using 18F- FDG PET radiomic 
features, even if the machine- learning approach is applied 
for the analyses.

On the additional supplemental analyses for TETs with MTV > 
10.0 cm3 and SUV ≥2.5, the best- performing classifier for thymic 
carcinomas, high- risk TETs and high- risk thymomas were RF model 
(AUC = 0.935, accuracy 86.4%), SVM model (AUC = 0.844, accuracy 
79.7%) and SVM model (AUC = 0.670, accuracy 62.8%), respectively 
(Supplementary Table 4). The AUC for predicting thymic carcinomas 
was significantly higher in the RF model than the three conventional 
SUV- related parameters (SUVmax, MTV, and TLG, each; p < 0.01), 
and the AUC for predicting high- risk TETs was significantly higher 
in the SVM model than the conventional SUV- related parameters 
except for SUVmax (MTV and TLG, each; p < 0.05), and no signif-
icant difference was observed in the AUC between the SVM mode 
and three conventional SUV- related parameters (SUVmax, MTV, 
and TLG, each; p > 0.05). Although the type of best- performing 
model was different from that of the whole population analyses, the 
diagnostic performance including AUC and accuracy of each best- 
performing model for predicting thymic carcinomas, high- risk TETs 
or high- risk thymomas was almost the same diagnostic performance 
as the whole population analyses.

This study has certain limitations. First, this was a retro-
spective study with a relatively small sample; therefore, 
case selection bias was unavoidable. A prospective study 

involving a much larger population is needed to validate 
and confirm our current findings. Second, texture analysis 
has been reported to be influenced by tumor volume, espe-
cially small tumor volume.27 Thus, the influence of tumor 
volume might not be ignored for the obtained results of 
the whole population analyses. However, in the supple-
mental analyses of 59 TETs with MTV > 10.0 cm3 and SUV 
≥2.5 (MTV range; 10.4–724 cm3), the obtained results were 
almost the same as the whole population analyses (MTV 
range; 0.6–724 cm3). Moreover, the influence of noise or 
low resolution in PET images might not be ignored for 
PET- based radiomic analysis.40 However, the presented 
machine- learning methods produced the good results. In 
this connection, the MTV (0.6–46.0 cm3) was relatively 
small in the 20 TETs (5 thymic carcinomas, 7 high- risk 
thymomas and 8 low- risk thymomas) which were excluded 
by MTV > 10.0 cm3 and SUV ≥2.5 criteria from 79 whole 
patients. However, in this group, the diagnostic accuracy by 
the respective best model was 85.0% (17/20) for predicting 
thymic carcinomas by the logistic regression model (5 
thymic carcinomas vs 15 thynomas), 85.0% (17/20) for 
predicting the high- risk TETs by the RF model (12 high- 
risk TETs vs 8 low- risk thymomas), and 73.3% (11/15) for 
predicting high- risk thymomas by the decision tree model 
(7 high- risk thymomas vs 8 low- risk thymomas), respec-
tively. These results are also almost the same as those of 79 
and 59 patient groups.

Machine- learning algorithms have the ability to analyze 
various data types and focus on making predictions as accu-
rate as possible,41 thus, a machine- learning approach might 
have the potential to overcome these limitations of PET- 
based radiomic analyses. Third, lesions with slight 18F- FDG 
uptake with small tumor size were excluded from the anal-
yses, because VOIs could not be created. Thus, it is problem-
atic how to predict the risk of TETs in the tumors which could 
not be performed the 18F- FDG PET- based radiomic analyses 
using a machine- learning approach. Further researches are 
required how to predict the risk of TETs in these tumors. 
Fourth, although the internal validation showed high clas-
sification performance by the machine- learning models, the 
external validation was not performed due to the difficulty 
to collect additional patients, and the lack of external vali-
dation limits the generalizability of our results. Therefore, a 
training–test scheme, requiring a large sample, is preferred 
for the validation of the classifiers.

CONCLUSIONS
The 18F- FDG PET- based radiomic analysis using a machine- learning 
approach may be useful for predicting the pathological risk subtypes 
of the TETs.
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