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Abstract
Large language models (LLMs) have shown promise in accelerating radiology reporting by summarizing clinical findings 
into impressions. However, automatic impression generation for whole-body PET reports presents unique challenges and 
has received little attention. Our study aimed to evaluate whether LLMs can create clinically useful impressions for PET 
reporting. To this end, we fine-tuned twelve open-source language models on a corpus of 37,370 retrospective PET reports 
collected from our institution. All models were trained using the teacher-forcing algorithm, with the report findings and 
patient information as input and the original clinical impressions as reference. An extra input token encoded the reading 
physician’s identity, allowing models to learn physician-specific reporting styles. To compare the performances of dif-
ferent models, we computed various automatic evaluation metrics and benchmarked them against physician preferences, 
ultimately selecting PEGASUS as the top LLM. To evaluate its clinical utility, three nuclear medicine physicians assessed 
the PEGASUS-generated impressions and original clinical impressions across 6 quality dimensions (3-point scales) and an 
overall utility score (5-point scale). Each physician reviewed 12 of their own reports and 12 reports from other physicians. 
When physicians assessed LLM impressions generated in their own style, 89% were considered clinically acceptable, with 
a mean utility score of 4.08/5. On average, physicians rated these personalized impressions as comparable in overall util-
ity to the impressions dictated by other physicians (4.03, P = 0.41). In summary, our study demonstrated that personalized 
impressions generated by PEGASUS were clinically useful in most cases, highlighting its potential to expedite PET reporting 
by automatically drafting impressions.
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Introduction

The radiology report serves as the official interpretation 
of a radiological examination and is essential for commu-
nicating relevant clinical findings amongst reading physi-
cians, the healthcare team, and patients. Compared to other 
imaging modalities, reports for whole-body PET exams 
(e.g., skull base to thigh or skull vertex to feet) are nota-
ble for their length and complexity [1]. In a typical PET 
report, the findings section details numerous observations 
about the study and the impression section summarizes the 
key findings, offers diagnoses, and provides follow-up rec-
ommendations. Given that referring physicians primarily 
rely on the impression section for clinical decision-making 
and management [2], it is paramount to ensure its accuracy 
and completeness. However, creating PET impressions that 
encapsulate all important findings can be time-consuming 
and error-prone [3]. Large language models (LLMs) have 
the potential to accelerate this process by automatically 
drafting impressions based on the findings.

In recent years, the use of LLMs for summarizing radi-
ology findings has garnered considerable interest. Sev-
eral research studies [3–8], and even commercial products, 
have used LLMs to automatically draft impressions based 
on findings, with the aim of accelerating clinical reporting 
workflows. Moreover, using LLMs to prepare impressions 
might help prevent critical findings from being omitted. 
Previous work has employed LLMs to summarize findings 
in x-ray, CT, and MRI reports, but no studies have focused 
on impression generation for PET reports. Compared to 
CT or MRI findings that often comprise 75–150 words 
[9], whole-body PET reports are substantially longer, 
with 250–500 words in the findings section, and contain 
observations across multiple anatomical regions with cross 
comparison to available anatomic imaging modalities. 
This complexity heightens the risk of omissions in the 
generated impressions. Furthermore, the length of PET 
impressions can accentuate the unique reporting styles of 
individual reading physicians, underscoring the need for 
personalizing impressions to the reading physician’s style. 
Consequently, adapting LLMs for PET report summariza-
tion presents distinct challenges.

Evaluating the performances of LLMs in the task of 
impression generation is also challenging, given that a sin-
gle case can have various acceptable impressions. While 
expert evaluation stands as the gold standard, it is imprac-
tical for physicians to exhaustively review outputs of all 
LLMs to determine the leading model. In recent years, 
several evaluation metrics designed for general text sum-
marization have been adapted to evaluate summaries of 
biomedical literature and clinical notes [10–12]. However, 
it remains unclear how well these metrics could assess 

the quality of PET impressions. A better understanding 
of which metrics align most closely with physician judge-
ments is needed.

This study aimed to investigate whether open-source 
LLMs fine-tuned on a large corpus of PET clinical reports 
can accurately summarize PET findings and generate clini-
cally useful impressions that are acceptable to physicians. 
To achieve this, we first determined which model performed 
best at the PET summarization task. This involved adapt-
ing multiple LLMs to the PET domain, benchmarking 30 
automatic evaluation metrics against physician preferences, 
and subsequently using the benchmarked metrics to select 
the most proficient fine-tuned LLM. Then, we conducted an 
expert reader study to assess the quality of LLM-generated 
impressions from the perspective of reading physicians, 
focusing on the clinical utility, common mistakes, and the 
importance of tailoring impressions to physician-specific 
reporting styles. We also performed external testing of the 
LLM. As an additional evaluation, we assessed the LLM’s 
reasoning capability within the nuclear medicine (NM) 
domain by measuring its accuracy in predicting Deauville 
scores for PET lymphoma reports.

Methods

Dataset Collection

Under a protocol approved by the institutional review board 
and with a waiver of informed consent, we collected 37,370 
retrospective PET reports, dictated by 65 physicians, from 
our institution between January 2010 and January 2023. 
Among all internal PET reports, 92.7% (34,655/37,370) 
pertained to PET/CT whole-body (including skull base to 
thigh and skull vertex to feet) scans, 1.7% (649/37,370) to 
PET/MRI whole-body scans, 5.5% (2,066/37,370) to PET 
limited area (including brain, cardiac and myocardial) scans. 
Our internal dataset reflects the demographic distribution 
of patients accepted to our healthcare system in the past 
13 years, which consisted of both adult and pediatric cases. 
We did not exclude any subgroups of patients in model 
development and evaluation. The findings section in a 
PET report had 346 [249, 472] (median [25th percentile, 
75th percentile]) words, and the impression section had 86 
[53, 130] words. Reports were anonymized using NLM-
Scrubber [13]. Of 37,370 PET reports, 4000 were randomly 
selected for internal testing, 2000 were used for validation, 
and the remaining 31,370 reports were used for training. 
For external testing, we used data from Children’s Oncol-
ogy Group (COG) AHOD1331 Hodgkin lymphoma clinical 
trial (ClinicalTrials.gov number, NCT02166463) [14] as it 
is the only external dataset with PET reports available to 
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us. We retrieved 100 whole-body PET/CT reports, dictated 
by 62 physicians. There is no overlap between physicians 
in the internal and external sets. The AHOD1331 data is 
archived in NCTN Data Archive, and a data use agreement 
has been signed between our institution and COG that allows 
for research use of the radiology reports. All subjects in this 
COG clinical trial were pediatric patients diagnosed with 
classical Hodgkin’s lymphoma. Patient information was 
redacted prior to our access.

Report Preprocessing

In this work, we investigated both encoder-decoder and 
decoder-only language models. Considering their different 
architectures, we customized input templates as illustrated in 
Fig. 1. For encoder-decoder models, the first lines describe 
the categories of PET scans, while the second lines encode 
each reading physician’s identity using an identifier token. 
The tokens associated with each physician are detailed in 
Appendix 1. The “Findings” section contains the clinical 

findings from the PET reports, whereas the “Indications” 
section encompasses relevant background information, 
including the patient’s medical history and the reason for 
the examination. For decoder-only models, we employed 
the instruction-tuning method [15] and adapted the prompt 
from [16]. Each case starts with the instruction: “Derive the 
impression from the given [description] report for [physi-
cian].” The PET findings and background information are 
concatenated to form the “Input” section. The original clini-
cal impressions are used as the reference for model training 
and evaluation.

Models for PET Report Summarization

We formulated our work as an abstractive summarization 
task since physicians typically interpret findings in the 
impression section, rather than merely reusing sentences 
from the findings section. We fine-tuned 8 encoder-decoder 
models and 4 decoder-only models, covering a broad range 
of open-source language models for sequence generation. 

Description: PET CT WHOLE BODY

Radiologist: James

Findings: Head/Neck: Symmetric physiologic activity

seen throughout the brain …

Chest: An intensely hypermetabolic mass is seen within

the paramediastinal right upper lobe. … Intensely

hypermetabolic enlarged confluent right lower

paratracheal and right hilar lymph nodes are seen. …

Abdomen/Pelvis: Physiologic activity is seen throughout

the hollow and solid abdominopelvic viscera. …

Extremities/Musculoskeletal: No abnormal metabolic

hypermetabolism. …

Indication: The patient is a [AGE]-year-old [SEX] with

a history of recent diagnosed small cell carcinoma of the

right lung. …

Input Sequence

Instruction: Derive the impression from the given PET

CT WHOLE BODY report for James.

Input:
Findings: Head/Neck: Symmetric physiologic activity

seen throughout the brain …

Chest: An intensely hypermetabolic mass is seen within

the paramediastinal right upper lobe. … Intensely

hypermetabolic enlarged confluent right lower

paratracheal and right hilar lymph nodes are seen. …

Abdomen/Pelvis: Physiologic activity is seen throughout

the hollow and solid abdominopelvic viscera. …

Extremities/Musculoskeletal: No abnormal metabolic

hypermetabolism. …

Indication: The patient is a [AGE]-year-old [SEX] with

a history of recent diagnosed small cell carcinoma of the

right lung. …

Response:

Instruction Tuning

[1] Intensely hypermetabolic mass within the

paramediastinal right upper lobe corresponding to the

patient's known primary malignancy. 

[2] Enlarged confluent right lower paratracheal and right

hilar lymph nodes compatible with ipsilateral metastatic

disease. 

[3] No evidence of distant metastasis.

Output

[1] Intensely hypermetabolic paramediastinal right upper

lobe mass consistent with the known underlying

malignancy. 

[2] Ipsilateral mediastinal metastatic lymphadenopathy.

Original Clinical Impression

Output

[1] Hypermetabolic and biopsy-proven small cell lung

cancer in the right upper lung. 

[2] Right hilar and confluent metastatic mediastinal

adenopathy.

Output

Encoder-decoder model

Decoder-only model

Cross-entropy loss

Cross-entropy loss

Models: BART, BioBART, PEGASUS, T5, 

FLAN-T5, Clinical-T5, BERT2BERT, PGN

Models: GPT2, OPT, LLaMA, Alpaca

Fig. 1   Formatting of reports for input to encoder-decoder and 
decoder-only models. For encoder-decoder models, the first two lines 
describe the examination category and encode the reading physi-
cian’s identity. “Findings” contains the clinical findings from the PET 
report, and “Indication” includes the patient’s background informa-
tion. For decoder-only models, each case follows a specific format for 

the instruction: “Derive the impression from the given [description] 
for [physician]”. “Input” accommodates the concatenation of clinical 
findings and patient information. The output always starts with the 
prefix “Response:”. Both model architectures utilize the cross-entropy 
loss to compute the difference between original clinical impressions 
and model-generated impressions
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The encoder-decoder models comprised state-of-the-art 
(SOTA) transformer-based models, namely BART [17], 
PEGASUS [18], T5 [19] and FLAN-T5 [20]. These models 
differ primarily in their pretraining objectives. BART was 
pretrained as a denoising auto-encoder, aiming to recon-
struct original texts from corrupted samples. PEGASUS 
employed the gap sentence prediction objective, masking 
key sentences from documents and forcing the model to 
recover them based on the remaining sentences. T5 used 
the span-mask denoising objective, involving masking out 
contiguous spans of text and challenging the model to pre-
dict these masked spans. FLAN-T5, in comparison to T5, 
underwent further instruction fine-tuning in a mixture of 
tasks. To investigate if the medical-domain adaptation could 
benefit our task, we fine-tuned 2 biomedical LLMs, Bio-
BART [21] and Clinical-T5 [22]. BioBART was pretrained 
on the PubMed dataset, while Clinical-T5 was trained using 
the MIMIC-III dataset [23]. Additionally, we included 2 
baseline models, the pointer-generator network (PGN) [3] 
and BERT2BERT [24], which were considered as the pre-
vious SOTA methods in radiology impression generation.

The decoder-only models encompassed GPT2 [25] and OPT 
[26] as well as LLaMA [27] and Alpaca [16]. All these mod-
els are built on the transformer architecture and have been pre-
trained on vast text corpora for next token prediction.

All twelve language models were trained using the stand-
ard teacher-forcing algorithm. The training objective can be 
written as a maximum likelihood problem:

where � denotes the parameters of model G , pG(�) esti-
mates the probability of the next word rt given the previous 
sequence R

<t in the reference text and the source text S . 
Superscript t denotes the word position in the reference text 
and i denotes a single sample. The AdamW optimizer [28] 
was used to optimize this log-likelihood loss. LLaMA and 
Alpaca were fine-tuned with low-rank adaptation (LoRA) 

(1)𝜃
∗ = argmax

𝜃

∑
t

∑
i
logpG(𝜃)

(
r
(i)

t |S(i),R(i)

<t;𝜃
)

[29] to allow for training on consumer-level GPUs like 
NVIDIA A100s, while the other models were subjected to 
full fine-tuning. We adopted the beam search decoding algo-
rithm to generate impressions and set the number of beams 
to 4. More comprehensive information regarding the training 
settings of our models can be found in Appendix 2.

Our models are made available on Hugging Face: https://​
huggi​ngface.​co/​xtie/​PEGAS​US-​PET-​impre​ssion.. The code 
can be found in the open-source project: https://​github.​com/​
xtie97/​PET-​Report-​Summa​rizat​ion.

Benchmarking Evaluation Metrics

To identify the evaluation metrics most correlated with physi-
cian preferences, we presented impressions generated by 4 dif-
ferent models (PGN, BERT2BERT, BART, PEGASUS) to two 
NM physicians. These models represented a wide performance 
spectrum. One physician (M.S.) reviewed 200 randomly sam-
pled reports in the test set, then scored the quality of model-gen-
erated impressions on a 5-point Likert scale (5 best, 1 worst). 
The definitions of each level are given in Table 1. To assess 
inter-observer variability, a second physician (S.Y.C.) indepen-
dently scored 20 of the cases based on the same criterion.

Table 2 categorizes the evaluation metrics included in this 
study. In-depth descriptions of these metrics are provided in 
Appendix 3. To address the domain gap between general-
domain articles and PET reports, we fine-tuned BARTScore 
on our PET reports using the method described in [30] and 
named it BARTScore + PET. Following the same approach, 
we developed PEGASUSScore + PET and T5Score + PET. 
Unlike the LLMs for impression generation, these three eval-
uators (available at https://​huggi​ngface.​co/​xtie/​BARTS​core-​
PET.) estimated the semantic similarity between generated 
impressions and their respective references. The Spearman’s ρ 
correlation quantified how well evaluation metrics correlated 
with the physicians’ judgments. Metrics with the highest cor-
relations were used to determine the top-performing model.

Table 1   Definition of the 5-point Likert scale for evaluating the quality of model-generated impressions

Score Definition

5 Clinically acceptable impressions. The generated impression is consistent with the key clinical findings and align with the physician’s 
impression. Well organized and readable

4 Nearly acceptable impressions. The generated impression is mostly consistent with the key clinical findings and aligns overall with the 
physician’s impression. Minor additions or subtractions. Organized and readable

3 Moderately acceptable impressions. The generated impression has some inconsistencies with the key clinical findings and mostly aligns 
with the physician’s impression. Moderate additions or subtractions

2 Unacceptable impressions. The generated impression is factually incorrect in parts and/or missing some key clinical findings and may 
not completely align with the physician’s impression. Major additions or subtractions

1 Unusable impressions. The generated impression is factually incorrect and/or misses most of the key clinically findings and does not 
align with the physician’s impression

https://huggingface.co/xtie/PEGASUS-PET-impression
https://huggingface.co/xtie/PEGASUS-PET-impression
https://github.com/xtie97/PET-Report-Summarization
https://github.com/xtie97/PET-Report-Summarization
https://huggingface.co/xtie/BARTScore-PET
https://huggingface.co/xtie/BARTScore-PET
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Expert Evaluation

To examine the clinical utility of our best LLM, we con-
ducted a reader study involving three physicians: two board-
certified in NM (N.I., S.Y.C.) and one board-certified in NM 
and radiology (A.P.). Blinded to the original interpreting 
physicians, each reader independently reviewed a total of 
24 whole-body PET reports and scored both original clini-
cal impressions and model-generated impressions. Of these, 
twelve cases were dictated by themselves, and the rest were 
dictated by other physicians. The LLM impressions were 
always generated in the style of the interpreting physician 
by using their specific identifier token. The scoring system 
included 6 quality dimensions (3-point scale) and an overall 
utility score (5-point scale). Their definitions are described 
in Table 3. The application we designed for physician review 
of test cases can be accessed at https://​github.​com/​xtie97/​
PET-​Report-​Expert-​Evalu​ation..

Additional Analysis

To further evaluate the capability of our fine-tuned LLMs, 
we conducted three additional experiments.

1.	 Deauville Score (DS) Prediction: To test the reasoning 
capability of our models within the NM domain, we clas-
sified PET lymphoma reports into DS 1–5 based on the 
exam-level DSs extracted from model-generated impres-
sions. We first identified cases with the term “Deauville” 
and its common misspellings in model-generated impres-
sions and original clinical impressions. N-gram analysis 
was then performed to extract the score for each case. If 
multiple DSs were present in the impression, the highest 
value was used to represent the exam-level DS [31]. The 
original clinical impressions served as the reference for the 
DSs. The evaluation metrics included the 5-class accuracy 
and the linearly weighted Cohen’s � index. For context, 
our prior study [31] showed that a human expert predicted 
DSs with 66% accuracy and a Cohen’s � of 0.79 when the 
redacted PET reports and maximum intensity projection 
images were given.

2.	 Encoding Physician-specific Styles: We compared the 
impressions generated in the styles of two physicians 
(Physician 1 and Physician 2) who had distinct report-
ing styles. Physician 1’s impressions tended to be more 
detailed, whereas Physician 2’s impressions were more 
concise. To alter the style of the output impression, we 
directly replaced the original reading physician’s identifier 
token with the token associated with another physician.

3.	 External Testing: We generated the impressions for all 
cases in the COG AHOD1331 dataset. Since our model 
was not trained on this cohort, we had to pick physician 
styles from our internal dataset. We used the styles of Ta

bl
e 

2  
A

ll 
ev

al
ua

tio
n 

m
et

ric
s i

nc
lu

de
d 

in
 th

is
 st

ud
y 

an
d 

th
ei

r r
es

pe
ct

iv
e 

ca
te

go
rie

s

N
ot

e 
th

at
 w

e 
in

cl
ud

ed
 1

7 
di

ffe
re

nt
 e

va
lu

at
io

n 
m

et
ho

ds
 to

 a
ss

es
s 

m
od

el
 p

er
fo

rm
an

ce
. G

iv
en

 th
at

 e
ac

h 
m

et
ho

d 
m

ig
ht

 e
nc

om
pa

ss
 m

ul
tip

le
 v

ar
ia

nt
s, 

w
e 

ha
ve

 a
 to

ta
l o

f 3
0 

m
et

ric
s. 

A
 d

et
ai

le
d 

ov
er

-
vi

ew
 o

f t
he

se
 m

et
ric

s c
an

 b
e 

fo
un

d 
in

 A
pp

en
di

x 
3

C
at

eg
or

y
D

efi
ni

tio
n

C
or

re
sp

on
di

ng
 E

va
lu

at
io

n 
M

et
ri

cs

Le
xi

ca
l o

ve
rla

p-
ba

se
d 

m
et

ric
s

Th
es

e 
m

et
ric

s m
ea

su
re

 th
e 

ov
er

la
p 

be
tw

ee
n 

th
e 

ge
ne

ra
te

d 
te

xt
 a

nd
 th

e 
re

fe
r-

en
ce

 in
 te

rm
s o

f t
ex

tu
al

 u
ni

ts
, s

uc
h 

as
 n

-g
ra

m
s o

r w
or

d 
se

qu
en

ce
s

RO
U

G
E-

1,
 R

O
U

G
E-

2,
 R

O
U

G
E-

3,
 R

O
U

G
E-

L,
 R

O
U

G
E-

LS
U

M
, B

LE
U

, 
C

H
R

F,
 M

ET
EO

R
, C

ID
Er

Em
be

dd
in

g-
ba

se
d 

m
et

ric
s

Th
es

e 
m

et
ric

s m
ea

su
re

 th
e 

se
m

an
tic

 si
m

ila
rit

y 
be

tw
ee

n 
th

e 
ge

ne
ra

te
d 

an
d 

re
fe

re
nc

e 
te

xt
s u

si
ng

 p
re

tra
in

ed
 e

m
be

dd
in

gs
RO

U
G

E-
W

E-
1,

 R
O

U
G

E-
W

E-
2,

 R
O

U
G

E-
W

E-
3,

 B
ER

TS
co

re
, M

ov
er

Sc
or

e

G
ra

ph
-b

as
ed

 m
et

ric
s

Th
es

e 
m

et
ric

s c
on

str
uc

t g
ra

ph
s u

si
ng

 e
nt

iti
es

 a
nd

 th
ei

r r
el

at
io

ns
 e

xt
ra

ct
ed

 
fro

m
 th

e 
se

nt
en

ce
s, 

an
d 

ev
al

ua
te

 th
e 

su
m

m
ar

y 
ba

se
d 

on
 th

es
e 

gr
ap

hs
R

ad
G

ra
ph

Te
xt

 g
en

er
at

io
n-

ba
se

d 
m

et
ric

s
Th

es
e 

m
et

ric
s a

ss
es

s t
he

 q
ua

lit
y 

of
 g

en
er

at
ed

 te
xt

 b
y 

fr
am

in
g 

it 
as

 a
 te

xt
 

ge
ne

ra
tio

n 
ta

sk
 u

si
ng

 se
qu

en
ce

-to
-s

eq
ue

nc
e 

la
ng

ua
ge

 m
od

el
s

BA
RT

Sc
or

e,
 B

A
RT

Sc
or

e +
 P

ET
 P

EG
A

SU
SS

co
re

 +
 P

ET
, T

5S
co

re
 +

 P
ET

, 
PR

IS
M

Su
pe

rv
is

ed
 re

gr
es

si
on

-b
as

ed
 m

et
ric

s
Th

es
e 

m
et

ric
s r

eq
ui

re
 h

um
an

 a
nn

ot
at

io
ns

 to
 tr

ai
n 

a 
pa

ra
m

et
riz

ed
 re

gr
es

si
on

 
m

od
el

 to
 p

re
di

ct
 h

um
an

 ju
dg

m
en

ts
 fo

r t
he

 g
iv

en
 te

xt
S
3
-p

yr
, S

3
-r

es
p

Q
ue

sti
on

 a
ns

w
er

in
g-

ba
se

d 
m

et
ric

s
Th

es
e 

m
et

ric
s f

or
m

ul
at

e 
th

e 
ev

al
ua

tio
n 

pr
oc

es
s a

s a
 q

ue
sti

on
-a

ns
w

er
in

g 
ta

sk
 b

y 
gu

id
in

g 
th

e 
m

od
el

 w
ith

 v
ar

io
us

 q
ue

sti
on

s
U

ni
Ev

al

Re
fe

re
nc

e-
fr

ee
 m

et
ric

s
Th

es
e 

m
et

ric
s d

o 
no

t r
eq

ui
re

 th
e 

re
fe

re
nc

e 
te

xt
 to

 a
ss

es
s t

he
 q

ua
lit

y 
of

 th
e 

ge
ne

ra
te

d 
te

xt
. I

ns
te

ad
, t

he
y 

co
m

pa
re

 th
e 

ge
ne

ra
te

d 
te

xt
 a

ga
in

st 
th

e 
so

ur
ce

 
do

cu
m

en
t

Su
m

m
aQ

A
, B

LA
N

C
, S

U
PE

RT
, S

ta
ts

-c
om

pr
es

si
on

, S
ta

ts
-c

ov
er

ag
e,

 S
ta

ts
-

de
ns

ity
, S

ta
ts

-n
ov

el
 tr

ig
ra

m

https://github.com/xtie97/PET-Report-Expert-Evaluation
https://github.com/xtie97/PET-Report-Expert-Evaluation


476	 Journal of Imaging Informatics in Medicine (2024) 37:471–488

three primary physicians (Physician 1, Physician 2, and 
Physician 3). Their reporting styles range from detailed 
(Physician 1) to concise (Physician 2), with Physician 
3’s style being an intermediate between the two. The 
model-generated impressions were then compared with 
clinical impressions originally dictated by external phy-
sicians. For the evaluation metrics, the average values 
across the three physicians’ reporting styles were calcu-
lated and used to represent the model’s external perfor-
mance.

Statistical analysis

Using bootstrap resampling [32], the 95% confidence 
intervals (CI) for our results were derived from 10,000 
repetitive trials. The difference between two data groups 
was statistically significant at 0.05 only when one group 
exceeded the other in 95% of trials.

Results

Benchmarking evaluation metrics

Figure 2 shows the Spearman's ρ correlation between evaluation  
metrics and quality scores assigned by the first physician 
(M.S.). BARTScore + PET and PEGASUSScore + PET  
exhibited the highest correlations with physician judgment 
(ρ = 0.568 and 0.563, P = 0.30). Therefore, both metrics were 
employed to determine the top-performing model for expert 
evaluation. However, their correlation values were still below 
the degree of inter-reader correlation (ρ = 0.654). Similar results 
were observed in the correlation between evaluation metrics 
and the second physician’s scores (available in Appendix 4). 
Without adaption to PET reports, the original BARTScore 
showed lower correlation (ρ = 0.474, P < 0.001) compared 
to BARTScore + PET, but still outperformed traditional 
evaluation metrics like Recall-Oriented Understudy for Gisting 
Evaluation-L (ROUGE-L, ρ = 0.398, P < 0.001) [33].

Table 3   Definitions of six quality dimensions and an overall utility score used in our expert evaluation, along with their corresponding Likert 
systems

Evaluation Category Definition Likert System

Additions The impression is not repetitive and does not include unnecessary findings 3: No additions
2: Moderate additions
1: Excessive additions

Omissions The impression contains all important findings 3: No omissions
2: Moderate omissions
1: Significant omissions

Factual correctness The impression accurately represents the findings and is devoid of factual errors 3: Correct
2: Partially correct
1: Substantially incorrect

Clarity and organization The impression is unambiguous, grammatical, and well-organized 3: Good
2: Adequate
1: Poor

Interpretive and technical jargon The impression provides appropriate interpretations of the findings and avoids 
using unnecessary radiologic jargon or details

3: Appropriate
2: Partially appropriate
1: Inappropriate

Recommendations The recommendations for patient management, if applicable, are clinically valid 3: Appropriate
2: Partially appropriate
1: Inappropriate

Overall utility score Given the impression as an initial draft, consider how many changes would you 
make to render it suitable for clinical use

5: Acceptable with no 
changes needed

4: Acceptable with 
minor changes needed

3: Acceptable with mod-
erate changes needed

2: Unacceptable with 
significant changes 
needed

1: Unusable
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The metrics commonly used in radiology report summariza-
tion, including ROUGE [33], BERTScore [34] and RadGraph 
[10], did not demonstrate strong correlation with physician 
preferences. Additionally, most reference-free metrics, although 
effective in general text summarization, showed considerably 
lower correlation compared to reference-dependent metrics.

Model Performance

Figure 3 illustrates the relative performance of 12 language 
models assessed using all evaluation metrics considered 
in this study. For better visualization, metric values have 
been normalized to [0, 1], with the original values avail-
able in Appendix 5. The SOTA encoder-decoder models, 
including PEGASUS, BART, and T5, demonstrated simi-
lar performance across most evaluation metrics. Since 
BARTScore + PET and PEGASUSScore + PET identified 
PEGASUS as the top-performing model, we selected it for 
further expert evaluation.

After being fine-tuned on our PET reports, the medi-
cal knowledge enriched models, BioBART (BAR-
TScore + PET: -1.46; ROUGE-L: 38.9) and Clinical-T5 
(BARTScore + PET: -1.54; ROUGE-L: 39.4), did not 
show superior performance compared to their base models, 
BART (BARTScore + PET: -1.46; ROUGE-L: 38.6) and 
T5 (BARTScore + PET: -1.52; ROUGE-L: 40.3). Addition-
ally, the four decoder-only models included in this study 
showed significantly lower performance (P < 0.001) com-
pared to the top-tier encoder-decoder LLMs. Interestingly, 
LLaMA-LoRA (BARTScore + PET: -2.26; ROUGE-L: 27.2) 
and Alpaca-LoRA (BARTScore + PET: -2.24; ROUGE-L: 
28.0), which have been pretrained on one trillion tokens, did 
not surpass the performance of GPT2 (BARTScore + PET: 
-2.04, ROUGE-L: 28.7) and OPT (BARTScore + PET: -2.07, 
ROUGE-L: 28.3).

Expert Evaluation

The distributions of overall utility scores and 6 specific quality 
scores are illustrated in Fig. 4. Each plot compares four types 
of impressions: original clinical impressions dictated by the 
physicians themselves (Orig., own), PEGASUS-generated 
impressions in the physician’s own style (LLM, own), original 
clinical impressions dictated by other physicians (Orig, other), 
and PEGASUS-generated impressions in other physicians’ 
styles (LLM, other). In total, 83% (60/72) of the PEGASUS-
generated impressions were scored as clinically acceptable 
(scores 3–5), with 60% (43/72) scoring 4 or higher, and 28% 
(20/72) receiving a score of 5.

When the physicians reviewed their own reports, 89% 
(32/36) of the PEGASUS-generated impressions (LLM, 
own) were clinically acceptable, with a mean utility score 
of 4.08 (95% CI, 3.72, 4.42). This score was significantly 
(P < 0.001) lower than the mean utility score (4.75, 95% CI, 
4.58, 4.89) of the clinical impressions originally dictated 
by themselves (Orig., own). The discrepancy was primarily 
attributable to 3 quality dimensions: “factual correctness” 

BARTScore+PET

PEGASUSScore+PET

T5Score+PET

BARTScore

CHRF

Moverscore

BLEU

BERTScore

ROUGE-WE-1

UniEval

ROUGE-1

ROUGE-L

ROUGE-LSUM

METEOR

ROUGE-WE-3

RadGraph

ROUGE-2

PRISM

ROUGE-3

ROUGE-WE-2

S3-pyr
S3-resp
Stats-novel trigram

CIDEr
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SUPERT
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SummaQA
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Inter-reader correlation

Fig. 2   Spearman’s ρ correlations between different evaluation met-
rics and quality scores assigned by the first physician. The top row 
quantifies the inter-reader correlation. Notably, domain-adapted 
BARTScore (BARTScore + PET) and PEGASUSScore (PEGASUSS-
core + PET) demonstrate the highest correlations with physician pref-
erences
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(Clinical vs. PEGASUS: 2.97 vs. 2.58, P = 0.001), “inter-
pretive and technical jargon” (2.94 vs. 2.78, P = 0.034) and 
“recommendations” (3.00 vs. 2.69, P = 0.001).

When the physicians evaluated clinical impressions 
dictated by other physicians (Orig., other), the mean util-
ity score (4.03, 95% CI, 3.69, 4.33) was significantly lower 
than the score they assigned to their own impressions (Orig., 
own) (4.75, P < 0.001), indicating a strong preference for 
their individual reporting style. The primary quality dimen-
sions contributing to such difference included “additions” 
(Physician’s own impressions vs. Other physicians’ impres-
sions: 2.94 vs. 2.75, P = 0.039) and “clarity and organiza-
tion” (2.92 vs. 2.50, P < 0.001).

On average, the physicians considered the overall util-
ity of PEGASUS-generated impressions in their own style 
(LLM, own) to be comparable to the clinical impressions dic-
tated by other physicians (Orig., other) (mean utility score: 
4.08 vs. 4.03, P = 0.41).

Figure 5 presents four PEGASUS-generated impressions 
with overall utility scores ranging from 2 to 5. For each 
case, PEGASUS successfully identified the salient findings, 
offered interpretations, and provided recommendations. 
Notably, a majority of cases (60%, 43/72) were problem-free 
or had minor issues (i.e., scores 4 and 5), similar to cases 
1 and 2. Among the cases with low utility scores, the main 
problem was factual incorrectness, which manifested as mis-
interpretation of findings and inconsistent statements in the 

Performance

High

Low

the best model determined by the given evaluation metric in the X-axis.

the other models that are not significantly different ( >0.05) from the best model for the given evaluation metric.
:

:

Fig. 3   Performance of 12 language models evaluated by the met-
rics included in this study. The X-axis displays the metrics arranged 
in descending order of correlation with physician preferences, with 
higher correlations on the left and lower correlations on the right. For 
each evaluation metric, values underwent min–max normalization to 

allow comparison within a single plot. The actual metric values are 
referenced in Appendix 5. The star denotes the best model for each 
metric, and the circle denotes the other models that do not have statis-
tically significant difference (P > 0.05) with the best model
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Fig. 4   Expert evaluation consisting of an overall utility score and 6 
specific quality dimensions. “Orig, own”: original clinical impres-
sions from the physician’s own reports; “LLM, own”: PEGASUS-
generated impressions for the physician’s own reports; “Orig, other”: 
original clinical impressions from other physicians’ reports; “LLM, 
other”: PEGASUS-generated impressions for other physicians’ 
reports. The average score for each group is provided to highlight the 
differences
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impressions, as evidenced in case 4. Additionally, there were 
cases where the model could give overly definite diagnoses, 
as observed in case 3.

Additional Analysis

Deauville Score Prediction: Of the 4,000 test cases, 405 PET 
lymphoma reports contained DSs in the impression sections. 
Table 4 presents the DS classification results for all evalu-
ated models. PEGASUS achieved the highest 5-class accu-
racy (76.7%, 95% CI, 72.0%, 81.0%). Among decoder-only 
models, GPT2 demonstrated the best performance, with an 
accuracy of 71.3% (95% CI, 65.8%, 76.4%).

Encoding Physician-specific Styles:Fig.  6 shows the 
PEGASUS-generated impressions in two physicians’ styles: 
Physician 1 and Physician 2. Altering a single token in the 
input could lead to a drastic change in the output impressions. 
For each case, both impressions managed to capture the sali-
ent findings and delivered similar diagnoses, however, their 
length, level of detail, and phrasing generally reflected the 
respective physician’s style. This reveals the model’s ability 
to tailor the impressions to individual physicians.

External Testing: When PEGASUS was applied to 
the external test set, a significant drop (P < 0.001) was 
observed in the evaluation metrics, as shown in Table 5. 
Averaged across the reporting styles of Physicians 1, 2, 

and 3, BARTScore + PET in the external set was 15% 
worse than in the internal test set (internal vs. external: 
-1.47 vs. -1.69, P < 0.001). Similarly, ROUGE-L decreased 
by 29% in the external set (40.0 vs. 28.5, P < 0.001). Four 

Original clinical impressions PEGASUS-generated impressions Comments on PEGASUS-
generated impressions

1
Overall utility score = 5
[1] FDG PET/CT demonstrates short-term stability of the solitary nodule within the right 

upper lobe, which has only minimal associated FDG uptake, not elevated above mediastinal 

blood pool. Given the lack of significant FDG avidity, and the suggestion of macroscopic fat 

within the nodule on prior diagnostic chest CT, a benign lesion such as a pulmonary 

hamartoma is a consideration. Could consider short-term follow-up diagnostic CT chest in 3-6 

months to assess for interval change.

[2] No evidence of suspected FDG avid local nodal mediastinal/hilar or distant metastatic 

disease.

[3] Mildly lobulated nodular soft tissue in the subareolar right breast, without significant FDG 

avidity. Could correlate with prior mammography, if available. If not, screening 

mammography is recommended.

Overall utility score = 5
[1] FDG PET/CT demonstrates a 1.2 x 1.3 cm subpleural solid nodule within the 

anteroinferior right upper lobe with mild associated FDG uptake, which is nonspecific by PET 

criteria for an infectious/inflammatory process versus low-grade primary lung malignancy. 

Recommend correlation with prior and/or follow-up thoracic CT to assess for interval change 

in size.

[2] No evidence of FDG avid local nodal mediastinal/hilar or distant metastatic disease.

[3] Redemonstration of a mildly lobulated nodular area of soft tissue within the subareolar 

right breast, unchanged compared to [DATE]. This does not appear to have associated 

hypermetabolic activity.

Good impression by AI

2
Overall utility score = 5
[1] FDG PET/CT demonstrates interval resolution of multiple bilateral head/neck, thoracic, 

and abdominopelvic lymph nodes as well as resolved splenomegaly and intense splenic 

uptake consistent with complete metabolic response. Deauville 1.  

[2] No new sites of lymphomatous involvement.

Overall utility score = 4
[1] FDG PET/CT demonstrates interval resolution of previously noted hypermetabolic 

lymphadenopathy in the neck, chest, abdomen, and pelvis consistent with complete metabolic 

response (Deauville score 1). 

[2] Decreased homogeneous uptake in the thyroid, right thyroid lobe.

AI impression [2] mentions thyroid 

uptake which is less important.  It 

does not mention spleen resolution.

3
Overall utility score = 5
[1] Slight interval increase in size and FDG uptake of a mildly hypermetabolic subcutaneous 

soft tissue nodule in the left neck anterior to the sternocleidomastoid muscle which appears 

more rounded and discrete on the current exam when compared to most recent PET/CT from 

[DATE]. This finding possibly represents metastatic disease but not particularly avid. 

Recommend ultrasound-guided sampling for biopsy confirmation. 

[2] No abnormal FDG uptake to suggest FDG-avid locally recurrent or additional sites of 

metastatic disease.   

[3] Probable proteinaceous/hemmorhagic renal cysts. Recommend confirmation with 

ultrasound.

Overall utility score = 3
[1] Slight interval increase in size and FDG uptake of a mildly hypermetabolic subcutaneous 

soft tissue nodule within the left neck anterior to the sternocleidomastoid muscle at the level 

of the thyroid cartilage is favored to represent post therapeutic inflammation rather than 

recurrent disease. Recommend attention on follow-up.

[2] No evidence of FDG-avid local or distant metastatic disease.

AI impression [1] is too definitive 

for benign inflammation when there 

is still possibility of metastatic 

disease.

It does not mention kidney cysts 

which is not as important a finding 

to mention. 

4
Overall utility score = 5
[1] FDG PET/CT demonstrates intense FDG activity associated with the area of nodular soft 

tissue thickening at the posterior aspect of the left breast, highly suspicious for 

recurrent/residual malignancy. 

[2] Intense FDG avidity associated with the left axillary lymphadenopathy, which is overall 

unchanged in size and distribution compared to the recent [DATE] CT, also highly suspicious 

for persistent nodal metastatic disease. 

[3] No definite evidence of FDG avid osseous metastatic disease. Mild heterogeneous FDG 

activity, similar to normal bone marrow activity, corresponding to mottled sclerotic and lytic 

changes in the pelvis, lumbar spine and T8 vertebral body, most likely represents physiologic 

bone marrow activity at sites of previously treated osseous metastatic disease. 

Overall utility score = 2
[1] FDG PET/CT demonstrates intense FDG activity associated with the enlarging nodular 

soft tissue at the posterior aspect of the left breast glandular tissue, which appears to be 

enlarging on previous CT examinations. This finding is highly suspicious for recurrent 

malignancy. 

[2] Moderate-intense FDG avid left axillary lymphadenopathy, similar in size and distribution 

compared to recent chest CT from [DATE], compatible with nodal metastatic disease. 

[3] Heterogeneous mild to moderate FDG uptake associated with sclerotic and lytic osseous 

changes in the pelvis, left clavicle, and T8 vertebral body, with no definite correlative CT 

bone abnormality on our corresponding low-dose noncontrast CT. These findings are 

nonspecific but favored to represent posttreatment related inflammatory change rather than 

residual/recurrent disease. Recommend attention to these sites on follow-up imaging. 

[4] No evidence of FDG-avid distant metastatic disease in the chest, abdomen, or pelvis.

AI impressions [1] and [2] are well 

written. However, AI impression 

[3] assumes inflammatory change 

when uptake in bone marrow is 

typically just reactive/physiologic 

and not inflammatory. Importantly, 

AI impression [4] is incorrect: there 

is metastatic disease present as 

noted in AI impression [2].

Fig. 5   A side-by-side comparison of clinical impressions and 
PEGASUS-generated impressions (overall utility scores range from 2 
to 5). The last column presents comments from the physicians in our 
expert reader study. Sentences with similar semantic meanings in the 

original clinical impressions and the PEGASUS-generated impres-
sions are highlighted using identical colors. Protected health informa-
tion (PHI) has been anonymized and denoted with [X], where X may 
represent age or examination date

Table 4   Performance of 12 language models on Deauville score pre-
diction

Note that data are shown as mean [2.5th percentile, 97.5th percen-
tile]. “*” denotes the best model for each metric, and “†” denotes the 
other models that have no statistically significant difference (P > 0.05) 
with the best model

Models 5-Class Accuracy (%) Weighted Cohen’s κ

PGN 53.5 [46.9, 60.2] 0.528 [0.445, 0.605]
BERT2BERT 69.7 [64.9, 74.3] 0.762 [0.716, 0.805]
BART​ 75.3 [70.6, 79.7] † 0.806 [0.760, 0.846] †
BioBART​ 73.9 [69.7, 78.1] † 0.802 [0.761, 0.840] †
PEGASUS 76.7 [72.0, 81.0] * 0.811 [0.767, 0.852] †
T5 76.3 [72.0, 80.6] † 0.814 [0.772, 0.853] *
Clinical-T5 72.5 [67.7, 77.0] † 0.788 [0.745, 0.829] †
FLAN-T5 72.6 [68.0, 77.2] † 0.798 [0.757, 0.837] †
GPT2 71.3 [65.8, 76.4] 0.768 [0.715, 0.817] †
OPT 63.1 [57.7, 68.6] 0.718 [0.665, 0.767]
LLaMA-LoRA 62.9 [56.8, 68.7] 0.708 [0.647, 0.763]
Alpaca-LoRA 70.6 [64.9, 75.8] 0.754 [0.696, 0.805]
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sample cases from the external dataset are provided in 
Appendix 6.

Discussion

In this work, we trained 12 open-source language models on 
the task of PET impression generation. After benchmark-
ing various automatic evaluation metrics against physician 
preferences, we found that the fine-tuned PEGASUS model 
performed best. Our reader study revealed that the large 
majority of PEGASUS-generated impressions were rated as 
clinically acceptable. Moreover, we showed that LLMs were 
able to learn different reporting styles, and that personalizing 
impressions to the style of the reading physician had a con-
siderable impact on how they scored the clinical utility of the 
impression. When physicians assessed impressions generated 
in their own style, they considered these impressions to be 
of comparable overall utility to the impressions dictated by 
other physicians, but of lower quality to impressions that they 
had dictated themselves.

Past research on text summarization has introduced numer-
ous evaluation metrics for assessing the quality of AI-generated 
summaries. However, when these metrics were employed to 
evaluate PET impressions, the majority did not align closely 
with physician judgments. This observation is consistent with 
findings from other works that evaluated medical literature 
[35] or clinical note summarization [12]. In general, we found 
that model-based metrics slightly outperformed lexical-based 
metrics, although better evaluation metrics are needed.

Based on our comparison of 12 language models, we 
observed that the biomedical-domain pretrained LLMs did 
not outperform their base models. This could be attributed 
to two reasons. First, our large training set diminished the 
benefits of medical-domain adaptation. Second, the cor-
pora, such as MIMIC-III and PubMed, likely had limited 
PET related content, making pretraining less effective for 
our task. Additionally, we found that the large decoder-
only models showed inferior performance in summariz-
ing PET findings compared to the SOTA encoder-decoder 
models. It likely stems from their lack of an encoder mech-
anism that can distill the essence of input sequences.

Original clinical impression PEGASUS-generated impression in Physician 1’s style PEGASUS-generated impression in Physician 2’s style

1
Original clinical impression dictated by Physician 1:
[1] FDG PET/CT demonstrates an intensely FDG medial right upper lobe 

apical pulmonary nodule abutting the pleura, compatible with biopsy-

proven primary lung malignancy.   

[2] Mild to moderate focus of FDG activity in the posterior right lower lobe 

lobe corresponding to subtle soft tissue pleural thickening at the 8th/9th 

intercostal region on CT, suspicious for a metastatic pleural implant.  

[3] No evidence of other sites of FDG avid local nodal or distant metastatic 

disease.  

[4] Stable non-FDG left adrenal gland nodule dating to [DATE], most 

consistent with a benign myolipoma..

[1] FDG PET/CT demonstrates an intensely FDG avid 1.5 x 1.6 cm right 

upper lobe apical segment pulmonary nodule, consistent with biopsy-proven 

primary lung malignancy. 

[2] Mild to moderate FDG activity corresponding right lower lobe posterior 

pleural thickening at the 8th/9th intercostal region, suspicious for a pleural 

metastatic implant. 

[3] No evidence of other sites of suspected PET avid local nodal or distant 

metastatic disease. 

[4] Non-FDG avid 1.3 cm left adrenal nodule, with fat attenuation on 

noncontrast CT, which is indeterminate. Recommend adrenal protocol CT 

or MRI for further evaluation.

[1] Right upper lobe primary lung malignancy with suspected right lower 

lobe pleural metastasis.

[2] No evidence of nodal or distant metastases. 

[3] Indeterminate left adrenal nodule can be followed on future surveillance 

imaging.

2
Original clinical impression dictated by Physician 2:
Primary right upper lobe lung malignancy without evidence for nodal or 

distant metastases.

[1] FDG PET/CT demonstrates an intensely FDG avid right upper lobe 

mass consistent with biopsy-proven primary lung malignancy. 

[2] No evidence of other sites of abnormal FDG uptake to suggest 

locoregional or distant metastatic disease.

Right upper lobe primary lung malignancy without evidence of nodal or 

distant metastases.

Fig. 6   Examples of PEGASUS-generated impressions customized for 
the physician’s reporting style. The first column shows the original 
clinical impressions: the first example from Physician 1 and the sec-

ond from Physician 2. Subsequent columns present impressions gen-
erated in the style of Physician 1 and Physician 2, respectively

Table 5   Performance of PEGASUS in the external test set

Note that BARTScore and PEGASUSScore compute the log-probability of generating one text given another text, with a range of negative infin-
ity to 0. Other metrics, including ROUGE, BLEU and BERTScore, compute the F1 score of n-gram overlap or semantic similarity, ranging from 
0 to 1 (or 0 to 100% when converted to a percentage). A higher value (less negative or more positive) indicates better performance for all these 
metrics. Data are shown as mean [2.5th percentile, 97.5th percentile]

BARTScore
 + PET (↑)

PEGASUSScore
 + PET (↑)

ROUGE-1
(↑)

ROUGE-2
(↑)

ROUGE-L
(↑)

BLEU
(↑)

BERTScore
(↑)

Internal test -1.47
[-1.48, -1.46]

-1.44
[-1.45, -1.42]

53.8
[53.4, 54.2]

30.9
[30.5, 31.4]

40.0
[39.6, 40.5]

24.7
[24.2, 25.1]

0.747
[0.735, 0.739]

External test using Physician 1’s style -1.66
[-1.70, -1.62]

-1.72
[-1.77, -1.67]

38.6
[36.9, 40.2]

14.8
[13.5, 16.1]

26.2
[24.9, 27.6]

11.1
[9.9, 12.3]

0.671
[0.662, 0.679]

External test using Physician 2’s style -1.68
[-1.73, -1.63]

-1.67
[-1.72, -1.61]

38.5
[36.5, 40.5]

15.9
[14.1, 17.8]

29.2
[27.2, 31.3]

11.5
[9.8, 13.4]

0.679
[0.668, 0.691]

External test using Physician 3’s style -1.73
[-1.78, -1.68]

-1.75
[-1.81, -1.69]

42.2
[40.6, 43.8]

18.1
[16.5, 19.7]

30.0
[28.4, 31.8]

13.3
[11.8, 14.9]

0.688
[0.679, 0.697]
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In this study, we focused on open-source models instead 
of proprietary models like GPT4. This was due to data own-
ership concerns and the inability to fine-tune proprietary 
models for personalized impressions. Moreover, with open-
source LLMs, institutions can deploy their own solutions for 
impression generation in clinical workflows, and even share 
them (which would not be practical with current proprietary 
models). Recent works [7, 8] explored the capability of pro-
prietary LLMs in radiology report summarization using the 
in-context learning technique on the publicly available dataset. 
The question of whether this approach could surpass the full 
fine-tuning method for open-sourced LLMs and its suitability 
for clinical use remains to be answered. In the future, we will 
explore opportunities to work with large proprietary models 
in a closed and controllable environment to further investigate 
this question. Additionally, we did not compare our fine-tuned 
LLMs with commercial products for automatic impression 
generation. This was primarily due to the unavailability of such 
products in our institution. However, our findings highlight 
the importance of considering physicians’ reporting styles in 
impression generation. Therefore, commercial products should 
ideally be tailored to individual institutions, otherwise, in-
house solutions may offer some advantages.

While most PEGASUS-generated impressions were 
deemed clinically acceptable in expert evaluation, it is cru-
cial to understand what mistakes are commonly committed 
by the LLM. First, the main problem in model-generated 
impressions is factual inaccuracies, which manifest as mis-
interpretation of findings or contradictory statements. Sec-
ond, the diagnoses given by the LLM could sometimes be 
overly definite without considering differential diagnoses. 
Third, some recommendations for clinical follow-up were 
non-specific, failing to offer detailed guidance for patient 
management. It is worth mentioning that final diagnoses and 
recommendations are usually not included in the report find-
ings and must be inferred by the model. These observations 
underscore the need for review and appropriate editing by 
physicians before report finalization. Of note, LLM-based 
impression generation can be akin to preliminary impression 
drafts by radiology resident trainees provided for review by 
the radiology faculty in an academic training setting.

In this work, we personalized impressions to the styles of 
individual reading physicians. This allows the LLM to create 
impressions that are more likely to be adopted by the reading 
physician. It could be seen as antithetical to efforts that aim 
to standardize reporting. However, we find that physicians 
interpret reporting guidelines differently, and place differ-
ent levels of importance on different aspects of reporting. 
Therefore, in our goal of expediting clinical PET reporting, 
we focused on accommodating the preferences of reading 
physicians. We acknowledge that the idea of standardizing 
impressions is compelling as it might be beneficial to report 
recipients, including oncologists and patients. Our current 

method could allow for more consistent impressions by 
specifying a single reporting style for all physicians; how-
ever, whether impressions with a similar style could facili-
tate better patient care remains to be answered.

To evaluate the performance drop that might occur when 
models are shared with outside institutions, we performed 
an external testing and observed a moderate decrease in 
the evaluation metrics. A critical challenge in this external 
evaluation is the inability of our personalized LLM to auto-
matically adapt to the external physicians’ styles. Instead, 
a specific style from the internal dataset must be selected, 
which may be suboptimal. The differences in reporting 
styles between our internal and external physicians likely 
contributed to the observed performance decrease. How-
ever, we cannot exclude the possibility that other factors may 
also play a role, such as differences between the populations 
(pediatric vs. all ages, lymphoma vs. multiple diseases, etc.). 
The current results set a lower bound for external perfor-
mance, and we expect that fine-tuning, or style-matching, 
would further improve the effectiveness of our LLM. Future 
research will explore methods for efficiently adapting LLMs 
to new readers with limited data.

This study had several limitations. First, when fine-
tuning LLaMA and Alpaca, we only investigated a light-
weight domain adaptation method, LoRA, constrained 
by computational resources. Second, our current model 
generates impressions based solely on reporting find-
ings and patient information. However, the PET images 
themselves could be used to fact-check the generated 
impressions using vision-language modeling. Third, the 
number of reports assessed in our reader study was not 
large enough. Each physician reviewed only 24 reports 
due to the difficulty of the task. For most cases, scor-
ing impressions took 15–20 min per report. Considering 
practical limitations in physician time, we decided to 
have multiple readers so that more reports (N = 72) can 
be evaluated. Lastly, our training dataset was restricted 
to a single institution. Future work should be expanding 
our research to a multi-center study.

In conclusion, we systematically investigated the potential 
of LLMs to draft impressions for whole-body PET reports. 
Our reader study showed that the top-performing LLM, 
PEGASUS, produced clinically useful and personalized 
impressions for the majority of cases.

Appendix 1: Input Template to the Model

In the input template, “Description” denotes the categories 
of PET scans, with their frequencies provided in Fig. 7(a).  
“Radiologist” consists of a single token that encodes the  
reading physician’s identity. The list of these tokens as well  
as their frequencies are given in Fig. 7(b). 
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Appendix 2: Models for PET Report 
Summarization

Table 6 summarizes the training settings for each model. The 
last column includes links to the original implementations or 
the pretrained weights of the large language models (LLMs). 
For LLaMA and Alpaca, we chose the model with 7B param-
eters and used LoRA [29] to accelerate training and reduce 
memory usage. The hyperparameters of the LoRA module 
are listed as follows: the rank of the low-rank factorization 
is 8, the scaling factor for the rank is 16, the dropout rate 
is 0.05, the target modules for LoRA are projection layers 
in query (q_proj) and value (v_proj). The learning environ-
ment requires at least 2 NVIDIA A100 GPUs and the follow-
ing Python (3.8.8) libraries: PyTorch (1.13.1), transformer 
(4.30.0), fastAI (2.7.11), deepspeed (0.9.2).

Appendix 3: Benchmarking Evaluation Metrics

We investigated a broad spectrum of evaluation metrics, 
comprising 17 different methods.

	 1.	 ROUGE [33]: It measures the number of overlap-
ping textual units between generated and reference 
texts. ROUGE-N (N = 1,2,3) measures the overlap 
of N-grams, and ROUGE-L measures the overlap 
of longest common subsequence. ROUGE-LSUM 
extends ROUGE-L by computing the ROUGE-L for 
each sentence, and then summing them up.

	 2.	 BLEU [36]: It computes the precision of n-gram over-
lap (n ranges from 1 to 4) between generated and refer-
ence texts with a brevity penalty.

Description Counts

PET CT WHOLE BODY 34,655

PET CT BRAIN 1,424

PET MRI WHOLE BODY 649

PET CT MYOCARDIAL 407

PET MRI BRAIN 100

PET CT LIMITED AREA 91

PET MRI LIMITED AREA 29

PET CT CARDIAC 15

Tokens associated with 
dictating physicians

Counts

James 7184

Robert 4872

John 4827

Michael 4484

David 3096

William 2492

Richard 1828

Joseph 1231

Thomas 835

Tokens associated with 
dictating physicians

Counts

Andrew 275

Kenneth 258

Kevin 241

Brian 178

George 173

Timothy 157

Ronald 156

Edward 154

Jason 103

Tokens associated with 
dictating physicians

Counts

Charles 827

Christopher 677

Daniel 507

Matthew 460

Anthony 408

Mark 400

Donald 370

Steven 358

Paul 351

(a) (b)

Fig. 7   a shows the descriptions of examination categories in our internal dataset. b lists the reading physicians’ unique identifier tokens

Table 6   Training settings of language models investigated in this study

Note that “*” denotes the hyperparameters directly taken from the original paper. Total batch size = training batch size per device × number of 
GPU devices × gradient accumulation steps

Language models Number of train-
able parameters

Learning rate Total batch size Number 
of training 
epochs

Implementations and pretrained weighted

PGN 8.3 M 1e-3 * 25 * 30 * https://​github.​com/​yuhao​zhang/​summa​rize-​radio​logy-​findi​ngs
BERT2BERT 301.7 M 1e-4 32 15 https://​huggi​ngface.​co/​yikua​n8/​Clini​cal-​Longf​ormer
BART​ 406.3 M 5e-5 32 15 https://​huggi​ngface.​co/​faceb​ook/​bart-​large
BioBART​ 406.3 M 5e-5 32 15 https://​huggi​ngface.​co/​Ganji​nZero/​bioba​rt-​large
PEGASUS 568.7 M 2e-4 32 15 https://​huggi​ngface.​co/​google/​pegas​us-​large
T5 783.2 M 4e-4 32 15 https://​huggi​ngface.​co/​google/​t5-​v1_1-​large
Clinical-T5 737.7 M 4e-4 32 15 https://​huggi​ngface.​co/​luqh/​Clini​calT5-​large
FLAN-T5 783.2 M 4e-4 32 15 https://​huggi​ngface.​co/​google/​flan-​t5-​large
GPT2 1.5 B 5e-5 32 15 https://​huggi​ngface.​co/​gpt2-​xl
OPT 1.3 B 1e-4 32 15 https://​huggi​ngface.​co/​faceb​ook/​opt-1.​3b
LLaMA-LoRA 4.2 M 2e-4 128 20 available upon request
Alpaca-LoRA 4.2 M 2e-4 128 20 https://​huggi​ngface.​co/​tatsu-​lab/​alpaca-​7b-​wdiff

https://github.com/yuhaozhang/summarize-radiology-findings
https://huggingface.co/yikuan8/Clinical-Longformer
https://huggingface.co/facebook/bart-large
https://huggingface.co/GanjinZero/biobart-large
https://huggingface.co/google/pegasus-large
https://huggingface.co/google/t5-v1_1-large
https://huggingface.co/luqh/ClinicalT5-large
https://huggingface.co/google/flan-t5-large
https://huggingface.co/gpt2-xl
https://huggingface.co/facebook/opt-1.3b
https://huggingface.co/tatsu-lab/alpaca-7b-wdiff
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	 3.	 CHRF [37]: It computes the character-based n-gram 
overlap between the output sequence and the reference 
sequence. In this study, we set the n-gram length to 10.

	 4.	 METEOR [38]: It computes an alignment of the gen-
erated text and the reference text based on synonymy, 
stemming, and exact word matching.

	 5.	 CIDEr [39]: It computes the term frequency-inverse 
document frequency (TF-IDF) vectors for both human 
and machine-generated texts based on the n-gram (n 
ranges from 1 to 4) co-occurrence, and then measures 
the cosine similarity of the two vectors.

	 6.	 ROUGE-WE [40]: It is an extension of the ROUGE 
metric, designed to assess the semantic similarity 
between generated and reference texts using pretrained 
word embeddings.

	 7.	 BERTScore [34]: It evaluates the cosine similarity of 
contextual embeddings from BERT for each token in 
the output and reference sequences.

	 8.	 MoverScore [41]: Similar to BERTScore, it lever-
ages the power of BERT’s contextual embeddings to 
measure the semantic similarity between generated and 
reference texts. Instead of token-level cosine similar-
ity, MoverScore calculates the Earth Mover’s Distance 
between the embeddings of the two texts.

	 9.	 RadGraph [10]: It is a specialized evaluation metric 
tailored for radiology report summarization. Rad-
Graph works by initially extracting clinical entities 
and their relations from the model-generated impres-
sion and the original clinical impression. Leverag-
ing this data, it constructs knowledge graphs to com-
pare the content coverage and structural coherence 
between the two impressions.

	10.	 BARTScore [30]: It leverages a pretrained BART 
model to compute the log probability of generat-
ing one text conditioned on another text. In this 
study, BARTScore is the BART model finetuned 
on the CNN Daily Mail dataset. BARTScore + PET 
is the BART model finetuned on our internal 
PET report dataset. PEGASUSScore + PET is the 
PEGASUS model finetuned on our internal dataset. 
T5Score + PET is the FLAN-T5 model finetuned on 
our internal dataset.

	11.	 PRISM [42]: It is an evaluation metric used 
in multilingual machine translation. PRISM 
employs a sequence-to-sequence model to score 
the machine-generated output conditioned on the 
human reference.

	12.	 S3 [43]: It uses previously proposed evaluation met-
rics, including ROUGE and ROUGE-WE, as input 
features for a regression model to estimate the qual-
ity score of the generate text. S3-resp is based on 
a model trained with human annotations following 
the responsiveness scheme, while S3-pyr follows the 
pyramid scheme.

	13.	 UniEval [44]: It first constructs pseudo summaries 
by perturbing reference summaries, then defines 
evaluation dimensions using different prompt tem-
plates. The model is trained to differentiate pseudo 
data from reference data in a Boolean question-
answering framework. While UniEval evaluates 
coherence, consistency, fluency, and relevance, we 
only present the overall score which is the average 
of these 4 dimensions.

	14.	 SummaQA [45]: It creates questions from the 
source document by masking entities. The gener-
ated text is then evaluated by a question-answering 
BERT model, with results reported in terms of the 
F1 overlap score.

	15.	 BLANC [46]: It measures how well a generated sum-
mary can help improve the performance of a pretrained 
BERT model in understanding each sentence from the 
source document with masked tokens.

	16.	 SUPERT [47]: It creates pseudo-reference sum-
maries by extracting important sentences from the 
source document and then measures the seman-
tic similarity between the generated text and this 
pseudo reference.

	17.	 Stats (Data Statistics) [48]: (1) Stats-compression 
refers to the word ratio of the source document to its 
summary. A higher compression indicates a shorter 
summary. (2) Stats-coverage measures the propor-
tion of words in the generated text that also appear 
in the source document. Higher coverage implies 
that more words in the generated text are directly 
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from the source document. (3) Stats-density is the 
average length of the fragment (e.g., sentence in the 
source document) from which each summary word is 
extracted. A higher density suggests that more con-
tent from the source is being reused in the gener-
ated text. (4) Stats-novel trigram is the percentage 
of trigrams present in the summary but absent in the 
source document. A higher novel trigram score indi-
cates the inclusion of more new words or phrases in 
the generated text.

For the metrics that have precision, recall and F1, we 
only presented the F1 score, which is the harmonic mean 
of precision and recall. Metrics such as ROUGE, BLEU, 
CHRF, METEOR, CIDEr, ROUGE-WE, BERTScore, 
MoverScore, RadGraph, S3, BLANC, SUPERT and Sum-
maQA typically range from 0 to 1 (or 0 to 100% when 
converted to a percentage). A higher score, closer to 1 
(or 100%), indicates better similarity (n-gram overlap or 
semantic similarity) between the evaluated text and its 
reference.

BARTScore and PRISM compute the log-probability of 
generating one text given another text, with a range from 
negative infinity to 0. A higher (less negative) BARTScore 
(or PRISM) indicates a greater similarity, hence a better 
quality of the generated text.

UniEval computes the scores along four quality dimensions 
(coherence, consistency, fluency, and relevance). These scores 
range from 0 to 1, and a higher score means better quality. The 
overall score is the average of four quality scores.

The evaluation codes are partially adapted from [49] and 
made available on GitHub: https://​github.​com/​xtie97/​PET-​
Report-​Summa​rizat​ion/​tree/​main/​evalu​ation_​metri​cs.

Appendix 4: Correlation of Evaluation 
Metrics with the Second Physician’s Scores

Figure 8 presents the Spearman’s ρ correlation between 
evaluation metrics and quality scores assigned by the second 
physician (S.Y.C.)

Appendix 5: Model Performance

Figure 9 presents the performance evaluation of 12 language 
models across all 30 metrics (17 different methods) con-
sidered in this study. All numbers in this figure are actual 
metric values. In the first column, we sort the metrics in 
descending order of correlation with the first physician’s 
(M.S.) preference.

BARTScore+PET

PEGASUSScore+PET

UniEval

BARTScore

T5Score+PET

BERTScore

Moverscore

PRISMPRISM

S3-pyr

CHRF

METEOR

BLEUBLEU

S3-resp

ROUGE-L

ROUGE-2

ROUGE-WE-1

ROUGE-WE-2

ROUGE-1

ROUGE-LSUM

ROUGE-WE-3

ROUGE-3

RadGraph

Stats-density

CIDEr

Stats-novel trigram

BLANC

SUPERT

Stats-coverage

Stats-compression

SummaQA

Inter-reader correlation

Fig. 8   Spearman’s ρ correlations between different evaluation metrics and quality scores assigned by the second physician.

https://github.com/xtie97/PET-Report-Summarization/tree/main/evaluation_metrics
https://github.com/xtie97/PET-Report-Summarization/tree/main/evaluation_metrics
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PGN BERT2
BERT BART BioBART PEGASUS T5 Clinical-T5 FLAN-T5 GPT2 OPT LLaMA-

LoRA Alpaca-LoRA

BARTScore
+PET

-2.25  

[-2.26, -2.23]

-1.61  

[-1.63, -1.60]

-1.46 *
[-1.47, -1.44]

-1.46 †
[-1.47, -1.45]

-1.47 †
[-1.48, -1.46]

-1.53  

[-1.54, -1.51]

-1.54  

[-1.56, -1.53]

-1.54  

[-1.56, -1.53]

-2.04  

[-2.05, -2.03]

-2.07  

[-2.08, -2.05]

-2.27  

[-2.28, -2.25]

-2.24  

[-2.25, -2.22]

PEGASUSScore
+PET

-2.25 

[-2.27, -2.23]

-1.55  

[-1.56, -1.53]

-1.49  

[-1.50, -1.47]

-1.48 

[-1.49, -1.47]

-1.44 *
[-1.45, -1.42]

-1.46 

[-1.47, -1.45]

-1.50  

[-1.51, -1.48]

-1.48  

[-1.49, -1.46]

-2.26 

[-2.28, -2.24]

-2.27  

[-2.28, -2.25]

-2.48  

[-2.50, -2.46]

-2.46  

[-2.47, -2.44]

T5Score+PET -2.20  

[-2.22, -2.19]

-1.52  

[-1.53, -1.50]

-1.46  

[-1.47, -1.44]

-1.44  

[-1.46, -1.43]

-1.42 †
[-1.43, -1.40] 

-1.41 *
[-1.42, -1.39]

-1.45  

[-1.46, -1.43]

-1.42 †
[-1.44, -1.41]

-2.17  

[-2.19, -2.16]

-2.20  

[-2.21, -2.18] 

-2.38  

[-2.40, -2.36]

-2.36  

[-2.38, -2.34]

UniEval 0.34  

[0.34, 0.35]

0.72  

[0.71, 0.72]

0.76  

[0.75, 0.76]

0.76  

[0.76, 0.77]

0.78 *
[0.78, 0.78]

0.77  

[0.77, 0.78]

0.77  

[0.77, 0.77]

0.78  

[0.77, 0.78]

0.64  

[0.63, 0.64]

0.59  

[0.59, 0.60]

0.68  

[0.68, 0.69]
0.68  

[0.67, 0.68]

BARTScore -3.97  

[-3.99, -3.95]

-3.20  

[-3.22, -3.18]

-3.06 † 
[-3.08, -3.04]

-3.07 †
[-3.09, -3.05]

-3.05 *  
[-3.07, -3.03]

-3.07 †
[-3.09, -3.05]

-3.10  

[-3.12, -3.08]

-3.06 †
[-3.08, -3.04]

-3.81  

[-3.83, -3.80]

-3.82  

[-3.83, -3.80]

-3.93  

[-3.95, -3.92]

-3.93  

[-3.94, -3.91]

CHRF 25.3

[24.9, 25.6]

36.3  

[35.9, 36.7]

40.9  

[40.5, 41.3]

40.0  

[39.6, 40.4]

42.0 †
[41.6, 42.4]

41.1  

[40.7, 41.5]

41.1  

[40.7, 41.5]

42.2 * 
[41.8, 42.6]

29.2  

[28.9, 29.6]

31.6  

[31.3, 31.9]

25.7  

[25.4, 26.0]

26.0  

[25.7, 26.3]

Moverscore 0.565

[0.563, 0.568]

0.592

[0.590, 0.594]

0.601  

[0.599, 0.603]

0.602  

[0.600, 0.604]

0.607 †
[0.605, 0.608]

0.607 †
[0.605, 0.608]

0.605  

[0.604, 0.607]

0.607 * 
[0.606, 0.609]

0.575  

[0.574, 0.576]

0.576  

[0.575, 0.577]

0.570  

[0.569, 0.570]

0.572  

[0.571, 0.573]

BLEU 10.8  

[10.5, 11.1]

18.7  

[18.3, 19.1]

22.6  

[22.2, 23.1]

22.5 

[22.1, 22.9]

24.7 †
[24.2, 25.1]

24.1 

[23.7, 24.6]

23.9  

[23.5, 24.4]

24.7 * 
[24.3, 25.2]

11.4  

[11.1, 11.6]

11.7  

[11.4, 11.9]

9.3  

[9.1, 9.6]

9.6  

[9.4, 9.9]

BERTscore 0.673  

[0.735, 0.739]

0.723  

[0.735, 0.739]

0.735  

[0.735, 0.739]

0.737  

[0.735, 0.739]

0.744  

[0.735, 0.739]

0.747 *
[0.735, 0.739]

0.743  

[0.735, 0.739]

0.747 †
[0.735, 0.739]

0.685  

[0.735, 0.739]

0.683  

[0.735, 0.739]

0.673  

[0.735, 0.739]

0.677  

[0.735, 0.739]

ROUGE-
WE-1

38.9  

[38.4, 39.3]

49.2  

[48.8, 49.6]

52.5  

[52.0, 52.9]

52.3  

[51.9, 52.8]

54.4 †
[54.0, 54.8]

54.4 †
[54.0, 54.8]

54.0  

[53.6, 54.4]

54.8 *
[54.4, 55.2]

42.2  

[41.8, 42.5]

43.2  

[42.8, 43.5]

38.1  

[37.8, 38.4]

38.9  

[38.6, 39.3]

ROUGE-1 37.8  

[37.4, 38.2]

48.4  

[48.0, 48.7]

51.9  

[51.5, 52.4]

51.8  

[51.3, 52.2]

53.8 †
[53.4, 54.2]

53.7 †
[53.3, 54.1]

53.2  

[52.8, 53.6]

54.1 *
[53.7, 54.5]

41.6  

[41.3, 42.0]

42.6  

[42.2, 42.9]

38.4  

[38.1, 38.8]

39.2  

[38.8, 39.6]

ROUGE-L 28.7  

[28.3, 29.1]

35.9  

[35.5, 36.4]

38.6  

[38.1, 39.1]

38.9  

[38.4, 39.4]

40.0 †
[39.6, 40.5]

40.3 *  
[39.9, 40.8]

39.4  

[39.0, 39.9]

40.2 †
[39.7, 40.7]

28.7  

[28.4, 29.1]

28.3  

[27.9, 28.7]

27.2  

[26.9, 27.6]

28.0  

[27.6, 28.3]

ROUGE-LSUM 35.4  

[34.9, 35.8]

45.1  

[44.7, 45.5]

48.7  

[48.2, 49.1]

48.6  

[48.2, 49.1]

50.5 †
[50.0, 50.9]

50.4 †
[49.9, 50.8]

49.8 

[49.4, 50.2]

50.8 * 
[50.4, 51.2]

38.3  

[38.0, 38.7]

39.2  

[38.9, 39.6]

35.4  

[35.0, 35.7]

36.0  

[35.7, 36.4]

ROUGE-WE-2 25.6  

[25.2, 26.0]

35.6  

[35.2, 36.0]

38.8  

[38.4, 39.3]

38.6  

[38.1, 39.0]

40.3 †
[39.8, 40.7]

40.2 †
[39.8, 40.7]

39.9  

[39.4, 40.3]

40.7 *
[40.2, 41.1]

26.8  

[26.4, 27.1]

27.6  

[27.2, 27.9]

22.7  

[22.4, 23.0]

23.5  

[23.2, 23.9]

METEOR 0.180  

[0.177, 0.182]

0.232  

[0.229, 0.235]

0.267  

[0.264, 0.270]

0.262  

[0.259, 0.265]

0.276 *  
[0.273, 0.279]

0.272 

[0.269, 0.275]

0.272 

[0.269, 0.275]

0.279 †
[0.276, 0.281]

0.195  

[0.192, 0.197]

0.213  

[0.211, 0.215]

0.169  

[0.167, 0.171]

0.172  

[0.170, 0.174]

ROUGE-
WE-3

26.5  

[26.1, 26.9]

37.2  

[36.8, 37.7]

40.8  

[40.3, 41.3]

40.5  

[40.0, 41.0]

42.3 †
[41.8, 42.7]

42.1 †
[41.6, 42.5]

41.6  

[41.1, 42.0]

42.5 *
[42.0, 43.0]

28.3  

[27.9, 28.7]

29.4  

[29.1, 29.8]

22.9  

[22.5, 23.2]

24.0  

[23.6, 24.4]

RadGraph 0.225  

[0.221, 0.230]

0.348 

[0.343, 0.352]

0.381  

[0.376, 0.386]

0.383  

[0.378, 0.388]

0.395 †
[0.390, 0.400]

0.388  

[0.383, 0.393]

0.393 †
[0.388, 0.398]

0.397 *
[0.392, 0.402]

0.221  

[0.217, 0.225]

0.235  

[0.232, 0.239]

0.177  

[0.174, 0.180]

0.190 

[0.186, 0.193]

ROUGE-2 17.9  

[17.5, 18.3]

26.3  

[25.9, 26.8]

29.6  

[29.1, 30.0]

29.4  

[29.0, 29.9]

30.9 *  
[30.5, 31.4]

30.7 †
[30.2, 31.1]

30.1 

[29.6, 30.5]

30.9 †
[30.4, 31.4]

15.9  

[15.6, 16.2]

16.1  

[15.8, 16.4]

13.4  

[13.1, 13.6]

13.9  

[13.6, 14.2]

PRISM -3.96  

[-3.98, -3.94]

-3.40  

[-3.42, -3.37]

-3.34  

[-3.37, -3.32]

-3.29

[-3.32, -3.27]

-3.26 †
[-3.28, -3.24]

-3.24 * 
[-3.26, -3.22]

-3.29 

[-3.31, -3.26]

-3.26 †
[-3.28, -3.24]

-3.99  

[-4.01, -3.97]

-4.02 

[-4.05, -4.00]

-4.07  

[-4.09, -4.05]

-4.07 

[-4.09, -4.05]

ROUGE-3 10.3  

[10.0, 10.7]

16.5  

[16.1, 17.0]

19.3  

[18.9, 19.8]

19.4  

[18.9, 19.8]

20.5 *
[20.1, 21.0]

20.2 †
[19.7, 20.6]

19.7  

[19.3, 20.2]

20.4 †
[19.9, 20.8]

6.8  

[6.5, 7.1]

6.7  

[6.5, 7.0]

5.2  

[5.0, 5.4]

5.5  

[5.3, 5.7]

-pyr 0.37  

[0.37, 0.38]

0.58  

[0.57, 0.58]

0.70 †
[0.69, 0.71]

0.66  

[0.65, 0.67]

0.70 †
[0.69, 0.71]

0.68  

[0.67, 0.69]

0.68  

[0.67, 0.69]

0.71 * 
[0.70, 0.71]

0.44 

[0.43, 0.45]

0.52  

[0.51, 0.52]

0.36 

[0.35, 0.36]

0.37  

[0.36, 0.37]

-resp 0.51  

[0.50, 0.52]

0.67 

[0.67, 0.68]

0.78 †
[0.77, 0.79]

0.75  

[0.74, 0.76]

0.78 †
[0.77, 0.79]

0.77  

[0.76, 0.77]

0.76  

[0.76, 0.77]

0.79 *
[0.78, 0.79]

0.53 

[0.53, 0.54]

0.58 

[0.58, 0.59]

0.48 

[0.47, 0.48]

0.49  

[0.48, 0.49]

Stats-novel 
trigram

0.85 

[0.84, 0.85]

0.76  

[0.76, 0.77]

0.68  

[0.68, 0.69]

0.69  

[0.68, 0.69]

0.62  

[0.61, 0.62]

0.68  

[0.68, 0.69]

0.65  

[0.64, 0.65]

0.65  

[0.65, 0.66]

0.98  

[0.98, 0.98]

0.99 †
[0.99, 0.99]

0.99 *
[0.99, 0.99]

0.99 †
[0.99, 0.99]

Stats-density 1.89

[1.85, 1.92]

2.98  

[2.92, 3.04]

5.43  

[5.27, 5.59]

5.49  

[5.32, 5.66]

6.51 *  
[6.34, 6.68]

4.64  

[4.53, 4.76]

5.45  

[5.31, 5.58]

5.47 

[5.33, 5.61]

0.87  

[0.86, 0.88]

0.85 

[0.85, 0.86]

0.77 

[0.77, 0.78]

0.78  

[0.77, 0.79]

CIDEr 0.179  

[0.159, 0.199]

0.445  

[0.411, 0.479]

0.556  

[0.517, 0.594]

0.546  

[0.507, 0.584]

0.637 * 
[0.597, 0.677]

0.599 †
[0.560, 0.639]

0.600 †
[0.561, 0.640]

0.631 †
[0.591, 0.671]

0.184  

[0.166, 0.202]

0.203  

[0.182, 0.224]

0.125  

[0.113, 0.137]

0.152  

[0.136, 0.167]

BLANC 0.049  

[0.047, 0.051]

0.089  

[0.086, 0.091]

0.122  

[0.119, 0.124]

0.113  

[0.111, 0.116]

0.131 * 
[0.128, 0.134]

0.114  

[0.112, 0.117]

0.126  

[0.123, 0.128]

0.126  

[0.123, 0.129]

0.053 

[0.051, 0.054]

0.061  

[0.059, 0.063]

0.045  

[0.043, 0.047]

0.044  

[0.042, 0.046] 

Stats-
compression

8.36 *
[8.20, 8.52]

6.16  

[6.04, 6.28]

5.31  

[5.18, 5.44]

5.51  

[5.40, 5.62]

5.49  

[5.37, 5.61]

5.78  

[5.66, 5.90]

5.52  

[5.41, 5.63]

5.50  

[5.37, 5.63]

6.17 

[6.02, 6.32]

4.92  

[4.78, 5.05]

7.16  

[7.00, 7.32]

7.23  

[7.08, 7.39]

SUPERT 0.511 

[0.509, 0.514]

0.536  

[0.533, 0.539]

0.551  

[0.548, 0.554]

0.548  

[0.545, 0.551]

0.557 * 
[0.554, 0.560]

0.550  

[0.547, 0.553]

0.554 †
[0.551, 0.557]

0.553  

[0.551, 0.556]

0.512  

[0.510, 0.514]

0.521  

[0.519, 0.523]

0.506 

[0.504, 0.509]

0.504  

[0.502, 0.506]

Stats-coverage 0.62  

[0.62, 0.63]

0.66  

[0.66, 0.66]

0.70  

[0.69, 0.70]

0.69  

[0.69, 0.70]

0.72 *
[0.72, 0.72]

0.70  

[0.69, 0.70]

0.71  

[0.71, 0.72]

0.71  

[0.71, 0.72]

0.56 

[0.56, 0.56]

0.57 

[0.56, 0.57]

0.54 

[0.54, 0.54]

0.54 

[0.53, 0.54]

SummaQA 0.063 

[0.055, 0.071]

0.089  

[0.079, 0.099]

0.168 †
[0.151, 0.184]

0.156  

[0.141, 0.172]

0.180 * 
[0.164, 0.196]

0.129  

[0.117, 0.142]

0.168 †
[0.150, 0.187]

0.166 †
[0.151, 0.181]

0.055  

[0.048, 0.062]

0.052  

[0.044, 0.060]

0.043  

[0.036, 0.050]

0.038  

[0.033, 0.044]

Fig. 9   Assessment of 12 language models using all evaluation metrics included in this study. Displayed numbers are actual metric values, and 
the 95% confidence intervals were determined via bootstrap resampling.
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