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ABSTRACT

In this era of rapidly advancing technology, artificial intelligence (AI) has emerged as a trans-
formative force, even being called the Fourth Industrial Revolution, along with gene editing and 
robotics. While it has undoubtedly become an increasingly important part of our daily lives, it 
must be recognized that it is not an additional tool, but rather a complex concept that poses a 
variety of challenges. AI, with considerable potential, has found its place in both medical care 
and clinical research. Within the vast field of pediatrics, it stands out as a particularly promising 
advancement. As pediatricians, we are indeed witnessing the impactful integration of AI-based 
applications into our daily clinical practice and research efforts. These tools are being used 
for simple to more complex tasks such as diagnosing clinically challenging conditions, pre-
dicting disease outcomes, creating treatment plans, educating both patients and healthcare 
professionals, and generating accurate medical records or scientific papers. In conclusion, the 
multifaceted applications of AI in pediatrics will increase efficiency and improve the quality 
of healthcare and research. However, there are certain risks and threats accompanying this 
advancement including the biases that may contribute to health disparities and, inaccuracies. 
Therefore, it is crucial to recognize and address the technical, ethical, and legal challenges as 
well as explore the benefits in both clinical and research fields.
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INTRODUCTION

The role of computers and medical informatics in healthcare has been a subject of discus-
sion for decades.1 In this rapidly advancing era, artificial intelligence (AI) has emerged as a 
revolutionary force, even defined as the Fourth Industrial Revolution along with gene editing 
and robotics.2 Rather than being an ordinary additional tool, it is a complex broad concept 
that has the potential to reshape the structure and establishment of modern medicine and 
drastically empower both pediatricians and patients/parents while bringing some signifi-
cant clinical, technical, ethical, and legal challenges as expected from any advancement.3,4

AI-based systems have the capacity to perform tasks that would typically require human 
intelligence such as understanding language, learning, self-training, decision-making, 
and problem-solving. With these capabilities, theoretically, AI tools can analyze enormous 
amounts of written, visual, or auditory datasets and train themselves. They can be employed 
to diagnose and evaluate clinically challenging presentations, predict outcomes and prog-
noses, create management plans according to the most up-to-date knowledge, educate 
patients and medical professionals, and produce accurate medical records or even scientific 
papers.5 The potential of AI-based tools is particularly thrilling given the mounting pressures 
on healthcare systems and clinicians due to increasing demand, complexity of cases, and 
limited resources. These tools have the potential to reduce the need for a larger workforce 
and enhance productivity and efficiency in childcare. However, AI-based applications go 
together with significant risk factors regarding the quality, completeness, and adequacy of 
the data; safety and security; and most importantly responsibility attribution and governance 
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of the automated technology. To move further beyond theory 
and implement these tools in real-life practice, risks and chal-
lenges associated with AI must be considered and studied 
extensively. Rather than being an object of AI, medicine itself 
should be the subject and use AI-based technologies according 
to its own principles, rules, and regulations.6

This review is written in this scope, serving as an introduction 
for pediatricians to the vast subject analyzing the current state 
of the art of its applications to clinical practice and research 
in pediatrics. The first section briefly introduces the concept 
of AI to clinicians, highlighting its history and subset defini-
tions. The subsequent section emphasizes the importance of 
data, analysis, and prediction in pediatrics and the role of AI 
in this process. The third part of the article provides a con-
clusion, focusing on large language models and their role as 
a bridge between humans and AI, as well as exploring their 
clinical application.

BACK TO BASICS—WHAT IS AI?

Commonly, artificial intelligence (AI) is defined as a set of 
approaches that can perform tasks that typically require human 
intelligence such as information perception, language recogni-
tion, decision-making, task creation, and problem-solving.7 It is 
a rapidly improving field of computer science and its products 
and effects have already reclaimed their places in other vari-
ous fields and sectors such as economics, education, energy, 
and manufacturing. Currently, AI comprises different types of 
models and approaches that are intertwined with each other 
and might be confusing. Essential definitions regarding this 
area are given in the Glossary box (Supplementary Table 1) and 
different models are summarized in Figure 1.

To be able to comprehend the current state-of-the-art AI 
applications and their capabilities (i.e., their mechanism of 

action) looking back to its history and development is impor-
tant. The term “artificial intelligence” was coined by John 
McCarthy in 1956.8 In the beginning, researchers’ focus was on 
developing systems that could implement “symbolic reason-
ing” in which expert-coded strict rules were used to address a 
defined, circumscribed problem. In these expert systems, rules 
(such as treatment algorithms, and tax laws) were coded into 
the program, and upon answering a set of questions by users, 
the software could provide a result or an answer using “if-then” 
statements.9

A set of examples of this “good old fashion AI” in medicine are 
the MYCIN system which was designed to advise the proper 
antibiotic treatment for infections based on user-entered 
patient information; the CASNET network applied for glau-
coma management; and INTERNIST-I, a general consultation 
system where multiple diagnoses could be achieved according 
to clinician entered information.10-12 Although these applications 
drew significant attention at the time, they failed to achieve 
widespread adaptation. The major disadvantage was that 
they were labor-intensive as they needed a team of experts to 
manually enter a long, up-to-date list of rules and information. 
Furthermore, to establish and sustain this system effectively, it 
was vital that the rules and information that had been input-
ted into it were known and remained stable. This challenge is 
notably pronounced in the field of medicine, where data and 
knowledge undergo significant and rapid transformations on a 
daily basis.13,14 Hence, during the 1980s and 1990s, AI research 
shifted toward machine learning (ML) and neural networks to 
allow a machine to learn from data.15,16 The increasing predom-
inance of ML methods in AI today has led to 2 terms being used 
interchangeably.

Machine learning is a subset of AI that has the capability to 
adapt and learn repetitively by applying statistical models to 

Figure 1. Hierarchy and interaction between main AI-based applications and methods. As explained before, expert systems are examples of hand-
designed programs. Moving into the future, machine learning applications that enable machines to learn by themselves without minimum intervention 
have become more common in use. Deep learning, a subset of machine learning, uses artificial neural networks (ANNs) resembling the connections of 
neurons in the human brain to process the input in multiple layers and extract progressively higher features from it. It implements a higher learning 
function in AI-based systems. Created with BioRender.com.
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identify patterns in each dataset to draw a conclusion. Although 
ML models can be categorized into different classes based on 
their learning approaches, definitions and details of these are 
out of the scope of this review.17 It is sufficient to know that the 
primary objective of ML applications is to build a mathemati-
cal mapping from an input to reach an output (Figure 1). For 
this mapping, different methods labeled as “algorithms” are 
used.18 In particular, artificial neural networks (ANN) represent 
a powerful class of algorithms within ML, inspired by the struc-
ture and functioning of the human brain. These networks, com-
posed of interconnected nodes resembling neurons, enable 
the modeling of complex, uncovered relationships in data 
and are important aspects of deep learning (DL) models. With 
implemented ANN structures, DL represents a higher func-
tional capacity for more complex tasks as a subset of ML due 
to its neural layers. Until now, DL algorithms have been used in 
different tasks such as drug interaction prediction, malignancy 
type analysis, classification of radiological images, and strati-
fication of patients.19-21 The hierarchy of AI, ML, and DL is shown 
in Figure 1 adapted for a better visualization.22

Natural language processing (NLP) is another intriguing and 
effective subfield of AI that focuses on the interaction between 
computational systems and humans through natural language 
processes.23 It can be considered as a bridge of communica-
tion between humans and machines. A pivotal development in 
the field of NLP has been the development of large language 
models (LLMs). LLMs are AI systems that are trained using bil-
lions of words derived from different sources. They typically 
use neural network architectures to represent complicated 
associative relationships between words in the text-based 
training dataset.24 They possess broad applications including 
text generation, translation, content summary, rewriting, clas-
sification, categorization, and even sentiment analysis.15 The 2 
cardinal features of LLMs are their ability to learn useful pat-
terns in large amounts of unlabeled data via self-supervision 
and their capacity to be fine-tuned via the user’s prompts 
(instructions) to generate responses aligned with the user’s 
expectations.25 Beyond these, some LLMs’ training involves 
“reinforcement learning from human feedback” meaning that 
these systems also learn from direct human interaction and 
responses to tune themselves better. Interaction between the 
user and the programs occurs through a set of prompts and 
outputs. Prompts are instructions and the basic knowledge 
that the user gives to the system, after which the system pro-
duces a response/output. With these features, one can com-
municate with machines in a human-like manner in a chosen 
context, in a chosen manner for a chosen subject. Well-known 
examples of generalized (i.e., not specifically trained for medi-
cal use) LLMs are Google’s Bard®, OpenAI’s ChatGPT®, and 
Meta’s LLaMA®.

CRACKING THE CODE—PREDICTIVE MODELING 
AND MACHINE LEARNING

The development of data science and the application of sta-
tistics to medicine has been one of the crucial developments 
of the last century since these approaches are fundamental 
for the assimilation of prediction and precision to daily clinical 
practice.26 However, the ways we use to analyze the data and 
produce the evidence are gradually evolving and expanding 

at a rate that the human mind finds impossible to process.27 
In pediatrics and adolescent medicine, the use of ML applica-
tions has increased drastically in the previous decades. The 
first example of a computational system being used in pedi-
atrics was from 1984, when researchers applied a rule-based 
medical diagnosis system (explained above) called SHELP, 
to diagnose inborn errors of metabolism.28 Following this, 
research on ML and pediatrics has focused on more advanced 
algorithms such as deep learning, natural language process-
ing, and regression analysis. Notably, data sources for these 
studies encompass electronic healthcare records (EHR), infor-
mation obtained from various investigations, and omics data 
(including genomic, proteomic, and metabolomic data).27 Due 
to their characteristics, datasets gained through these sources 
are categorized as Big Data. As per definition, “big data” is a 
high volume, high velocity, and high variety information asset 
that demands sustainable innovative forms of information pro-
cessing for better insight and decision making.29 For a dataset 
to be classified as big data, there is no specified amount limit 
but rather it is the massive complexity of data that demands 
advanced technologies like ML and DL to analyze it, making 
them “big data.”27,30

While a multitude of studies delve into these areas, it is more 
viable to focus on some specific studies that do not only elu-
cidate the duality of AI but also provide insights into factors 
crucial for the effective and secure implementation of these 
technologies.

Diagnosis and Predictive Risk Analysis
In a recent study, researchers developed an AI-based NLP 
model that can process free text from physicians’ notes in the 
EHR to accurately predict the primary diagnosis in the pedi-
atric population. The prepared model had been trained using 
101.6 million data points, gathered from approximately 1.4 mil-
lion pediatric patient encounters in a single tertiary children’s 
hospital. After training, logistic regression classifiers were used 
to establish a hierarchical diagnostic system in the model.31 
Upon evaluation across a spectrum of clinical scenarios, the 
model demonstrated robust performance, proving its efficacy 
not only in diagnosing mild and prevalent conditions such as 
acute sinusitis but also in accurately identifying more criti-
cal diagnoses, including meningitis, encephalitis, and asthma 
exacerbation. Notably, in a comparative analysis assessing the 
model against 5 distinct physician cohorts, stratified based on 
their varying levels of expertise and experience, the AI model 
convincingly outperformed junior pediatricians.

This study was among others to show that AI-based systems 
that encompass advanced algorithms can be trained with EHR 
for predictive analysis. Another important example of these 
comes from neonatal intensive care units (NICU) and data 
produced from observational records. It was estimated that 
a well-functioning NICU generates approximately 1 terabyte 
of data per bed per year.30,32 Hence, numerous studies have 
been conducted to implement ML algorithms to detect the risks 
and/or outcomes of specific neonatal entities.29,33 In one study 
where artificial neural networks were used to predict diag-
nostic risk for neonatal sepsis, the implemented model out-
performed physicians and traditional models in place for the 
diagnosis of sepsis, with a sensitivity and specificity of 93% and 
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80% respectively.34 In another one, authors described an ANN 
architecture to generate a personalized necrotizing entero-
colitis risk score incorporating different risk factors including 
intestinal microbiota of the patients. In this study, the authors 
were successful in detecting NEC development 8 days prior to 
clinical onset of the disease with a sensitivity and specificity of 
86% and 90% respectively.35 Different models have been also 
applied to diagnose other important reasons of morbidity and 
mortality such as retinopathy of prematurity and bronchopul-
monary dysplasia which showed promising results.36,37

Notably, EHRs are not the only data source that an AI system can 
be trained with. Visual data also plays a crucial role in training 
AI-based systems within the realm of medicine, enabling the 
development of advanced diagnostic and analytical tools. By 
leveraging vast datasets of medical images such as x-rays, 
MRI scans, histopathology slides, and even facial photographs, 
AI algorithms can be trained to recognize patterns, anomalies, 
and subtle nuances that might elude the human eye. In pediat-
ric radiology, deep learning methods have been used vastly for 
a long time to identify and grade a range of conditions includ-
ing rickets, colitis, hydronephrosis, respiratory infections, and 
intracranial pathologies.38-40 Besides these, AI-based mod-
els that were developed for the analysis of histopathological 
slides and medical imaging systems achieved high sensitivity 
and specificity across different malignancies including acute 
lymphoid leukemia and central nervous system tumors.41,42 An 
important example of the use of visual data comes also from 
a multinational study where the researchers used deep neural 
network structures to screen the facial phenotypes of children 
with suspected genetic syndromes.43 In this study, facial pho-
tographs of children with confirmed genetic syndromes were 
used to train the system, and the model was evaluated on a 
patient and healthy control group that included 2800 children. 
According to their findings, the developed model achieved 88% 
accuracy for the detection of genetic syndromes, with a sen-
sitivity and specificity of 90% and 86% respectively, accuracy 
being higher in the White population.

As stated, and exemplified, the implementation of AI-based 
systems, especially the ones that incorporate advanced meth-
ods, has been studied vastly for diagnosis and prediction analy-
sis in a wide range of conditions, including ones as simple as 
acute respiratory tract infections and more complex diagnoses; 
encountered in different pediatric sub-specialties. In emergency 
departments, these systems can be used to assist triage proce-
dures, predict diagnosis, and prioritize patients who need urgent 
medical attention. This can speed up the workflow, reduce the 
burden and cost of triage, reduce patient waiting times and, 
most importantly, help clinicians manage their time, effort, and 
limited resources. In outpatient clinics, AI tools can be used to 
diagnose patients with complex or rare conditions to avoid 
under- or overdiagnosis. In inpatient settings and intensive care 
units, they can be used to provide a more careful, targeted, and 
allocated approach to critically ill patients to improve survival.

Beyond Diagnosis and Prediction
Moving beyond diagnosis, AI and machine learning applica-
tions might have profound contributions to the advancement 
of precision medicine and the facilitation of clinical trials in 
pediatric healthcare. “Big data” in pediatric research does not 

only come from observations and collections from daily clinical 
practice but also from translational research that delves into 
the world of “omics.”44 In the human body, there are thousands 
of proteins, protein-coding genes, mRNAs, miRNAs, and other 
bio-entities whose analysis with computational and laboratory 
methods form genomic, epigenomic, proteomic, transcrip-
tomic, and metabolomic studies.45 While traditional methods 
of imaging, pathologic and genetic tests allow pediatricians to 
diagnose and manage patients, for us to be able to exert preci-
sion medicine principles and draw a personalized phenotype, 
omics studies are crucial. In pediatric medicine, omics studies 
can be particularly valuable for identifying genetic predisposi-
tions to certain diseases, predicting disease progression, and 
selecting the most effective and least harmful treatment options 
for young patients. Furthermore, integrating omics data with 
clinical information can aid in the identification of biomarkers 
that can be used for early detection, prognosis, and monitoring 
of pediatric diseases. This comprehensive approach not only 
enhances diagnostic accuracy but also facilitates the devel-
opment of targeted interventions that consider an individual’s 
unique genetic and molecular profile, ultimately leading to 
more effective and tailored healthcare for pediatric patients.46 
However, when examining a singular kind of omics data, the 
scope is largely restricted to the detection of variances, or at 
most, correlations between 1 or 2 forms of biological entities. 
This limitation confines the results to reactive processes rather 
than causal occurrences.47 Thus, interconnectivity and interde-
pendence of various bio-entities demand a holistic approach 
utilizing a far more exhaustive and comprehensive application 
and integration of multi-omics data. Because of this charac-
teristic of the omics, in the biological context, they can be also 
classified as “big data.”45,48

As happens with big data in healthcare, the integration of 
advanced AI algorithms holds great promise for pediatricians 
and researchers. These innovations allow for a more person-
alized strategy and development of novel drugs, prognostic 
markers, and therapies. This approach can help physicians 
manage their patients, especially in subspecialties where phy-
sicians deal with entities with complex underlying mechanisms, 
such as malignancies, autoimmune diseases, neurodevelop-
mental pathologies, and genetic syndromes.27,49 For example, in 
a remarkable study, researchers developed a multi-omics late 
integration (MOLI) method based on deep neural networks. 
This model used genomic data as input to predict the response 
of specific cancer types to certain oncological therapies. In the 
developed model, they achieved a high accuracy in predict-
ing the response of certain malignancies to selective targeted 
therapies.50

In the research context, another area of interest for AI-based 
models is their applications to clinical trial processes. From 
expediting patient recruitment and selection through data-
driven patient matching algorithms to enhancing the accu-
racy of participant monitoring and adverse event detection, 
AI can streamline the often demanding and time-consuming 
trial phases. Moreover, AI-driven predictive analytics and real-
time data analysis might offer valuable insights for optimizing 
trial design, leading to more efficient protocols and improved 
decision-making. Its ability to decipher complex patterns 
within clinical data sets also can contribute to the identification 
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of potential biomarkers, aiding in the stratification of patient 
cohorts and facilitating personalized treatment approaches.51 
As the adaptation of AI-based tools into clinical research and 
daily practice increases, some guidelines have already been 
published regarding their use and reports of use in the research 
context.52,53

Considerations and Pitfalls
It is beyond doubt that, even just with their capability to ana-
lyze and summarize EHRs and vast amounts of clinical data, 
these systems will bring an enormous reduction in workflow 
and a drastic improvement in patient care and health system 
performance. However, the examples presented so far merely 
scratch the surface. Our focus has been on studies employ-
ing the most effective AI models, yielding the most promising 
outcomes but many of these studies were centered on specific 
contexts. Throughout the globe, different regulatory authorities 
use highly detailed and restrictive guidelines for the develop-
ment of medical devices or novel drugs and their implementa-
tion into routine clinical practice. For both, before development 
and after implementation, continuous surveillance is required 
to be sure about their feasibility, efficiency, and safety.54 AI 
solutions for healthcare differ from drugs or medical devices 
in that they are designed to affect human decision-making.55 
It is as important as to perform the same criticized approach. 
It is crucial to recognize that the very features that make AI a 
potent tool also expose it to limitations and constraints.56 From 
this perspective, one must delve into the intricacies of AI includ-
ing the significance of data quality, the used model, transpar-
ency and fairness of the system, governance of its outcomes, 
and multidisciplinary approach to its implementation, each 
within its own context.57

As most of the AI systems are built on secondary data sources, 
it is important to realize that what has been put in, defines what 
comes out.57 In the scope of the data used to train the AI model, 
the scale of the data, its generalizability, and completeness are 
important factors. Machine learning systems are as good as 
the data they are trained with. It has been shown that as the 
amount and quality of the data increase, the output and per-
formance of the system increase as well.58,59 High-resolution, 
large datasets are ideal for ML applications. The importance 
of the scale of the dataset can be seen in studies and AI-based 
models where an extremely vast amount of data has been used 
to train the model, such as ChatGPT where billions of data were 
used, and in the study done by Liang et al31 where more than 
100 million data points were used and achieved a remarkable 
outcome. However, as children account for a limited propor-
tion of healthcare sources, datasets in pediatric care are fre-
quently smaller. Even advanced ML models may not be helpful 
in offering a significant advantage over classical methods to 
draw conclusions from small datasets.60 On the other hand, as 
most of the AI models are trained to detect patterns in the data 
which might be prespecified or not, in some models false-posi-
tive results might increase as well unless rigorous procedures to 
assess the reproducibility of findings are incorporated.56

Apart from the scale of the given dataset, its inclusiveness 
and completeness are other crucial factors. An ML model can 
inherit biases and unrepresentativeness that exist in the train-
ing dataset.61 A crucial example of this can be seen in the study 

where the authors trained a deep neural network model with 
the facial photographs of children with genetic syndromes.43 
Although researchers in this study showed an extra effort to 
represent children from other ethnic backgrounds, due to a 
lack of data from these populations, the model eventually 
performed worse in diagnosing children with certain ethnic 
backgrounds, compared to its performance in the white and 
Hispanic populations. In another study, the authors found 
unintentional discrimination against black patients in an 
AI-informed algorithm that is applied to millions of people in 
the USA to identify patients who were at high risk of incurring 
substantial healthcare costs.62 These examples illustrate both 
the need for human experts in the loop and the need to care-
fully specify objective functions for training and education.56 ML 
outputs can only be trusted if the data is trusted.57

If considerations regarding the model and used datasets are 
met, another important pitfall for developed AI models is their 
capacity to be generalized and reproduced. One of the most 
classical examples of this pitfall is the unsuccessful exter-
nal validation results of developed predictive models, which 
stems mostly from the lack of interoperability and homo-
geneity of EHRs or other datasets used in different hospitals 
and facilities.63 This disadvantage might be pronounced espe-
cially in predictive models used for conditions where syntax 
and record-keeping procedures show significant differences, 
such as developed AI models for the prediction of child abuse 
cases.64

Currently, the consortium emphasizes the integration of human 
oversight to ensure the safe integration of these systems in both 
healthcare and research settings. However, there remains a 
significant gap in providing guidance and establishing regula-
tions to address the issues of accountability and ethical dilem-
mas that may emerge from the deployment of such systems. As 
pediatricians lack formal education in advanced data science, 
computational model development, and AI, to be able to get 
the best out of our research on developed models, it is impera-
tive for us to collaborate with data scientists. For a larger scale 
implementation of AI in healthcare, collaborations involving 
medical professionals, lawmakers, computer and data sci-
entists, bioethicists, and public representatives are crucial 
for the safe, accessible, and effective implementation of AI in 
healthcare.

SIMPLIFYING THE COMPLEX—POTENTIAL OF LARGE 
LANGUAGE MODELS

Large language models (LLMs), AI algorithms that can under-
stand and produce language and speech, are among the lat-
est and most advanced developments in this field. The most 
notable, openly available LLM types include OpenAI’s GPT 
models, Google’s recently released Bard, and Meta’s LLaMA. 
Each Large Language Model has its own differences regard-
ing their training, computational demand, economic cost, and 
capacity; however, these are out of the scope of this review.24 
Most of the studies and analyses regarding the use of LLMs 
in medicine have been conducted over OpenAI’s products. 
OpenAI released the GPT-3 model in 2020. It was trained with 
over 175 billion parameters, sources being mostly internet texts 
and social media content. In March 2023, with support from 
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Microsoft, OpenAI released GPT-4, which is a multimodal 
language model. Although the amount of the parameters 
that were used to train the model has not been disclosed, it is 
expected to be over 1 trillion.65 It has the capacity to analyze 
both textual and visual data (hence, multimodal), in contrast to 
GPT-3 which can only analyze and produce text. Furthermore, 
according to the OpenAI’s overview, it can perform “advanced 
data analyses.” Currently, OpenAI’s ChatGPT models have over 
1,5 billion visitors monthly.66

Even though they are not specifically trained using private or 
publicly available medical data including EHRs, opportunities 
offered by LLMs have drawn significant attention in the field of 
medicine in both clinical practice and research settings. In fact, 
as of August 2023, there were over a thousand research papers 
indexed in PubMed, only related to ChatGPT itself.67 The appli-
cations of ChatGPT in medicine can be broadly categorized 
into clinical, research-related, and educational domains.24 To 
be able to discuss the advantages, available tools, and disad-
vantages of LLMs, we chose to classify their applications by this 
categorization. In this section, we will delve into how LLMs can 
affect pediatricians in their clinical practices and researchers 
during their studies, including manuscript writing and peer-
review process.

Diagnosis and Pediatric Care Settings
While it has gathered attention for its success in achiev-
ing passing grades in the United States Medical Licensing 
Examinations more than one time, ChatGPT’s performance in 
handling patient queries, sub-specialty board examinations, 
and diagnosing specific clinical contexts has yielded mixed 
results in terms of feasibility and accuracy.68 In a study focusing 
on pediatric urology cases, researchers assessed ChatGPT’s 
responses to frequently asked questions gathered from vari-
ous online sources. The outputs generated by the language 
model were generally satisfactory and aligned with current 
medical guidelines.69 Similarly, in another study, ChatGPT was 
tasked with answering frequently asked questions encountered 
in pediatric cases, such as fever management, appropriate 
antipyretic dosages, and identification of red flag symptoms. 
The outputs were deemed moderately accurate and consis-
tent.70 Furthermore, in another study it was found that ChatGPT 

outputs to a general set of medical questions gathered from 
a public online forum were higher in quality and empathy 
compared to physician answers.71 It should be noted that, 
especially in pediatric cases, diagnosis and patient manage-
ment are highly complicated, individualistic, and long pro-
cesses for which pediatricians spend years to be competent. 
Although there are several studies where outputs of ChatGPT 
were rated as “adequate” or “accurate” for simple clinical set-
tings, in more complex cases feasibility of ChatGPT decreases 
significantly. As an example, ChatGPT has been shown to fail 
or produce suboptimal outputs in neonatal board examina-
tions, answering complex questions for cardiovascular disease 
management and oncology cases.72-74 Furthermore, even in the 
studies where ChatGPT outputs were deemed as “accurate” or 
“adequate,” the rate of correct responses may not reflect the 
scale of accuracy needed in real-life practices. Assuming that 
ChatGPT can be used as a diagnostic or clinical decision-sup-
port tool in pediatrics merely because it exhibited proficiency 
in licensing examinations or demonstrated empathy in certain 
clinical queries is as absurd as assuming a compass can pre-
dict a hurricane’s path solely based on its ability to point north. 
Such an assumption neglects the nuanced complexities inher-
ent in medical decision-making, the dynamic nature of patient 
care, and the indispensable role of real-time clinical judgment, 
which hinges on multifaceted patient histories and compre-
hensive physical examinations. Until now there is not much 
study specifically conducted on the feasibility and accuracy of 
ChatGPT or any related LLMs for pediatric scenarios. However, 
from the studies that analyzed the outputs of ChatGPT on some 
clinical questions gathered from internet sources or produced 
by researchers, certain disadvantages can be identified that 
highlight these issues. These are summarized in Table 1.

The first obvious disadvantage of ChatGPT comes from the 
recency and content of the dataset that had been used to train 
the system. GPT 3,5 and GPT 4 were trained mostly using text 
generated up to September 2021.24 Expectedly, the output cre-
ated by the program is unable to transfer the most up-to-date 
information and knowledge, a major disadvantage that cre-
ates a big pitfall in pediatric practice, a specialty that changes 
frequently. Whether it is a minor shift in medical terminology 
or major updates like novel therapies or medications, this 

Table 1. Major Limitations of ChatGPT as an Information Source in Medicine
Limitation Description
Accuracy - Models are not trained to understand the human language per se but rather they learn the probabilistic 

association between words. Hence, outputs do not always reflect the content accurately.
- The dataset used to train GPT models is gathered from online sources, which include unconfirmed and 

unvalidated resources as well.
- Outputs of the model contain “fabricated facts” irrelevant to the input. 

Recency - The dataset used to train GPT models does not include content after September 2021.
- GPT-4 is said to be able to browse the internet however accuracy and functionality is not validated.

Transparency - A major problem with any advanced AI model is the lack of transparency. It is not always clear how the 
system creates an output, using which associations, calculations, and algorithms (known as “black box” 
issues).

- Lack of transparency brings other problems regarding accountability, reproducibility, and explainability. 
Ethical concerns - Ethical issues regarding the use of any AI model in medicine have not been made clear yet.

- Lack of accountability, responsibility, governance; risks regarding privacy and security; potential biases, and 
discriminations should be kept in mind.

AI, artificial Intelligence; GPT, Generative Pre-trained Transformer.
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limitation poses potential risks for public users. Furthermore, 
the content of the dataset that was used to train the system 
included publicly available information that was not shaped 
specifically for medical use, without cross-validation or valida-
tion of the outputs. Despite the extensive data used in training 
GPT-4, the lack of diverse, high-quality text within the dataset 
can lead to inaccuracies in the outputs, a situation which was 
previously described as “garbage in, garbage out” in the field 
of computer science and reflected in the studies that analyzed 
ChatGPT’s output for different clinical reasons. Google has 
announced its new LLM called Med-PaLM, tailored for medical 
use. It has been shown that their model can also achieve a high 
score on USMLE. However, this model is still under development 
and has not been publicly available yet.75

A third and major disadvantage related to ChatGPT is incoher-
ency and “fact fabrication.” LLMs are not trained to understand 
language as humans do. They have the capacity to “learn” the 
statistical association between words as humans use them. They 
predict which word completes the sentence or the phrase.76 
Their ability to produce text in the context of a given prompt 
is truly remarkable. However, it has been observed that these 
models can produce correct sounding, coherently phrased but 
incorrect outputs, an incidence known as “fact fabrication” or 
“hallucination.” As an example, in one study authors tasked 
ChatGPT to write a medical note after reading the transcript of 
a physician–patient outcome. Although the text generated by 
the system was clear and seemed coherent, it also contained 
fabricated BMI levels while in the original transcript there was 
no information on weight or height.5 It should be also noted 
that interaction between the LLM and the user can stimulate to 
system’s output to be better. As the prompt or instructions pro-
vided by the user increases in quality and clearance, the output 
also increases in accuracy and these prompts are essential for 
the better function of the LLMs.

Potential inaccuracies, lack of validation, nonspecific train-
ing, and issues regarding the recency of the dataset certainly 
warrant a cautious approach to the usage of ChatGPT as a 
diagnostic or clinical decision-support tool for the time being 
as these critical processes demand a reliable and precise 

approach, which currently may not align with ChatGPT’s capa-
bilities. However, it should not be overlooked that ChatGPT 
exhibits a strong competence in tasks where specialist knowl-
edge is not required and user prompts are well-engineered 
to execute simple tasks such as assimilation, summarization, 
and rephrasing of given information.24 This capability opens 
the door to utilizing the system for streamlining routine admin-
istrative tasks in pediatric care, including automated docu-
mentation, the creation of discharge or summary letters, and 
medical notetaking. This capability can improve workflow, 
fasten patient care, and decrease the burden on physicians 
which can create positive effects even on burn-out rates and 
efficiency.5,77 Nevertheless, the utilization of personal data and 
the safeguarding of personal information remains a crucial 
concern. Currently, the training dataset of GPT-4 comprises 
publicly accessible personal information, presenting the poten-
tial for misuse and conflicting with legal rights, including the 
‘right to be forgotten.’78 Consequently, constructing the prompts 
provided to ChatGPT should be done meticulously, prioritizing 
the protection and safety of patients without including any per-
sonal, identifiable data.

Research and Publishing
In the scope of pediatric research, the ability of AI to transform 
and fasten translational research and clinical trials has been 
discussed briefly in the previous sections. In this section, we will 
focus on the advantages and roles LLMs might have in publica-
tion and review processes.

In the scope of pediatric research, the potential of AI, particu-
larly large language models (LLMs), to transform and expedite 
translational research and clinical trials has gained attention. 
It is evident that LLMs can effectively be utilized at various 
stages of the research and publishing process. Notably, their 
capacity to suggest research topics and hypotheses tailored to 
specific pediatric health concerns holds promise for research-
ers seeking innovative paths for investigation. However, as 
current systems are not trained with the most up-to-date 
knowledge, outputs may come short of this. Beyond hypoth-
esis generation, LLMs can also significantly contribute to the 
development of robust methodologies and study designs, thus 

Table 2. Examples of Academic AI Tools that Incorporate Large Language Models*
LLM Definition
Scite A web-based research management tool that helps researchers organize their literature, notes, and data. It 

has been developed by analyzing over 25 million full-text scientific articles and has a database of more than 
800 million classified citation statements. It is defined as a ‘smart citation index’ and the model is based on 
Large Language Models and deep learning architectures.

ResearchRabbit A publication discovery tool supported by AI. It lets researchers discover publications related to each other with 
the help of visualization maps and lists relevant publications according to different features.

Elicit It is an AI-powered academic search engine that can streamline the process of finding, summarizing, and 
understanding research articles. It uses language models to automate workflow. Ideal for evidence synthesis, 
text extraction, and review process.

Perplexity.ai It is an AI tool that combines web searches to produce ready-made answers to specific questions whilst citing 
the sources used. Best suited to identify sources. It uses OpenAI’s GPT model to function.

Consensus It is an AI-powered academic search engine that can streamline the process of finding, summarizing, and 
understanding research articles. It can produce specific outputs to structured questions such as ‘Can iron 
deficiency anemia cause growth failure?’

AI, artificial intelligence; GPT, Generative Pre-trained Transformer.
*It should be noted that the delivery of these examples does not mean that authors advise or condemn their usage. They are given only for theoretical and 
comprehensive reasons.
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streamlining the initial stages of research planning. With the 
capability to recommend suitable statistical methods and even 
generate codes for statistical analysis software such as R and 
Python, LLMs can potentially enhance the efficiency and accu-
racy of data analysis in pediatric studies. Moreover, during the 
manuscript writing phase, LLMs like ChatGPT can serve as 
invaluable aids, facilitating tasks such as translation, editing, 
and proofreading. By leveraging their language processing 
capabilities, LLMs can assist in refining the overall quality of 
scientific writing, ensuring clear and coherent communication 
of complex research findings. Considering the 2.5 times higher 
rejection rates faced by non-native English speakers in the 
peer-review process, implementing this function can become 
instrumental in fostering greater inclusivity and equity in scien-
tific contributions.79 Furthermore, the integration of LLMs in the 
peer review process has the potential to streamline the evalu-
ation of scientific manuscripts. Their capacity to identify gram-
matical errors and inconsistencies, coupled with their ability to 
provide constructive feedback for improving the overall clarity 
and coherence of the content, can accelerate the review pro-
cess and enhance the quality of published pediatric research. 
Beyond this, there are other LLMs that help authors to fas-
ten literature scanning and citation processes summarized in 
Table 2.80,81

Scientists cannot ignore the fact that LLMs are more than just 
grammatical tools that have been implemented in common 
writing platforms for years. ChatGPT itself is capable of draft-
ing an entire article with remarkable coherence. However, it 
should be noted that both the advantages and the challenges 
discussed in this section are solely theoretical. Whether or 
not they should be used for publication is still a question that 
remains to be answered. Ethical issues related to accountabil-
ity, plagiarism, and the governance of AI tools and LLMs are 
essential issues that need to be addressed by the consortia of 
the scientific community. Fortunately, scientific journals have 
acted quickly to stop ChatGPT or other LLMs from qualify-
ing as an author, as they cannot provide the accountability 
required for authorship and should be treated as another tool 
to assist humans in their work.82,83 Furthermore, most of the 
journals have incorporated disclosure materials into their edi-
torial policies on the use of AI tools.52 In a recent study, authors 
examined the disclosure statements of 300 journals and found 
that 59% of them had specific statements on the use of AI tools. 
Of these, only a small number of them prohibited the use of 
these models for any purpose during the publication process, 
including the prestigious journals like Science and Nature.84 
Expectedly, those that do not prohibit their use expect authors 
to clearly state the manner, reason, and extent of the use of 
AI models. Currently, there are several tools available online 
assumed to have the capability to detect AI-generated texts 
and contents to a scale. However, like ChatGPT itself, these 
tools lack extensive validation of their capabilities and are not 
mentioned here.

CONCLUSION

As pediatricians, we are already witnessing the transformative 
power of AI-based applications in our daily clinical practice 
and research efforts. This rapid progress is set to revolution-
ize various aspects of pediatric healthcare, reshaping the way 

we diagnose, treat, create, and innovate. The integration of 
machine learning and deep learning algorithms has demon-
strated great success in certain clinical settings for defined 
outcomes. New drug developments, better diagnostic and 
treatment approaches, and translational research opportu-
nities are on the horizon. For each day, LLMs from different 
companies become more effective, accurate, and compre-
hensive. It becomes clear that collaborative efforts involving 
diverse professionals, including data scientists, engineers, bio-
ethicists, and patients themselves, are crucial for realizing the 
full benefits of AI in pediatric care. However, recognizing and 
addressing the challenges associated with AI in this domain 
will require continued research, scrutiny, and interdisciplinary 
contributions.
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Supplementary Table 1. Glossary Box
Artificial 
intelligence

Refers to the development of computer systems that can perform tasks that typically require human intelligence. 
These tasks include learning, reasoning, problem-solving, perception, and natural language understanding. It 
covers machine learning, deep learning and natural language processing under its umbrella.

Machine learning It is a subset of artificial intelligence that focuses on enabling computers to learn from data. Instead of being 
explicitly programmed, ML algorithms use statistical techniques to improve their performance on a specific task 
over time. According to the techniques used in the model, it can be classified into different models.

Artificial neural 
network

An artificial neural network is a computational model inspired by the structure and function of the human brain. It 
consists of interconnected nodes (neurons) organized in layers, allowing the network to learn complex patterns 
and relationships from data. They serve as the foundation for more advanced machine learning techniques, such 
as deep learning, which involves neural networks with many hidden layers, enabling them to automatically learn 
hierarchical representations of data.

Deep learning Deep Learning is an advenced subfield of Machine Learning that involves neural networks with many layers (deep 
neural networks). It has been particularly successful in tasks such as image and speech recognition, and it allows 
systems to automatically learn hierarchical representations of data.

Natural language 
processing

Natural Language Processing (NLP) is a branch of AI that focuses on the interaction between computers and 
human languages. NLP enables computers to understand, interpret, and generate human language, facilitating 
communication between machines and humans.

Large language 
models

Large Language Models are advanced AI models that are trained on massive datasets to understand and 
generate human-like language. They have applications in various NLP tasks and can exhibit a high level of 
language understanding and generation.

GPT Generative Pre-trained Transformer (GPT) is a type of large language model developed by OpenAI. It utilizes a 
transformer architecture and is pre-trained on diverse datasets, allowing it to perform various natural language 
processing tasks, such as text completion, translation, and summarization. Chat-GPT is a variant of GPT model 
fine-tuned specifically for generating conversational speech. GPT models are applied to different LLM variants 
for different (including scientific research) purposes.

BARD Building AutoML with Reinforcement Learning (BARD) is a large language model developed by Google AI. It is 
trained on a massive dataset of text and code. It has been empowered with a new AI model called the ‘Gemini’ 
that can also exert image synthesis and production. BARD has the same essential features as an LLM such as 
natural language processing, translation, summarization etc.

Prompt In the scope of artificial intelligence and large language models, prompt refers to the input text or query that is 
provided to the model to guide its response. The prompt essentially sets the initial context for the model’s 
generation process and can have a significant impact on the output.

AI, Artificial Intelligence; GPT, Generative Pre-trained Transformer; LLM, Large Language Model; NLP, Natural Language Processing.


