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Abstract 
Background:  The capability of large language models (LLMs) to understand and generate human-readable text has prompted the investigation 
of their potential as educational and management tools for patients with cancer and healthcare providers.
Materials and Methods:  We conducted a cross-sectional study aimed at evaluating the ability of ChatGPT-4, ChatGPT-3.5, and Google Bard to 
answer questions related to 4 domains of immuno-oncology (Mechanisms, Indications, Toxicities, and Prognosis). We generated 60 open-ended 
questions (15 for each section). Questions were manually submitted to LLMs, and responses were collected on June 30, 2023. Two reviewers 
evaluated the answers independently.
Results:  ChatGPT-4 and ChatGPT-3.5 answered all questions, whereas Google Bard answered only 53.3% (P < .0001). The number of questions 
with reproducible answers was higher for ChatGPT-4 (95%) and ChatGPT3.5 (88.3%) than for Google Bard (50%) (P < .0001). In terms of accu-
racy, the number of answers deemed fully correct were 75.4%, 58.5%, and 43.8% for ChatGPT-4, ChatGPT-3.5, and Google Bard, respectively 
(P = .03). Furthermore, the number of responses deemed highly relevant was 71.9%, 77.4%, and 43.8% for ChatGPT-4, ChatGPT-3.5, and Google 
Bard, respectively (P = .04). Regarding readability, the number of highly readable was higher for ChatGPT-4 and ChatGPT-3.5 (98.1%) and (100%) 
compared to Google Bard (87.5%) (P = .02).
Conclusion:  ChatGPT-4 and ChatGPT-3.5 are potentially powerful tools in immuno-oncology, whereas Google Bard demonstrated relatively 
poorer performance. However, the risk of inaccuracy or incompleteness in the responses was evident in all 3 LLMs, highlighting the importance 
of expert-driven verification of the outputs returned by these technologies.
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Implications for Practice
Several studies have recently evaluated whether large language models may be feasible tools for providing educational and management 
information for cancer patients and healthcare providers. In this cross-sectional study, we assessed the ability of ChatGPT-4, ChatGPT-3.5, 
and Google Bard to answer questions related to immuno-oncology. ChatGPT-4 and ChatGPT-3.5 returned a higher proportion of responses, 
which were more accurate and comprehensive, than those returned by Google Bard, yielding highly reproducible and readable outputs. 
These data support ChatGPT-4 and ChatGPT-3.5 as powerful tools in providing information on immuno-oncology; however, accuracy 
remains a concern, with expert assessment of the output still indicated.

Introduction
Large language models (LLMs) are a recent breakthrough 
in the domain of generative artificial intelligence (AI).1 
Generative AI includes technologies based on “natural lan-
guage processing” (NLP) which uses computational linguis-
tics and deep learning (DL) algorithms to enable computers 
to interpret and generate human-like text.2 Large language 
models are complex systems trained on large quantities of 
text data which are able to create new content in response 

to prompts such as text, images, or other media.3 This ver-
satility has led to the investigation of their potential applica-
tions in the field of medicine and healthcare in light of their 
self-evident potential benefits in these domains.4 Indeed, the 
availability of user-friendly tools able to provide detailed, 
accurate, and current information would be crucial in pro-
moting patient and healthcare providers’ education and 
awareness, particularly in the case of complex health condi-
tions like cancer.5
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Thus far, many studies have assessed the potential of 
ChatGPT, an advanced LLM based on a generative pre-
trained transformer (GPT) architecture, for providing 
screening and/or management information in solid tumors.6 
Following the rollout of ChatGPT, more LLMs trained on 
different data were released, expanding the selection of these 
new AI-based tools. Consequently, an increasing number of 
studies are investigating and comparing the potential ability 
of ChatGPT with other LLMs as easy-to-use interfaces to 
gather information related to a specific cancer-related topic.7 
Particularly, LLMs were assessed for their capability of both 
providing accurate and relevant responses to specific ques-
tions and writing in a comprehensible and coherent natural 
language.7 So far, initial evidence suggests a possible role 
of these technologies as “virtual assistants” for healthcare 
professionals and patients in providing information about 
cancer, which is unfortunately counterbalanced by a signif-
icant error rate.7 Notably, while representing a remarkable 
achievement in computer science, the need for precision, 
accuracy, and legal responsibility in the field of medicine 
and healthcare represents a significant obstacle to their 
implementation, especially outside of trials and close expert 
monitoring.7

The past several years have seen profound changes in 
the field of immuno-oncology (IO). The advent of immune- 
checkpoint inhibitors (ICIs) has paved the way toward a new 
era in cancer treatment, enhancing the chance of long-term 
survival in patients with metastatic disease, and providing 
new treatment options in earlier-stage settings.8 Presently, an 
increasing number of patients with cancer are either candi-
dates or already receiving ICIs or other immunotherapies, 
subject to both the enormous potential benefits but also the 
immune-related adverse events that may be caused by these 
treatments.9 In this context, LLMs may represent a valid tool 
for healthcare professionals and patients (and their caregiv-
ers) receiving these treatments. Therefore, we sought to assess 
and compare the ability of 3 prominent LLMs to provide edu-
cational and management information in the IO field.

Materials and Methods
Large Language Models
In this cross-sectional study, we compared the performance 
of 3 LLMs: ChatGPT-3.5,10 ChatGPT-4,10 and Google Bard.11 
ChatGPT is an LLM based on the GPT architecture and 
developed by OpenAI, a company based in San Francisco 
(USA). ChatGPT is built upon either GPT-3.5 or GPT-4; the 
former is freely available to all the users, whereas the latter 
is an advanced version with additional features and provided 
under the name “ChatGPT Plus” to paid subscribers.10 Google 
Bard is based on the Pathways Language Model (PaLM) fam-
ily of LLMs, developed by GoogleAI.11

Questions and Responses’ Generation
We generated 60 open-ended questions based on our clini-
cal experience covering 4 different domains of IO including 
“mechanisms” (of action), “indications” (for use), “toxicities,” 
and “prognosis” (Supplementary Material A). Questions were 
manually and directly submitted to the web chat interfaces of 
the 3 abovementioned LLMs on June 30, 2023 and responses 
were collected (Supplementary Material B). We assessed the 
reproducibility, accuracy, relevance, and readability (Table 
1) of responses provided by each LLM. Two reviewers 
(G.M.I. and D.B.C.) rated the answers independently. Before 
submitting the questions to the LLMs, reviewers created 
a sample response for each question to take as a reference 
for assessing accuracy and relevancy during the rating pro-
cess. Furthermore, reviewers were blinded to the LLM being 
assessed. Inconsistencies between the reviewers were dis-
cussed with an additional reviewer (C.S.F.) and resolved by 
consensus. Cohen’s kappa coefficient was calculated to evalu-
ate inter-rater reliability during the rating process.12

First, we assessed the ability of each LLM to provide 
reproducible responses. Therefore, each individual question 
was submitted 3 times on each LLM. In the case of non- 
reproducible answers, questions were not considered for 
further analysis. Subsequently, the accuracy, relevance, and 

Table 1. Definitions of the outcomes.

Outcomes Definitions Score

Answer returned The ability of LLM to return a meaningful answer to each instance of the question submitted, 
rather than returning an error or declining to return an answer, independent of the accuracy of 
this response

Recorded as Boolean 
True/False

Reproducibility The ability of LLM to return a generally similar series of answers across the 3 separate queries 
with no fundamental differences or inconsistencies between these 3 answers

Recorded as Boolean 
True/False

Accuracy The ability of LLM to provide accurate and correct information addressing the question asked 
and returning all major or critical points required in such an answer. Response not adversely 
marked for extraneous or irrelevant information here—as long as this information was correct

Recorded numerically 
from 1 to 3

Readability The ability of LLM to return comprehensible and coherent natural language text in English, 
including appropriate syntax, formatting, and punctuation, independent of the accuracy of this 
response

Recorded numerically 
from 1 to 3

Relevance The ability of LLM to return information that was relevant and specific to the question asked 
or immediately adjacent topics without extraneous, unrequested, or tangential information. 
Accuracy was not specifically assessed here, although the result was adversely marked if the 
response included immaterial information while neglecting to address the specific question 
asked

Recorded numerically 
from 1 to 3

For scoring of Relevance, the answer returned was not adversely marked for any included disclaimers to the effect that the LLM cannot provide medical 
advice and any such advice should be sought from a clinician or that anyone with a cancer diagnosis and/or receiving systemic therapy with potential 
toxicity should contact their treating clinician/s. This was deemed to represent appropriate and medically sound advice and not to be irrelevant or 
extraneous material.

https://academic.oup.com/oncolo/article-lookup/doi/10.1093/oncolo/oyae009#supplementary-data
https://academic.oup.com/oncolo/article-lookup/doi/10.1093/oncolo/oyae009#supplementary-data
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readability of responses deemed reproducible were assessed 
using a 3-point scale (Table 2; Fig. 1). Reviewers graded the 
accuracy of answers according to available information as of 
2021, as the training datasets of ChatGPT are updated on 
September 2021. Finally, word- and character-counts were 
calculated for each answer.

Statistical Analyses
Categorical variables were presented with proportions 
and numeric variables as measures of central tendency. 
Comparisons between categorical variables were per-
formed with 2-sided generalized Fisher’s exact tests for test-
ing any potential differences in these 3 LLMs. In the case 
of numeric continuous variables, a Kruskal-Wallis test was 
used. Statistical tests were not performed within each of 
the 4 domains, but rather were performed only to evaluate 
overall performance by combining those 4 domains, due to 
insufficient sample sizes within each domain (ie, only up to 

15 available observations). All statistical results should be 
interpreted as exploratory; all statistical analyses were per-
formed and all plots generated using R version 4.2.2 (The R 
Foundation for Statistical Computing, 2022). This study was 
conducted in accordance with Strengthening the Reporting of 
Observational Studies in Epidemiology (STROBE) reporting 
guidelines.13

Results
Assessment of inter-rater reliability with Cohen’s kappa 
during the rating process demonstrated “strong” to “near per-
fect” agreement between reviewers (Table 3). ChatGPT-3.5 
and ChatGPT-4 provided at least one response to all ques-
tions (60 [100%]), while Google Bard responded only to 32 
(53.3%) queries (P < .0001). Specifically, the percentages of 
responses provided by Google Bard were different across 
the 4 domains, with better performances in the “mecha-
nisms” (14 [93.3%]) and “prognosis” domains (13 [86.7%]) 

Table 2. Definitions of the scoring system.

Score

1 2 3

Accuracy Fundamentally inaccurate or incorrect 
information, including critical errors, 
omissions and/or entirely incorrect treat-
ment advice

Partially correct and accurate information, 
including non-critical errors and/or omitting 
relevant information or failing to provide 
specific guideline advice

Fully accurate and correct infor-
mation, answering the specific 
question asked with no signifi-
cant errors or omissions

Relevancea Irrelevant and/or entirely tangential mate-
rial, not addressing the specific question 
asked

Generally relevant material although includ-
ing significant extraneous and/or tangential 
information

Relevant and focused information 
directly addressing the question 
asked, including an appropriate 
expansion on the relevant topic

Readability Incoherent, unintelligible and/or garbled 
text, ± severely misformatted and/or 
oxymoronic material resulting in compro-
mised legibility

Generally coherent and intelligible material with 
significant formatting and/or parsing errors

Fully coherent, well-parsed and 
constructed material, easily and 
clearly intelligible

aInclusion of a disclaimer that the answer was provided by an AI/LLM and cannot be taken as medical advice and/or that any information or questions 
should also be addressed to a qualified medical practitioner was not scored negatively—as this represents a legitimate and appropriate legal disclaimer.

Figure 1. Flowchart of the rating process for each triplet of responses.
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compared to the “indications” (5 [33.3%]), and “toxicities” 
(0 [0%]) domains. Regarding reproducibility, the numbers of 
questions with reproducible answers were similar between 
ChatGPT-3.5 and ChatGPT-4 (53 [88.3%] and 57 [95%], 
respectively), while it was lower (16 [50%]) for Google Bard 
(P < .0001). Although ChatGPT-3.5 and ChatGPT-4 per-
formed similarly across all domains, ChatGPT-4 achieved 
100% reproducible responses in 2 domains (“mechanisms” 
and “indications”) in which ChatGPT-3.5 achieved only 
86.7%. Google Bard was variably capable and accurate 
across the different sections. Despite a significant number of 
answers deemed reproducible in the “mechanisms” (6 [40%]) 
and “prognosis” (9 [60%]) sections, a poor performance was 
observed in the “indications” (1 [6.7%]) and “toxicities” (0 
[0%]) domains (Fig. 2). In terms of accuracy, the numbers of 
answers deemed fully correct were 31 (58.5%), 43 (75.4%), 
and 7 (43.8%) for ChatGPT-3.5, ChatGPT-4, and Google 
Bard, respectively (P = .03). Furthermore, regarding rele-
vancy, the numbers of responses deemed highly relevant were 

41 (77.4%), 41 (71.9%), and 7 (43.8%) for ChatGPT-3.5, 
ChatGPT-4, and Google Bard, respectively (P = .04). 
Readability was deemed optimal across all 3 LLMs. However, 
the numbers of highly readable answers were greater for 
ChatGPT-3.5 and ChatGPT-4 (52 [98.1%] and 57 [100%]) 
compared to Google Bard (14 [87.5%]) (P = .02; Fig. 3). The 
median numbers of words and their corresponding ranges 
for the responses provided by ChatGPT-3.5, ChatGPT-4, 
and Google Bard were 297 (197-404), 276 (139-395), and 
290.5 (12-424), respectively (P = .06). Finally, the median 
numbers of characters and their corresponding ranges were 
1829 (1119-2470), 1589 (854-2233), and 1532 (75-2070), 
respectively (P < .0001).

Discussion
In recent decades, significant effort has been made to harness 
the potential of AI in medicine and healthcare.14 Artificial 
intelligence can be defined as “the science and engineering of 
making intelligent machines, especially intelligent computer 
programs.”15 It is composed of multiple subfields, based on 
different algorithms and principles, including knowledge 
representation, machine learning (ML), DL, and NLP.2,16 
Specifically, NLP uses computational language and DL to 
enable computers to understand text in the same way as 
humans.2 Recent progress in NLP has led to major break-
throughs in the field of generative AI, as evidenced by the 
advent of LLMs.3 These can recognize, summarize, and gener-
ate novel content using statistical connections between letters 
and words. Indeed, LLMs can also be considered as “few shot 

Table 3. Cohen’s kappa coefficient for inter-rater reliability between the 
reviewers during the selection process.

Domain Cohen’s kappa Agreement (%) Responses (no. of)

Reproducibility 0.912 97.4 152

Accuracy 0.889 94.4 126

Readability 1 100 126

Relevancy 0.868 94.4 126

Figure 2. Spot matrix of the percentages of the answered questions (Blue) and reproducible responses (Orange) for each LLM. Color volume is directly 
proportional to percentage with the outer black circle representing 100%. Corresponding numeric data are available in Supplementary Material C.

https://academic.oup.com/oncolo/article-lookup/doi/10.1093/oncolo/oyae009#supplementary-data
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learners” due to their ability to readily adapt to new domains 
with few information after being trained.17

Over the last year, the release of ChatGPT10 has attracted 
considerable attention, which only increased following the 
release of other LLMs such as Google Bard,11 Bing AI18 and, 
Perplexity.19 The remarkable adaptability of these AI-based 
technologies to a broad and extensive range of disciplines 
was immediately apparent following their introduction.20 
This is also evidenced by the rapid publication of large num-
bers of studies designed to investigate their role in multiple 
and diffuse fields, including medicine and healthcare. Initial 
data have demonstrated LLMs to be highly applicable to the 
field of cancer care, especially in providing information about 
the screening and/or management of specific solid tumors.7 
However, to the authors’ knowledge, their potential role 
in the field of IO has not yet been investigated, despite the 
rapidly expanding knowledge in all the aspects of IO (basic, 
translational, and clinical research) and the large number of 
patients with cancer currently receiving immunotherapy.8,9 Of 

note, the protean nature of IO toxicities (in both chronology 
and time course), especially when given in combination with 
another agent (eg, cytotoxic chemotherapy or tyrosine-kinase 
inhibitor therapy) whereby almost any symptom may relate, 
at least in part, to the IO agent is likely to complicate the use 
of LLMs in this field.21

Therefore, we performed a cross-sectional study aimed for 
the first time at assessing the potential of 3 prominent LLMs 
in answering questions about the field of IO. Our results 
demonstrated that ChatGPT-4 and ChatGPT-3.5 were able 
to answer most of the IO-related questions with excellent 
accuracy and relevance. In contrast, the performance of 
Google Bard was comparatively poorer, as shown by a lower 
number of both answered questions and the reproducibility/
accuracy of these responses, compared to the other 2 LLMs. 
All 3 LLMs were able to provide highly readable responses, 
highlighting the power of these generative AI technologies 
in providing human-readable text. ChatGPT (both v3.5 
and v4) clearly demonstrated their potential as a “virtual 

Figure 3. Bar plot of the results (accuracy, readability, and relevance) for all 3 LLMs. This plot was based only on the questions evaluable for accuracy, 
readability, and relevance. Corresponding numeric data are available in Supplementary Material C.

https://academic.oup.com/oncolo/article-lookup/doi/10.1093/oncolo/oyae009#supplementary-data
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assistant” for both clinicians and patients or caregivers. 
ChatGPT (both v3.5 and, especially, v4) has also demon-
strated remarkable acumen in both diagnosing and provid-
ing management plans for IO toxicities. It has also proved 
highly effective in suggesting evidence-based and licensed 
indications for IO therapy, either alone or in combination. 
Additionally, it has demonstrable efficacy in providing back-
ground information on IO drug mechanisms and disease 
prognoses in generally comprehensible text without excess 
jargon, although often with a lack of sources and broken or 
inaccurate references.

However, the results of this study also highlight the differ-
ing performance of various LLMs across topics and specific 
tasks (Table 4), as this demonstrates significant variability. 
In our study, ChatGPT is demonstrated to be a powerful 
tool when applied to the field of IO, particularly in com-
parison to Google Bard. Similar results were also reported 
in another recently published study assessing these 3 LLMs 
in a different cancer-related topic. Specifically, Rahsepar et 
al reported the results of a study investigating the ability of 
ChatGPT-3.5, ChatGPT-4, and Google Bard in answering 
questions related to lung cancer screening and prevention.32 
As in our study, ChatGPT achieved a superior perfor-
mance to Google Bard. However, the available evidence 
suggests that the LLM developed by OpenAI is not always 
accurate, as shown by the results of other studies investi-
gating medical/healthcare topics other than cancer (Table 
4). In the studies published by Seth et al, Zúñiga Salazar 
et al, and Dhanvijay et al, Google Bard performed better 
in comparison to ChatGPT in non-cancer domains, likely 
clarifying a potential role for this LLM.23,24,31 Furthermore, 
the results of the study by Al-Ashwal et al showed a better 
performance for Bing AI in answering questions related to 
drug-drug interactions in comparison to the other LLMs.22 
Therefore, it is essential to compare the performance of dif-
ferent LLMs since their abilities may vary based on both 
task and domain.

In addition, despite the promising results of our study and 
its unequivocal efficacy in synthesizing and evaluating textual 
data, the potential of ChatGPT for error and hallucination 
remains.33 The occurrence of “hallucinations” is one of the 
greatest obstacles to the routine clinical application of LLMs. 

While potentially tolerable in other domains, this is a criti-
cal issue in medicine and the biomedical sciences due to its 
potential to directly impact patient care. In addition, it must 
be noted that the datasets on which these models were trained 
were (i) confidential and proprietary (thus impossible to 
assess for data quality or bias), (ii) not specifically selected ab 
initio for addressing biomedical issues, and (iii) only valid up 
to September 2021 (thus lacking up to date information—a 
major issue in so rapidly evolving a field as medicine in gen-
eral and IO in particular).10,33 Therefore, expert assessment of 
LLMs’ output remains a prerequisite for their clinical use.34 
Following on from these points, the use of LLMs in medicine 
and healthcare raises profound and difficult questions regard-
ing medical malpractice liability (identify who is responsible 
if LLMs’ recommendations cause harm to patients), intellec-
tual property (if LLMs produce materials similar to scientific 
or academic studies, this could lead to intellectual property 
rights issues), and patient data privacy (ensure that patients’ 
data are fully anonymized and protected from possible viola-
tions).35 As a result, it will be essential to develop a regulatory 
framework in the next future to ensure healthcare profession-
als and patients use LLMs without risks.

Open-source LLMs trained on specific biomedical data-
sets in order to accomplish pre-specified tasks offer a 
potential solution and alternative paradigm. BioGPT, a 
cutting-edge LLM with a user-friendly interface developed 
for the biomedical field, represents an excellent example 
of this.36 BioGPT shares the same architecture as OpenAI’s 
GPT models but was trained on information derived from 
the biomedical literature. It has demonstrated excellent 
performance in several tasks, including text generation and 
categorization, due to its extensive pre-training on massive 
biomedical datasets.36 Further studies to investigate the 
utility and performance of LLMs developed on biomedical 
data, with comparison to those LLMs presently available, 
are, thus, required.

Limitations
Our study has some limitations that need to be mentioned. 
Firstly, we have focused only on 3 prominent LLMs, exclud-
ing other LLMs including BingAI and Perplexity. At the 
time of the design of this study, ChatGPT and Google Bard 

Table 4. List of studies investigating the utility of ChatGPT and Google Bard across various contexts of medicine and healthcare.

First author Year of 
publication

LLMs Domain Questions (n) Reviewers (n)

Al-Ashwal FY22 2023 ChatGPT—Google Bard—Bing AI Drug-drug interactions 225 (OE) NA

Dhanvijay AK23 2023 ChatGPT—Google Bard—Bing AI Physiology 77 (OE) 2

Seth I24 2023 ChatGPT—Google Bard—Bing AI Rhinoplasty 6 (OE) 3

Koga S25 2023 ChatGPT—Google Bard Neurodegenerative disorder 25 (OE) NA

Kumari A26 2023 ChatGPT—Google Bard Hematology 50 (OE) 3

Lim ZW27 2023 ChatGPT—Google Bard Myopia 31 (OE) 3

Meo SA28 2023 ChatGPT—Google Bard Endocrinology, diabetes, and 
diabetes technology

100 (MC) —

Toyama Y29 2023 ChatGPT—Google Bard Radiology 103 (MC) 3

Waisberg E30 2023 ChatGPT—Google Bard Ophthalmology NA 4

Zuniga Salazar G31 2023 ChatGPT—Google Bard—Bing AI Emergency 176 (OE) NA

Abbreviations: MC, multiple choice; NA, not available; OE, open-ended.
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were the most investigated LLMs and, thus, we elected to 
focus on them. However, recent evidence has shown the 
potential of BingAI in the biomedical field.22,37 Therefore, 
our results do not represent the entire spectrum of LLMs 
available and further assessment of other LLMs in the field 
of IO is essential. Secondly, the results of this study are 
derived only from the responses deemed “reproducible” 
by the reviewers. The remaining answers were not further 
analyzed and, thus, not considered for the final evaluation 
of the LLMs. Secondly, the rating process of the answers 
was made by only 2 reviewers. Furthermore, the limited 
sample size, the small number of reviewers, and the use of 
either Boolean or 3-point Likert scales to assess the answers 
(potentially resulting in the loss of subtle or nuanced dif-
ferences in the responses) does limit the generalizability of 
these data. Thirdly, as noted above, ChatGPT was trained 
on specific datasets only valid up to September 2021. On 
the contrary, other LLMs (including BingAI) can remain 
up to date by continuously accessing real-time internet 
search data18—this being critical for their use in medicine 
and healthcare. Notably, this is also particularly relevant 
in the IO field due to rapidly evolving data with resultant 
major changes to treatment and management paradigms. 
Finally, the number of open-ended questions included was 
relatively small, which may have impacted the analysis, 
particularly for domain-specific performance.

Conclusion
ChatGPT-3.5 and ChatGPT-4 have demonstrated significant 
and clinically meaningful utility as decision- and research-aids 
in various subfields of IO, while Google Bard demonstrated 
significant limitations, especially in comparison to ChatGPT. 
However, the risk of inaccurate or incomplete responses was 
evident in all LLMs, highlighting the importance of an expert-
driven verification of the information provided by these tech-
nologies. Finally, despite their potential to positively impact 
the field of medicine and healthcare, this study reinforced the 
significance of a human evaluation of LLMs in order to create 
reliable tools for clinical use.
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