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Abstract

Cells define and remember their identities, in part, using epigenetic marks—chemical 

modifications placed along the genome. How can mark patterns remain stable over cell 

generations despite their constant erosion by replication and other processes? We developed a 

theoretical model which reveals that 3D genome organization can stabilize an epigenetic memory, 

as long as (1) there is a large density difference between chromatin compartments, (2) modifying 

“reader-writer” enzymes spread marks in 3D, and (3) the enzymes are limited in abundance 

relative to their histone substrates. Analogous to an associative memory that encodes memory in 

neuronal connectivity, mark patterns are encoded in a 3D network of chromosomal contacts. Our 

model provides a unified account of diverse experimental observations, and reveals a key role of 

3D genome organization in the maintenance of epigenetic memory.

One-Sentence Summary:

The 3D folding of the genome in the nucleus can help cells remember.

Introduction

Remembering gene expression states—that is, which genes are “on” or “off”—is a striking 

capability of living cells. It is well-established that this “epigenetic” memory can be stably 

encoded in the abundances of freely-diffusing transcription factors (TFs) regulating each 

other’s synthesis (1–3). But in eukaryotes, such as ourselves, in addition to TF-based 

memory, there is evidence that memory can be held locally to the genes, in the chromatin 

(4–6). It has been suggested that a seat of this chromatin-based epigenetic memory could 

be the chemical modifications (“marks”) of the DNA-bound histones, which vary across 

the genome in patterns correlated with gene expression. However, chromatin and its marks 
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are subject to huge disruptions through the cell cycle, and it is not clear what is required 

to make stable memories out of mark patterns. Here, we identify three qualitative elements 

that together are sufficient for stable epigenetic memory. Our minimal theoretical model 

incorporating these elements unites a battery of classic observations ascribed to epigenetic 

memory of heterochromatin, makes predictions that emerging experimental techniques 

will test, and suggests a functional role for a hallmark of nuclear organization—its 3D 

compartmentalization.

Heterochromatin—the transcriptionally-silent, denser nuclear compartment—is rich in 

particular histone marks, especially the lysine trimethylations H3K9me3 and H3K27me3. 

These marks are made by so-called “reader-writer” enzymes (7, 8) which can bind marked 

histones allosterically, stimulating their marking activity on neighboring histones, effectively 

“spreading” marks between neighbors. Marks can be retained locally when the replication 

fork passes (9, 10), but they are (by necessity) diluted in the process by newly synthesized, 

unmarked histones. The combination of these two features is highly suggestive of a stable 

memory system, in which local mark spreading accurately restores mark patterns after 

their partial erasure at replication. However, simple mathematical models (11, 12) of this 

mechanism reveal a basic instability—if mark spreading is strong enough to restore a 

partially erased pattern, marks also spread ectopically to the rest of the chromosome.

Recent experiments suggest that reader-writer enzymes may be able to spread histone marks 

“in 3D” (8, 13, 14), that is, between histones that are nearby in space because of how 

chromatin is folded, not just “in 1D” along the chromatin polymer. Since histone marks 

also contribute to the spatial compartmentalization of the genome, this raises the tantalizing 

possibility of a bidirectional coupling between the 3D folding of chromatin and the marks on 

the chromatin polymer (15–18). Could this help stabilize memory? Recent theoretical work 

(18–21) has explored some consequences of this putative coupling, but broadly, these works 

have trouble achieving a self-sustaining memory of mark patterns. An understanding of the 

qualitative conditions required for chromatin-based epigenetic memory is yet to emerge.

Model

In search of design principles for epigenetic memory, we introduce and study a simple 

biophysical model in which memory will be held autonomously in mark patterns. 

Importantly, in many prior models, mark patterns are sustained by external reinforcement, 

for example by “nucleation sites” or “genomic bookmarks” (11, 12, 22) that recruit 

modifying enzymes, or by a static 3D contact structure (23). But a pattern determined by 

external influences is not itself a seat of memory, and so we exclude such elements from our 

model.

We model chromatin as a long polymer of 104 monomers confined within a sphere (Figure 

1A). This could coarsely represent all the chromatin in the nucleus, or just a chromosomal 

region of 2 Mb (i.e. 104 nucleosomes). Monomers in the polymer can be in one of two 

states—A or B—with B monomers representing marked, heterochromatic regions and 

A monomers representing unmarked, euchromatic ones. To represent the “stickiness” of 

heterochromatin (24–27), B monomers experience a short-range attraction (Figure S14) to 
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one another of magnitude α, which leads B monomers to spatially segregate from the A 

monomers, forming a denser compartment.

To model the 3D spreading of marks (Figure 1B), we suppose that A monomers turn into 

B monomers at a rate SnB, where nB is the number of neighboring B monomers within 

a 3D interaction radius rc (1.5 times the diameter of a monomer), and S is the spreading 

rate. B monomers turn back into A monomers at a constant rate L, uniformly at all sites, 

representing in aggregate the loss of marked histones due to the activity of demodifying 

enzymes (e.g. demethylases), histone exchange, and replicative dilution (see below). Our 

core results will prove insensitive to precisely how the loss of marks is modeled (Figure S2).

To represent the cell cycle (Figure 1C), we run our model in two alternating phases. During 

“mitosis”, we assume marks remain unchanged, while the chromatin polymer is compacted 

into a condensed state. It then expands to form a compartmentalized interphase state. During 

“interphase”, we assume the chromatin is frozen in place while marks are spread and lost, 

reaching a steady state. Each round of polymer dynamics followed by mark dynamics we 

call one “cell generation”. Our assumptions stylize experimental observations. In interphase, 

the gross 3D organization of chromatin is quite stable (28), whereas some marks can turn 

over completely on a timescale of minutes to hours (29, 30)—a time over which chromatin 

loci may displace by just ~ 0.2 to 0.4 microns (31). In mitosis, by contrast, repressive marks 

appear to be stable (32, 33), even as chromatin undergoes dramatic changes. Several factors 

may account for this, including inhibition of modifying enzymes by mitotic phosphorylation 

of the H3 tail (34, 35), decreased accessibility of mitotic chromatin, and the short duration of 

mitosis. Later, we will loosen the assumptions we make about the phases (Figure S3, S4).

An initial pattern of A/B monomer identities is set prior to the first interphase, and is 

allowed to evolve over one or many cell generations. If, at later times, the pattern resembles 

the initial pattern, and would do so for several possible initial patterns, then the system can 

be said to exhibit memory.

Results

Over a single cell generation, we find there is an extremely good memory of mark patterns. 

The steady state of the mark dynamics reached in the “interphase” closely resembles the 

initial mark pattern used to fold the polymer (Figure 2A and 2B). The steady-state pattern 

can recover after huge perturbations, such as a complete randomization of the pattern (every 

monomer is randomly set to A or B) (Figure 2A), or wholesale erasure of half of the pattern 

(Figure 2B). The reason for the recovery of the pattern is that spreading marks tend to 

localize to dense regions—the remaining marks spread in 3D and restore the marks in the 

spatially dense compartment that was formed by the originally marked regions. It is as if the 

mark pattern has been “memorized” in the 3D configuration of the polymer.

A surprising analogy to epidemic spreading can help us understand the localization of 

marks to dense regions quantitatively. The mark dynamics of our model are identical to a 

Susceptible-Infected-Susceptible (SIS) epidemic model on a network (36). The monomers 

of our polymer are like individuals whose “social” contact network (Figure 2D) is defined 
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by the polymer configuration and the marked state is like the infected state. The infection, 

like marks, spreads at a rate S and infected individuals recover (lose marks) at the rate L. 

A key parameter for epidemic spreading dynamics is the average number of neighbors d of 

an individual (monomer). Roughly, there is an “epidemic threshold” 1/d, such that if S/L is 

below 1/d, the infection will die out.

Returning to our model with a dense and diffuse compartment, with average numbers of 

neighbors d+ and d_, respectively, this suggests that when S/L lies in the range:

1
d+

≤ S
L ≤ 1

d−

there should be sharp localization of marks to the dense compartment, with very few 

marks in the diffuse compartment (see Supplementary Text for a more careful discussion). 

Intuitively, this condition says that the system must be above the “epidemic threshold” in 

the dense region, and below it in the diffuse region. Consistently, simulations (Figure 2C) 

show localization of marks in an even broader range of S/L. As the strength of self-attraction 

α increases, the difference in the densities grows (Figure 2C, inset), further broadening this 

range. The analogy to epidemic spreading shows quantitatively how the density difference 

between the compartments is key to sharp localization of marks to the dense compartment, 

providing robust recovery of the initial mark pattern within one cell generation.

However, over multiple generations (Figure 3), something starkly different happens. 

Sweeping through the parameter space of our model (Figure 3B), what we find is an 

unstable, all-or-none behavior. When S/L is greater than a critical value λc(α) (which 

depends on α), an initially marked region grows uncontrollably until it covers the whole 

polymer. When S/L is less than the critical value, marks are instead lost globally. In both 

cases, memory of the initial state is lost within a few generations. When there is strong 

self-attraction and S/L is fine-tuned to very near the critical value, memory lasts longer, 

but even then there is a clear tendency to uncontrolled spread or global loss of marks. The 

same basic instability is apparent in the closely related model of Sandholtz et al. (36–38), 

who found that fine-tuning of parameters was required to achieve just 5 generations of mark 

pattern memory. Taken together, 3D spread of marks, even when coupled with 3D genome 

folding through the self-attraction of marks, is not enough to provide lasting epigenetic 

memory.

But so far, we have neglected a key biological fact, often omitted in biophysical models 

of mark dynamics. Marks do not spread themselves—spreading requires the action of a 

reader-writer enzyme, which in the nucleus is likely to be limited relative to its histone 

substrates. Estimates of the abundances of the histone methyltransferases PRC2 and SETB1 

(37–39), for example, suggest that they are hundreds to thousands of times less abundant 

than nucleosomes, which number in the tens of millions. To account for the limitation of 

the reader-writer enzymes we introduce a Michaelis-Menten-type scheme (40, 41) where 

A-B pairs that are within the interaction radius act as the substrate (Figure 3F). We find 

that adding enzyme limitation to our model remarkably stabilizes the memory of the initial 
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mark pattern (Figure 3D, E) for hundreds of cell generations, and over a broad range of 

parameters.

The effect of enzyme limitation is to replace the spreading rate S by an effective spreading 

rate Seff that depends on the number of A-B pairs NAB (Supplementary Text):

Seff =
S if NAB < ET

SET
NAB

if NAB ≥ ET
,

where ET is the total amount of enzyme. Intuitively, the enzyme sets a maximum global 

modification rate—the “Vmax” of the enzyme, which equals SET. Where before marks 

would spread uncontrollably across the whole polymer, now the total number of marks is 

set by the balance of Vmax and L to be NB = SET/L. Strikingly, this fixing of the number 

of marks is sufficient to yield a stable memory of the mark pattern, e.g. the position of a 

marked domain (Figure 3D, Figure S1). Stability of the mark pattern is also seen when loss 

occurs purely by replicational dilution (modeled as random loss of half the marks) once 

every cell cycle period Tdiv instead of at a constant loss rate L (Figure S2). Importantly, 

stable memory is seen across a broad range of parameters, as long as self-attraction is strong 

enough (Figure 3E), and it works without external reinforcement or fine tuning, as required 

by other models.

To summarize our findings so far, we have found a memory system that depends on three 

key ingredients—all characteristic of heterochromatin: (i) strong self-attraction of marked 

regions, leading to nuclear compartmentalization and densification of marked regions; (ii) 

3D spread of marks, and; (iii) limitation of the “reader-writer” enzyme, relative to its 

substrates. Together, we propose that the presence of these elements amounts to a basic 

design principle for epigenetic memory systems that exploit 3D genome structure for 

their function. Importantly, our results suggest that heterochromatin may be dense not to 

sterically exclude transcriptional machinery (heterochromatin is likely highly permeable 

to polymerase-size particles (42)), but rather as a way to maintain the memory of 

heterochromatin.

A rich observable phenomenology follows directly from these elements, providing strong 

support for our model, and many new predictions to be tested by emerging experimental 

modalities.

First and most basically, our model relates the abundance of a mark to the activity (S) and 

concentration (ET) of a reader-writer enzyme that makes it—in particular, we find a broad 

regime in which the number of marks is linear in both these quantities: NB = SET/L. This 

crisp prediction is at least consistent with the measured effects of EZH2 inhibition (43) 

and activating mutations (44, 45) on H3K27me3 levels (Supplementary Text), although a 

definitive test of linearity will require very careful quantitation of both sides of the equation. 

Perhaps more surprisingly, our model reveals that sometimes changing the concentration 

of an enzyme is different than uniformly changing its activity. This could shed light on 

mechanistic puzzles, such as the question of how the oncogenic mutant H3K27M histone 
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reduces H3K27me3—does it sequester limited PRC2 (effectively reducing ET) (46), or does 

it persistently reduce its activity (e.g. S) after transient contact (37)? Our model predicts that 

varying ET should change the number of marks smoothly, whereas reducing S/L below a 

critical value can cause a sharp, global loss of marks (Figure S5).

Second, our model predicts that only about half of monomers in marked regions are marked. 

As S/L or ET is varied, the stable mark domains (Figure 3E) arising in the limited enzyme 

regime vary in length, but the fraction of monomers within the domain that are marked 

remains roughly constant, around 0.55 (Figure S6A). This “semimarking” phenomenon 

is consistent with several experimental results. Semimarking leads to a density difference 

of 2 to 3 fold between compartments (Figure S6B), consistent with observed differences 

between heterochromatic and euchromatic regions in the nucleus (47). Semimarked domains 

also fold into irregular structures (Figure S6B) as recently observed in microscopy of 

Polycomb-repressed Hox genes (48), instead of spheres as would fully marked domains. 

Additionally, semimarking explains the counterintuitive findings of Alabert et al. (49) that 

certain histone marks require several cell generations to be fully established on new histones 

after replicational dilution, and that old histones keep getting marked—our model naturally 

reproduces these observations (Figure S7).

Third, our model predicts a coupling between distant genomic regions, mediated by the 

titration of the limited enzyme. The plainest consequence of this is that if marks are lost 

somewhere, they tend to be gained elsewhere. In capturing this, our model agrees with 

the numerous observations of such titration effects in epigenetic systems (50–52). As one 

illustration of this, we show that our model (Figure S8) can emulate the findings of Kraft et 

al. (53) that genomic deletion of PRC2 nucleation sites can cause loss of H3K27me3 local to 

the deletion but gain of the mark elsewhere.

A more surprising prediction is that this “mark redistribution” has a natural directionality 

to it—marks tend to flow from smaller domains to larger domains. A pattern consisting 

of multiple, noncontiguous mark domains can be remembered for hundreds of generations 

(Figure 4A). However, we observe that over a longer timescale, the separate domains 

compete with one another for the limited enzyme (even when “infinitely” far apart, Figure 

S9), inexorably leading to the formation of a single big domain.

The spontaneous formation of a big marked domain by mark redistribution after many cell 

generations is reminiscent of the formation of senescence-associated heterochromatin foci 

(SAHF) in senescent cells, which is associated with loss of heterochromatin elsewhere (53). 

Present accounts of SAHF formation suggest an orchestrated process regulated by many 

specific effectors (54), but our findings highlight the possibility that similar behavior could 

be a primitive tendency of mark spreading coupled to 3D genome organization.

Longer domains are more stable against mark redistribution in direct proportion to their 

length (Figure S9). This effect extends to clusters of domains—as the inter-domain 

separation is decreased, they begin to act as a single larger domain, lasting longer in 

competition with a larger domain (Figure 4B). These predictions could be tested by 
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observing the fate of artificial ectopic mark domains of differing lengths (19, 55, 56), and 

clusters of small marked domains.

Importantly, since tiny domains are lost very quickly, mark redistribution can be viewed as 

a form of error correction. If “errors” appear in the form of a background rate at which 

monomers spontaneously switch from A to B—creating “domains” consisting of individual 

monomers—these errors are corrected immediately by redistribution of the marks to a larger 

domain (Figure 4C, Figure S10). Resistance to this kind of error is important for any model 

of epigenetic memory based on spreading by reader-writer enzymes, because these enzymes 

have (at some low, but nonzero rate) nonspecific “writing” activity, unstimulated by the 

“reader” domain (57, 58). Conversely, this finding suggests that mechanisms other than ours 

must be at work in the tiniest, stable mark domains, such as the three nucleosome FLC 
nucleation region of Arabidopsis (57, 58). Our model is completely compatible with such 

mechanisms—introducing small, permanently marked regions to our model does not alter 

the basic story (Figure S11).

The final category of tests for our model stem from its ability to capture the emergence 

of epigenetic heterogeneity in a cell population. We consider the case in which marks are 

initially present in a small contiguous region and then S/L or ET is suddenly increased 

(Figure 4D–I). This could represent a developmental event, such as an increase in the 

duration of the cell cycle (which effectively decreases L), or the overexpression/activation 

of a reader-writer enzyme (an increase in ET). Immediately, new marks emerge randomly 

along the polymer, but over a few cell generations they redistribute to form one or a few 

large domains, strongly biased to include the small initially marked domain (Figure 4D). 

At the level of a population average (Figure 4E) the initial domain appears to simply 

expand linearly into a larger one. But in fact there is large single-cell variation involving 

noncontiguous domains (Figure 4F), a prediction single-cell epigenomic techniques (59) 

could test.

Remarkably, this behavior means that our model—without any modification or additional 

elements—can reproduce both classic and emerging aspects of the position-effect 

variegation (PEV). In PEV, translocations of the white gene of Drosophila to a genomic 

position near or within heterochromatin leads to stochastic, but mitotically-heritable, 

silencing of the gene (50). This results in a “variegating” phenotype characterized by 

mottled red-white eyes, where clonal patches bear the same coloration. Thus, the state of 

the locus is stochastic yet memorized over many cell divisions. To see PEV in our model, 

we create cell lineage trees by simply duplicating our simulation after every generation, 

and then continuing the simulation of the copies independently. We then interrogate the 

marking status of a small “regulatory region” somewhere along the polymer, to read out the 

silencing status over time in the lineage (Figure 4G–I). Solely by varying the position of 

this region, relative to the initially marked domain, our model reproduces starkly different 

observed phenotypes—including both the “sectored” (Figure 4H) and “salt-and-pepper” 

(Figure 4I) modes of variegation (60, 61)—thus providing a mechanistic rationale for this 

classic phenomenon of stochastically established yet memorized epigenetic states.
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Discussion

To summarize, the epigenetic memory mechanism we found requires three ingredients: 

self-attraction of marked regions, 3D spread of marks, and limited enzyme. Our simple 

model, a minimal one containing these ingredients, exhibits rich behavior that qualitatively 

matches classic experiments and generates predictions for new ones.

Our model makes a number of assumptions and has several limitations, including its 

consideration of just a single epigenetic mark rather than competing or successive levels 

of modification, as well as the absence of heterochromatic attraction to the nuclear 

lamina. Mark patterns can certainly be strongly influenced by processes we do not model 

here, such as nucleation regions to which modifying enzymes are recruited (61–64), or 

actively transcribed regions that are impervious to repressive marks (62–65). Our memory 

mechanism is compatible with such exogenous influences. Simulations in which we impose 

that some regions are “pinned” to be permanently marked (Figure S11) or conversely, 

are unmarkable (Figure S12), exhibit stable memory of mark domains away from pinned 

regions. It is also possible that some genomic elements are required to “license” certain 

regions for memory (66, 67). Such “conditional nucleation sites” (67) could be modeled as 

markable regions separated by large unmarkable ones. In fact, in our model, this kind of 

architecture may help memory by slowing mark redistribution (Figure S11C).

We also explored variants of our model that relax two of our central assumptions: the 

absence of mitotic mark dynamics and the absence of interphase chromatin dynamics. We 

find that spreading of marks during mitosis has only a small effect, most fundamentally 

because mitosis is short in duration relative to the length of the cell cycle (Figure S3, 

Supplementary Text). This effect compounds (Figure S3B) with any reduced activity 

of modifying enzymes on mitotic chromatin (e.g. due to reduced chemical or physical 

accessibility), further diminishing the role of possible mitotic spread of marks. Interphase 

dynamics can accelerate the loss of mark patterns (especially when loss is solely due 

to replicative dilution), but we find this can be rescued by increasing the strength of 

self-attraction (Figure S4, Supplementary Text). Tethering of heterochromatin to the lamina 

might also play this role, hinting at a mechanism that could link disruptions of the lamina to 

epigenetic memory (68, 69).

A natural question about epigenetic memory systems is how much information can be 

stored, and for how long? As a very first step towards addressing this question for our 

system, we chose a scheme for recording and reading out “bits” in a mark pattern, and 

then investigated how the probability of a bit error grows over successive cell generations in 

our model (Figure S13, Supplementary Text). We uncover a capacity-stability tradeoff—the 

more bits one seeks to encode (in our polymer of fixed length), the shorter the memory. For 

example, our system can reliably memorize at least 8 bits for 50 generations, or at least 17 

bits for 20 generations. Importantly, these are only lower bounds on the capacity, as we have 

not shown that our scheme for encoding bits is optimal. Errors arise by mark redistribution, 

and we only poorly understand what controls the redistribution timescale, aside from the 

expectation that it will increase with system size. Despite these caveats, our estimate gives 
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us a sense of scale—a mechanism like ours (using only 104 monomers), could provide 

stability to 250 (~28) alternative cellular states over 50 generations.

Intuitively, the memory mechanism we uncover relies on the encoding of memory in 

different forms in different phases of the cell cycle. In interphase, memory is held in the 

3D structure of the genome, in the form of density differences, because dynamic marks 

sharply localize to dense regions. During mitosis, when the 3D structure is being totally 

reorganized, memory is held in the 1D sequence of marks.

The mark dynamics on a fixed polymer in our model clearly has some affinity to the protein 

sequence design problem (70–72) where the goal is to find an amino acid sequence that will 

fold into a target 3D structure. Classically, the design may be accomplished by choosing 

a sequence that minimizes the energy of the target configuration relative to all other 

configurations (73, 74). Analogously, our mark dynamics—although not directly minimizing 

the energy of a target structure—nevertheless performs a kind of sequence design, giving 

rise to a mark sequence that refolds into a similar polymer structure. The dynamics of our 

model could then be thought of as iterated rounds of design and refolding, with the goal of 

preserving the sequence—a problem that is different from sequence design, and that to our 

knowledge has not been considered in the protein folding field.

The encoding of a mark pattern via folding of the polymer, within one cell generation, could 

also be thought of as the “learning rule” of an associative memory in a Hopfield network 

(75). Learning by the Hebb rule in such networks strengthens connections between active 

neurons (76, 77)—here, connections between marked regions are established by folding 

them together (“mark together, park together”). In this analogy, the mark dynamics are like 

the “update rule” that allows recovery of a stored memory. This lens is particularly relevant 

with the growing recognition that single cells (78–80) and simple chemical systems (81, 82) 

are capable of remarkably complex behaviors and memory. The possibility that epigenetic 

systems are capable not just of memory but also of more sophisticated information 

processing, such as associative learning, should be kept in mind—it may be the key to 

understanding them in their full complexity.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Data and materials availability:

To simulate our model, we used polychrom (83), a lab-developed wrapper of OpenMM (84) 

for the polymer dynamics, and EoN (Epidemics on Networks) (85) for the mark dynamics.
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Fig. 1. Model of mark and chromatin dynamics.
(A) Chromatin in the nucleus modeled as a spherically confined copolymer with monomers 

of two types, A (pale yellow) and B (blue), representing a varying pattern of histone marks. 

Monomers of type B, which represent regions bearing heterochromatic marks, self-attract. 

(B) Marks spread to 3D neighbors at rate S, and are lost everywhere uniformly at rate L. (C) 
The overall dynamics of our model consist of alternating phases of polymer dynamics and 

mark dynamics, representing the cell cycle.

Owen et al. Page 15

Science. Author manuscript; available in PMC 2024 May 07.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Fig. 2. Spreading marks sharply localize to dense regions.
(A) Mark dynamics (with S/L = 0.5) over a single cell generation, on a fixed polymer folded 

according to an initial pattern (with α = 2.4 kBT). Time advances from top to bottom. Inset 

circles (left) show snapshots of the polymer configuration (2D projection) over time. (B) As 

in (A), with a different initial pattern and perturbation. (C) Top: when the polymer folds, 

marked regions tend to be denser (red) than unmarked ones (green), due to the self-attraction 

of marks. The plot shows the average number of monomer neighbors in each compartment 

as a function of the strength of B-B self-attraction α. Bottom: in turn, when marks evolve 

according to their dynamics of spreading and loss, they tend to localize in dense regions for 

a range of S/L values. (D) An analogy to epidemic spreading, where marked monomers are 

equivalent to infected people, predicts correctly that this localization will occur at least in the 

red interval, whose width is set by the number of neighbors in each region.
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Fig. 3. Limited enzyme stabilizes memory over multiple generations.
(A) Time evolution of a mark pattern, with unlimited enzyme, over 200 generations (α = 

2.4 kBT, S/L = 0.42), starting from an initial pattern consisting of a single domain of 1000 

marked monomers. Inset circles show snapshots in time of the polymer configuration. For 

this choice of parameter marks spread everywhere and the polymer collapses. (B) Time 

evolution of the mark pattern, with unlimited enzyme, as a function of α and S/L. No 

stable memory. (C) With unlimited enzyme, the global marking rate in the nucleus VB is 

proportional to the number NAB of A-B pairs. (D) and (E), just as in (A) and (B), but with 

limited enzyme, ET = 1000. Stable memory is achieved for hundreds of generations, over 

a broad range of parameters. (F) With limited enzyme, VB is proportional to NAB when it 
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is small, but then saturates at the value Vmax = SET, preventing uncontrolled spreading of 

marks.
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Fig. 4. Dynamics of complex patterns and position-effect variegation.
(A) Time evolution of a pattern consisting of three, equally-sized mark domains (α = 2.4 

kBT, S/L = 0.5, ET = 3000). The pattern is stable for hundreds of generations, though marks 

eventually redistribute to form a single contiguous domain. In a population average (right) 

the three domains instead appear to merge. (B) Multiple small domains (population average 

shown) competing with a much bigger one (not pictured) survive redistribution longer the 

closer they are together. (C) Error correction: tiny “domains” introduced by spontaneous 

marking at a rate k are lost immediately (α = 2.4 kBT, S/L = 0.5, ET = 1000, k/L = 0.003). 

(D) Expansion of marks from a small domain leads to the random formation of new domains 

Owen et al. Page 19

Science. Author manuscript; available in PMC 2024 May 07.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



that can be remembered for hundreds of generations (α = 2.4 kBT, S/L = 0.5, ET = 3000). 

(E) The population average of (D) hides the large cell variation (F). (G-I) Position-effect 

variegation: To visualize the consequences of this, we consider a gene “regulatory region” 

of five consecutive monomers (red), somewhere along the polymer, and take the presence 

of a single B monomer in this region to silence the gene. Investigating silencing status 

(white = silenced, red = not silenced) in a lineage tree generated with our model, we find 

different phenotypes reminiscent of the classic position-effect variegation: (G) wild-type, 

(H) “sectored” variegation, and (I) “salt-and-pepper” variegation, depending on the position 

of the regulatory region.
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