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How breathing is generated by the preBötzinger complex (preBötC) remains divided
between two ideological frameworks, and a persistent sodium current (INaP) lies
at the heart of this debate. Although INaP is widely expressed, the pacemaker
hypothesis considers it essential because it endows a small subset of neurons with
intrinsic bursting or “pacemaker” activity. In contrast, burstlet theory considers INaP
dispensable because rhythm emerges from “preinspiratory” spiking activity driven by
feed-forward network interactions. Using computational modeling, we find that small
changes in spike shape can dissociate INaP from intrinsic bursting. Consistent with
many experimental benchmarks, conditional effects on spike shape during simulated
changes in oxygenation, development, extracellular potassium, and temperature alter
the prevalence of intrinsic bursting and preinspiratory spiking without altering the
role of INaP. Our results support a unifying hypothesis where INaP and excitatory
network interactions, but not intrinsic bursting or preinspiratory spiking, are critical
interdependent features of preBötC rhythmogenesis.

spike shape | afterhyperpolarization | respiratory control | rhythm generation |
central pattern generation

Neural rhythmicity orchestrates critical brain functions and dysregulation of this
rhythmicity can lead to pathology. Central pattern generators (CPGs) driving rhythmic
functions such as locomotion and digestion are key model systems for investigating brain
rhythm generation (1). The mammalian CPG for breathing has been extensively studied
as it produces rhythmic motor output that can be measured in awake, anesthetized, and
ex vivo experimental preparations. Discovery of the preBötzinger complex (preBötC),
a medulla region necessary for respiratory rhythm, inspired the development of preBötC
slice preparations (2) that generate rhythm in isolation. These in vitro preparations have
been used extensively to identify properties underlying respiratory rhythmogenesis, and
computational modeling conducted in parallel has been critical for developing and testing
concepts of respiratory rhythmogenesis. Yet, despite rigorous experimental/theoretical
investigation, how the preBötC generates rhythm remains controversial (3–5).

The terminology surrounding this controversy has evolved since first being introduced
(6). However, the nature of the debate has remained centered on whether cellular- or
network-based properties of the preBötC are the essential mechanism of rhythmogenesis.
Much of the contemporary debate relates to two competing theories. With its discovery,
preBötC neurons were identified that continue to produce rhythmic bursts of action
potentials in isolation (2). This finding, inspired the pacemaker hypothesis, which
posits that intrinsically bursting or “pacemaker” neurons are a specialized cell type that
initiates synchronized activity within the network and represents the essential element
of rhythmogenesis. Modeling studies predicted a critical role of a slowly inactivating
persistent sodium current (INaP) in the rhythmic activity of pacemaker neurons (7),
which was later experimentally confirmed (8). More recently, an alternative view has
evolved to account for observations that the amplitude of the preBötC rhythm can be
diminished while only minimally affecting its frequency (9–14), suggesting that the
network contains dissociable rhythm and “burst” generating elements (3, 15). One
interpretation of these results is conceptualized as burstlet theory (3), based on the
preceding “group pacemaker” hypothesis (6), which proposes that rhythm is driven
by weakly synchronized spiking activity referred to as “burstlets” that are an emergent
property of preBötC network topology and feed-forward excitatory synaptic interactions
among a subset of nonpacemaker neurons. Thus, in burstlet theory, ramping spiking
activity prior to inspiratory bursts referred to as “preinspiratory spiking” represents
burstlets and the essential rhythmogenic element of the network, while intrinsic bursting
neurons and associated burst-promoting conductances including INaP are considered
dispensable (3, 9, 16).
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However, both theories are difficult to test and overlook the
possibility that there may be degenerate modes through which
cellular activity can give rise to a network rhythm. Further,
the validity of both theories remains unclear due to conflicting
findings and oversimplifications that have hindered progress
toward a consensus on how breathing originates. Initially, the
pacemaker hypothesis was widely adopted due to its simplicity
and convincing experimental (2, 8, 17, 18) and theoretical
(7, 19, 20) support. However, demonstrating that intrinsic
bursting neurons are critical for rhythmogenesis proved to be
far from simple. First, intrinsic bursting neurons are difficult
to identify, typically requiring blockade of synaptic network
interactions rendering the network nonfunctional. Second, in-
trinsic bursting neurons cannot be specifically manipulated to
define their functional role. For example, although INaP is higher
on average in intrinsic bursters, INaP is widely expressed in the
preBötC in both intrinsically bursting and nonbursting neurons
(8, 18, 21). Because of this ubiquitous expression, manipulations
of INaP are not specific to intrinsic bursting neurons making it
difficult or impossible to characterize their specific contribution
to rhythmogenesis. Third, intrinsic bursting does not appear to be
a fixed property since neurons may be capable of bursting in some
conditions, but not in others (22). For instance, when challenged
with hypoxia, the preBötC network produces a gasping-like
rhythm with enhanced sensitivity to INaP blockade (23) and is
associated with a loss of preinspiratory spiking, inconsistent with
the rhythmogenic mechanism proposed by burstlet theory. On
the other hand, identification of preBötC pacemaker neurons has
relied on ex vivo preparations from neonatal mice with associated
caveats such as elevated extracellularK+ and low temperature (2),
while there remains a lack of evidence for intrinsically bursting
preBötC neurons in adult animals in vivo, casting doubt on the
pacemaker hypothesis (3).

Here, we develop a model of respiratory rhythmogenesis that
accounts for these discrepancies, while remaining constrained by
experimental findings that support both the pacemaker hypoth-
esis and burstlet theory. Due to interactions with the voltage-
dependent properties of INaP, we find that small changes in spike
shape, without changes in INaP or excitability, can eliminate
the capability of model neurons to exhibit intrinsic bursting.
By exploiting this interaction to dissociate the functional roles
of INaP and intrinsic bursting, we find that model preBötC
networks comprised entirely of neurons rendered incapable of
intrinsic bursting continue to produce rhythm. In this extreme
case, excitatory synaptic interactions allow rhythm to emerge
among tonic neurons that typically exhibit preinspiratory spiking
in the synaptically coupled network. Yet, despite the absence of
intrinsic bursting, the network rhythm remains dependent on
INaP. At the other extreme, in networks with spike shapes that
render all neurons capable of intrinsic bursting, rhythmogenesis
continues despite minimal preinspiratory spiking. In this case,
the network rhythm also depends on INaP as well as excitatory
interactions that synchronize intrinsic bursting to produce a
coherent network rhythm. Introducing spike shape variability
allows subsets of neurons to regain intrinsic bursting capabilities
or preinspiratory spiking, but this does not endow them with an
essential role in rhythm generation per se. Instead, the interdepen-
dence of INaP and excitatory synaptic interactions represents the
critical substrate for rhythmogenesis, while intrinsic bursting and
preinspiratory spiking are conditional phenotypes of preBötC
neurons that reflect degenerate modes of rhythm generation,
sensitive to any perturbation that affects spike shape including,
but not limited to, extracellular K+, temperature, hypoxia, and

neurodevelopment. These findings support a unifying theory of
respiratory rhythm generation and may also provide a useful
framework for understanding the emergence of rhythmicity in
other brain networks.

Results
Spike Shape Regulates Intrinsic Bursting. Spike shapes vary
widely, and in the preBötC spike amplitudes range from
approximately 15 to 125 mV (20, 24, 25). Due to the voltage-
dependence of INaP (in)activation (8, 18, 21), we wondered
whether spike shape could impact intrinsic bursting. To selec-
tively manipulate spike shape, we incorporated two additional
currents, ISPK and IAHP, into a contemporary preBötC neuron
model (15), (Fig. 1A). The voltage-dependent properties of ISPK
and IAHP (in)activation were chosen such that they are only active
well above resting membrane potential (≈-27.5mV), allowing
selective control of spike shape without affecting excitability.
Although these currents are not intended to mimic any of the
numerous channels expressed in the preBötC that may influence
spike shape (25), the voltage-dependence of ISPK and IAHP are
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Fig. 1. Spike shape regulates INaP-dependent intrinsic bursting. (A)
Schematic diagram of a model neuron with modifiable spike shape. (B)
Example spike shapes and (C) quantification of spike amplitude and AHP
during increasing gSPK or gAHP. (D) Voltage traces of an average intrinsic
burster gNaP = 3.33 nS and gleak = 3.5 nS (18) illustrating how increasing gSPK
or gAHP changes the activity pattern (silent, bursting, or tonic) produced as
gTonic is varied. (E) Activity patterns as a function of gTonic and gSPK (Left) or
gAHP (Right). Notice that for small increases in gSPK or gAHP, intrinsic bursting
(red shaded region) is lost and the neuron is rendered “burst-incapable.” (F )
Burst-capable regions (transparent red) in gLeak, gNaP space as a function
of gSPK (Left) or gAHP (Right). Black dots indicate gLeak, gNaP values used in
D and E.
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similar to NaV1.2 (26) and noninactivating M-currents, that
are expressed by preBötC neurons (21). For a full description
see Materials and Methods. As expected, increasing the ISPK
conductance (gSPK) increased spike amplitude by ≈30 mV
(−18.1 mV to +11.2 mV) over the range of conductances tested
(0 to 50 nS). Over the same range of gSPK, the magnitude of
the spike afterhyperpolarization (AHP) was also increased by≈6
mV (−55.1 mV to −61.1 mV). In contrast, increasing the IAHP
conductance (gAHP) from 0 to 50 nS had a more selective effect
on spike AHP, increasing it from −55.1 to −60.6 mV with
minimal changes in spike amplitude (Fig. 1 B and C ).

To characterize the interaction between spike shape and
intrinsic bursting, we altered gSPK or gAHP in model neurons
with experimentally motivated INaP conductance (gNaP) (8, 18)
while manipulating excitability via a tonic excitatory conductance
(gTonic). Importantly, intrinsic bursting is voltage-dependent as
illustrated in Fig. 1 D, Top where the model neuron transitions
from silent, to intrinsic bursting (periodic bursts of spiking), and
then to tonic spiking (continuous spiking) as excitability increases
(2, 7, 8, 18). Surprisingly, small increases in spike amplitude or
AHP rapidly reduced the range of excitability (gTonic) where
intrinsic bursting was possible, followed by complete elimination
of intrinsic bursting capabilities at gSPK = 5.816 nS or gAHP =
17.143 nS corresponding to changes in spike amplitude or AHP
of approximately +3.5 mV and −3.0 mV, respectively (Fig. 1 D
and E). Specifically, as spike amplitude or AHP increased, the
number of spikes and their frequency during bursts decreased
until the neuron transitioned to tonic spiking (Fig. 1D and
SI Appendix, Fig. S1). Importantly, following these changes
in spike shape, neurons remained unable to generate intrinsic
bursting at all levels of excitability, transitioning directly from
silent to tonic spiking, which we refer to here as being “burst-
incapable.” In addition to gNaP, the potassium-dominated leak
conductance (gLeak) is an important determinant of intrinsic
bursting and varies among preBötC neurons (8, 18). Therefore,
we mapped burst capability across gNaP,gLeak parameter space
during manipulations of spike shape (Fig. 1F ). As gSPK or gAHP
were increased, the burst-capable region collapsed toward higher
gNaP and lower gLeak values until intrinsic bursting became
impossible at gSPK >13nS or gAHP >35nS. Thus, even model
neurons with high gNaP and low gLeak require spike shape to
be maintained within a certain range to be capable of intrinsic
bursting.

Intrinsic Bursting Is not Required for preBötC Network Rhyth-
mogenesis. Testing whether intrinsic bursting or “pacemaker”
neurons are critical for preBötC rhythmogenesis has been
difficult/controversial (Introduction) and can be misleading con-
sidering degeneracy (1). Therefore, we leveraged the interaction
between spike shape and intrinsic bursting to investigate how
manipulation of intrinsic bursting, without associated changes in
INaP or excitability, impacts rhythm generation in a network of
N = 100 model neurons (Fig. 2A). See Material and Methods for
a full description.

Because these model networks contain neurons with dis-
tributed gNaP and gLeak values (Fig. 2A), we characterized how
increasing spike amplitude and/or spike AHP impacts intrinsic
bursting capabilities across the population. Under control spike
shape conditions (gSPK = gAHP = 0 nS), all neurons were initially
burst-capable. However, due to the spike shape dependence of
intrinsic bursting, increasing gSPK or gAHP progressively rendered
neurons burst incapable, with low gNaP neurons being the most
susceptible. When spike amplitude was increased by as little
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Fig. 2. Rhythm generation continues despite loss of intrinsic bursting. (A)
Schematic of 100 neuron network and the gNaP and gLeak distribution
within the network. (B) Percentage of burst-capable neurons in the network
as a function of gSPK or gAHP and (Right) the relationship between gTonic
and the percentage of the population in bursting mode during increasing
gSPK or gAHP. Effects of increasing (C) gSPK or gAHP on the network
activity (firing rate, black traces) and intrinsic cellular activity modes (silent,
bursting, tonic) as excitability is increased and (D) corresponding parameter
space supporting intrinsic bursting (red), tonic spiking (orange lines), and
network rhythmogenesis (white). Dashed blue and green lines correspond to
gSPK/gAHP and ramp in gTonic used for the example traces shown in the C. (E)
Example raster plots with overlaid population firing rate for each condition
at a fixed gTonic. (F ) Quantification of burst duration, rise, and decay times.
The Inset shows cycle-triggered averages of network burst waveforms. (G)
Effect of increasing gSPK or gAHP on the range of possible network burst
frequencies.

as ≈10 mV (gSPK = 10 nS) or the AHP was increased by ≈4
mV (gAHP = 30 nS), the intrinsic bursting capabilities of all
neurons in the population were eliminated (Fig. 2B).

Next, we examined network activity relative to the intrinsic
activity modes (silent, bursting, tonic) of its constituent neurons.
This was done by determining the percentage of neurons that are
silent, bursting, or tonic in the absence of synaptic interactions
as a function of excitability (gTonic) (Fig. 2 B and C ). Excitatory
synaptic interactions were then introduced, and population firing
rate over the same excitability range was overlaid (black traces)
with intrinsic activity modes (gray, red, and orange shaded areas)
to compare cellular- and network-level characteristics (Fig. 2C ).
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Under control spike shape conditions (100% burst-capable), as
excitability was increased the percentage of neurons in bursting
mode increased and then decreased as neurons transitioned
to tonic mode. This revealed a bell-shaped curve where the
maximum number of neurons in bursting mode was always
less than the number of burst-capable neurons, which occurs
due to the distributed gNaP, gLeak parameters of each neuron.
Following introduction of synaptic connections, the control
network produced a rhythm that followed this bell-shaped curve,
beginning as soon as the first neuron entered an intrinsic bursting
mode and ending once most neurons switched to tonic mode
(black trace vs. red shaded area in Fig. 2C ). In model networks
with altered spike shape, the bell-shaped curve of neurons
in bursting mode was initially reduced, involving a smaller
percentage of the network and occurring over a narrower range of
excitability, and then eliminated once all neurons were rendered
burst-incapable at gSPK ≈10 nS or gAHP ≈30 nS (Fig. 2D).
Consequently, as excitability was increased, neurons transitioned
directly from silent to tonic modes. Surprisingly, the network
still became rhythmic once a sufficient fraction of neurons
(≈15%) entered tonic mode. Thus, contrary to the pacemaker
hypothesis and the expected mechanism of rhythm generation in
similar INaP-based model networks (14, 15, 19, 20, 27), intrinsic
bursting is not required for rhythm generation.

Changes in spike shape also affected network spiking activity
(Fig. 2E). Altering either spike shape feature slowed the firing
rate of individual neurons during bursts to ≈20 Hz, reducing
the network rhythm amplitude. These rhythms may appear
relatively weak but are more representative of preBötC activity.
First, the large amplitude rhythm under control conditions is
associated with firing rates reaching >130 Hz in many neurons,
but firing rates of preBötC neurons during bursts typically range
from very slow (<5 Hz) to a maximum near ≈50 Hz (17, 28).
Second, increasing gSPK or gAHP converted network bursts from
a decrementing pattern to one with roughly symmetrical rise and
decay times of≈150 to 200 ms (Fig. 2F ), consistent with typical
preBötC activity as well as the cellular and network level dynamics
of burstlets (3, 29). Third, modifying spike shape at a given
level of gTonic increased the fraction of neurons in the network
that began to spike prior to burst onset, resulting in a collective
“preinspiratory” ramping of network activity (orange lines in Fig.
2E). This preinspiratory spiking reflects the recovery of activity
in neurons in tonic spiking mode (SI Appendix, Fig. S2), as
previously suggested (19, 30).

Notably, manipulating spike shape altered how the network
rhythm responded to changes in excitability. Specifically, the
gTonic range supporting rhythmogenesis was shifted slightly with
increasing gSPK and reduced with gAHP, (Fig. 2G), which could be
mitigated by increasing synaptic strength (SI Appendix, Fig. S3).
Yet, despite this reduced excitability “window,” the network
responsiveness to changes in gTonic was enhanced such that the
dynamic range of possible burst frequencies increased by two
to three fold. Overall, these results demonstrate that 1) network
rhythmogenesis persists even in the extreme case when all neurons
are rendered incapable of intrinsic bursting, 2) reducing the
number of burst-capable neurons without altering INaP produces
a rhythm with spiking patterns that are more representative of
preBötC activity, and 3) modulation of spike shape can change
the gain of the network rhythm such that it responds with a
greater change in frequency to a given excitatory input.

Interdependence of INaP and Excitatory Synaptic Dynamics.
Our finding that rhythmogenesis continues without intrinsic
bursting was surprising since INaP-based computational models

of the preBötC are generally viewed as the embodiment of the
pacemaker hypothesis. In other preBötC models that lack INaP
and intrinsic bursting, specialized synaptic dynamics (depression/
facilitation) are required for network oscillations (31, 32).
Similarly, synapses in our preBötC model undergo activity-
dependent synaptic depression (15). Therefore, to understand
what underlies network rhythmogenesis in the absence of intrin-
sic bursting, we blocked INaP or removed synaptic depression
under control conditions (100% burst-capable, gSPK = gAHP =
0 nS) and following elimination of intrinsic bursting via increased
spike amplitude and/or AHP (gSPK = 15 nS or gAHP = 35 nS).
In all conditions, the network rhythm continued when synaptic
depression was turned off, with modestly increased burst duration
and decreased burst frequency (Fig. 3A & SI Appendix, Fig. S4).
Thus, although synaptic depression may have important effects
on rhythm characteristics, its elimination does not preclude
rhythmogenesis. To test the role of INaP, we set gNaP = 0 nS
to eliminate its activity from all neurons in the network. As
expected, under all conditions removing INaP decreased neuronal
excitability resulting in higher levels of gTonic required to drive
spiking activity. However, all networks remained unable to
generate rhythm even as gTonic was increased to restore excitability
to levels producing comparable spike rates (SI Appendix, Fig. S4).
For comparison, networks with synapses blocked (gsyn = 0 ns)
were also unable to produce rhythm at any level of excitability, il-
lustrating the somewhat trivial but important point that synaptic
interactions are always a requirement for network rhythm, even
if all neurons are intrinsic bursters. These results demonstrate
that INaP can remain a critical component of the rhythmogenic
mechanism beyond its contribution to network excitability and
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independent of whether preBötC neurons are capable of intrinsic
bursting.

Next, we performed phase-specific manipulations of INaP
activation (mNaP), availability/inactivation (hNaP), and/or synap-
tic dynamics. In control networks and following spike shape
manipulations to eliminate intrinsic bursting (gSPK = 15 nS or
gAHP = 35 nS), INaPavailability and synaptic strength evolve
with network firing rate along similar rotational trajectories
during the respiratory cycle, comprised of burst initiation, burst
termination, and the interburst interval (Fig. 3B). First, synaptic
strength/depression (DSyn) or INaP activation were manipulated
at burst initiation (Fig. 3C ). In all cases, when synapses were
turned off at burst initiation, the expected network burst did
not materialize, indicating that excitatory synaptic interactions
are required to transition the network into bursts, even when all
neurons are capable of intrinsic bursting and were synchronized
by the previous cycle. Similarly, if INaP activation was fixed
at burst initiation, the network burst failed to occur under all
conditions. Thus, with impaired INaP activation, synaptic inter-
actions cannot initiate network bursts, and vice versa, illustrating
that these can be interdependent properties of rhythmogenesis.
Next, we characterized the role of synaptic depression and
INaPavailability dynamics in burst termination (Fig. 3D). Under
all conditions, synaptic depression was not essential for burst
termination. However, without it burst duration was increased
and the subsequent burst was delayed, particularly in the control
network when all neurons were burst-capable. Interestingly,
when INaPavailability was fixed at burst initiation, network
bursts only failed to terminate in control networks. In contrast,
in networks lacking intrinsic bursting, fixing INaPavailability
at burst initiation did not prevent burst termination. Instead,
interburst intervals became irregular (SI Appendix, Fig. S5),
possibly indicative of a more stochastic process of burst initiation
(3, 29). Finally, if synaptic depression and INaPavailability were
both fixed at burst initiation, bursts failed to terminate under
all conditions. These results demonstrate that INaP inactivation
and/or synaptic depression can terminate network bursts with
neither being independently essential, representing degenerate
features of burst termination and exemplifying the limitations of
necessity criterion.

PreBötC Rhythmogenesis Is Robust to Partial INaP Block. The
effects of INaP antagonists on the preBötC rhythm have been
inconsistent, fueling the debate surrounding the role of INaP
(Discussion). Therefore, our model’s prediction that INaP is an
essential element for preBötC rhythm-generation may seem
controversial. This is due, in part, to the conflation of INaP
with intrinsic bursting and the observation that INaP-dependent
intrinsic bursting is more sensitive to pharmacological manip-
ulations than the network rhythm (9, 14). To test this in our
model, we examined how the network rhythm and intrinsic
bursting are affected by progressive attenuation of INaP. Because
the spike shape configurations described above represent the
extreme scenarios (100% and 0% burst-capable), we simulated
INaP blockade in networks where gSPK was increased to 6 nS or
uniformly distributed from 0 to 12 nS (gSPK = U(0,12) nS),
reducing the fraction of burst-capable neurons to 38% and 37%,
respectively (6). Since effects of progressive INaP block were
similar, simulations with gSPK = U(0,12) nS, gSPK = 15 nS,
gAHP = 35 nS, and gSPK = gAHP = 0 nS are shown in
(SI Appendix, Figs. S6 and S7). With gSPK = 6 nS (Fig. 4 A
and B), progressive INaP blockade quickly reduced the fraction of
burst-capable neurons and eliminated all intrinsic bursting when

gNaP was reduced by just ≈35% (Fig. 4 C1–E1). Remarkably,
much higher levels of INaP block were needed to prevent network
rhythmogenesis, requiring gNaP to be reduced by ≈80 to 90%
(white vs. red regions of Fig. 4E1). Furthermore, effects were
dependent on the excitability of the network prior to INaP block,
with lower excitability networks being more sensitive to INaP
block and higher excitability networks being less sensitive (com-
pare points 1 to 5 in Fig. 4 E1 and F1). Notably, if the rhythm
was stopped by partial blockade of INaP, an INaP-dependent
rhythm could be restored by increasing network excitability.
These simulations illustrate how slightly different experimental
conditions that influence preBötC excitability could lead to
surprisingly variable results during pharmacological attenuation
of INaP and different interpretations regarding its role in rhythm
generation.

Because INaP is not specific to intrinsic bursting neurons,
making their selective manipulation experimentally intractable,
we leveraged the advantages of computational modeling to
compare the role of INaP in burst-capable and burst-incapable
neurons. In networks with gSPK = 6 nS (Fig. 4 C2–F3) or gSPK
= U(0,12) nS (SI Appendix, Fig. S7 C2–F3) selective suppression
of INaP by only ≈35% in neurons that were initially burst-
capable (38% of the network) eliminated all intrinsic bursting
from the network. In contrast, selective suppression of gNaP in
burst-incapable neurons (62% of network) had no effect on
the prevalence of intrinsic bursting, which remained constant
at 38%. However, despite dramatically different effects on the
prevalence of intrinsic bursting, selective block of INaP in burst-
capable or burst-incapable populations led to similar reductions
in total INaP in the network (47% and 53%, respectively)
and had surprisingly similar effects on network rhythmogenesis;
further demonstrating that intrinsic bursting does not play an
essential role in INaP-dependent network rhythm generation, and
highlighting the degenerate modes of rhythm generation in these
circuits.

Dynamic Regulation of Intrinsic Bursting and Preinspiratory
Spiking via Small ConditionalModifications in Spike Shape. The
manipulations of spike shape in the initial simulations (Figs.
1–4) were imposed. However, spike shape is dynamically regu-
lated and is altered by numerous conditional factors including
e.g. temperature (33, 34), oxygenation (35), intra/extracellular
ion concentrations (36, 37), and neurodevelopment (38, 39).
Deliberate manipulations of these conditional factors appears
to affect preBötC intrinsic bursting (20, 23, 34, 40). These
factors also represent variables that are likely to differ between
individual experiments and different research groups. Therefore,
we explored whether indirect effects on spike shape during
simulated changes in 1) oxygenation, 2) neurodevelopment,
3) extracellular potassium, and 4) temperature could capture
experimental observations and provide conceptual insights into
how conditional regulation of intrinsic bursting may obscure its
perceived role in respiratory rhythmogenesis.
Hypoxia Mediated Changes in Spike Generation, Intrinsic Burst-
ing, and Network Dynamics. The preBötC exhibits a biphasic
response to acute hypoxia, with augmented followed suppressed
network activity and a transition to a slow gasping-like rhythm
that appears more reliant on INaP-dependent intrinsic bursting
(23). In hypoxia, ATP production is decreased, which impairs
Na+/K+-ATPase pump function and disrupts ion gradients
particularly intracellular sodium ([Na+]in) (41). Consequently,
spike-generating currents are weakened, and spike amplitude and
AHP are reduced (35), which should increase the prevalence of
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Fig. 4. Selective block of INaP in burst-capable or
burst-incapable neurons has similar consequences for
rhythm generation. (A) Distributions of gNaP and gLeak
among burst-capable (red) and incapable (black) neu-
rons in a network with gSPK = 6 nS. (B) Prevalence of
silent, bursting, and tonic intrinsic cellular activities with
overlaid network firing rate during increasing gTonic
in the same network. (C1–C3) Comparison of global
INaP block (C1) vs. progressive INaP block specifically in
neurons that are initially burst-capable (C2) or burst-
incapable (C3). (D1–D3) Fraction of the network that
is burst-capable and amount of INaP remaining as a
function of INaP block progression. (E1–E3) Parameter
space supporting intrinsic bursting (red) and network
rhythmogenesis (white) as a function of excitability
(gTonic) during progressive INaP block. (F1–F3) Raster
plots and overlaid network firing rate corresponding to
points 1 to 7 shown in E1–E3.

intrinsic bursting (Fig. 1). However, [Na+]in accumulation also
affects INaP, making its impact on intrinsic bursting unclear.

Therefore, we investigated how elevated [Na+]in impacts spike
shape, intrinsic bursting, and network dynamics. In the single-
neuron model, increasing [Na+]in decreased the sodium reversal
potential and negligibly decreased the leak reversal potential
(SI Appendix, Fig. S8 A and B), leading to reduced spike
amplitude and AHP (Fig. 5 A and B). Increasing [Na+]in also
reduced neuronal excitability as indicated by higher levels of
gTonic required to generate spiking/bursting (Fig. 5C ). Despite
reduced spike amplitude and AHP, in model networks with
distributed gSPK (U(0,12) nS), the percentage of burst-capable
neurons slightly decreased with elevated [Na+]in (Fig. 5D) due to
the concurrent weakening of INaP. In the neurons that remained
burst-capable, bursts duration increased with higher firing rates
(Fig. 5 D, Insets). In the coupled network, increasing [Na+]in
decreased burst frequency and slightly increased amplitude before
the rhythm was eventually lost at [Na+]in >21 mM (Fig. 5E).

Increasing [Na+]in alone did not capture the initial augment-
ing phase of the hypoxic response. It was recently demonstrated
that the initial depolarization of neurons in response to hypoxia

is due to rapid (within 40 s) hyperpolarization of the voltage-
dependent activation of fast spike-generating sodium channels
(26). Accordingly, we tested how hyperpolarizing INa activation
(V Na

1/2 = − 43.8 mV) (SI Appendix, Fig. S8C ) impacts spike-
generation, intrinsic bursting, and network dynamics. Unexpect-
edly, in single neurons, neither spike amplitude nor AHP was
significantly affected (Fig. 5F ). However, the spike “threshold”
was lowered (Fig. 5G) increasing neuronal excitability, as indi-
cated by a reduction in the level of gTonic required to depolarize
neurons into tonic or bursting modes (Fig. 5H ). Additionally, as
V Na

1/2 was hyperpolarized, the number of burst-capable neurons
increased from 37% to 67% at ΔV Na

1/2 = −1.5 mV and burst
duration increased with higher firing rates (Fig. 5I ). In the model
network, hyperpolarizing V Na

1/2 by 1 mV over 40 s led to an initial
increase in network burst frequency followed by elimination of
the rhythm (Fig. 5J ).

Finally, we simulated the combined effects of altered V Na
1/2

and elevated [Na+]in. In the single neuron model with [Na+]in
= 47.5 mM andΔV Na

1/2 =−1 mV, spike amplitude and AHP were
reduced by ≈7.5 mV and ≈1.4 mV, respectively (Fig. 5K ) and
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Fig. 5. Simulated hypoxia alters spike generation, in-
trinsic bursting, network dynamics. (A) Example traces
and (B) quantification of spike amplitude and AHP dur-
ing changes in [Na+]in. (C) Relationship between gTonic
and the percentage of the network in tonic or bursting
modes showing decreased excitability during elevated
[Na+]in. (D) Number of burst-capable neurons in the
network as a function of [Na+]in with insets illustrating
the impact on burst shape. (E) Effect of increasing
[Na+]in on the model network rhythm (gSPK = U(0,12)
nS). (F ) Example traces illustrating minimal changes in
spike shape and (G) reduced spike threshold induced
by a hyperpolarizing shift in the (in)activation dynamics
of spike generating sodium currents (INa & ISPK). (H)
Relationship between gTonic and the percentage of the
network in tonic or bursting modes during INa & ISPK
(in)activation hyperpolarization. (I) Number of burst-
capable neurons in the simulated preBötC network
as a function of INa & ISPK (in)activation hyperpolar-
ization. Insets show representative intrinsic burster.
(J) Network rhythm during linear hyperpolarization of
INa & ISPK (in)activation. (K ) Example traces comparing
spike shape under control and simulated steady-state
hypoxia (INa = 47.5 mM, ΔV1/2

Na = 1 mV). (L) Relationship
between gTonic and the percentage of the population
in tonic or bursting modes showing net decrease in
excitability and (M) an increased percentage of the
network that is burst-capable during hypoxia. (N) Ef-
fect of hypoxia on a representative intrinsic burster.
(O) Network rhythm during simulated transition to
hypoxia. (P) Example network traces before (i) and
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of the hypoxic response. (Q) Network activity and (R)
parameter space supporting network rhythmogenesis
during progressive INaP block under control (white) and
hypoxic (purple) conditions.

excitability was reduced (Fig. 5L). In the network, the fraction
of burst-capable neurons increased from 38% to 54% (Fig. 5M )
and the firing rate and duration of intrinsic bursts also increased
(Fig. 5N ). When combined, the coupled network responded
with an initial increase in spiking activity and burst frequency
followed by a rapid transition to a slow gasping-like rhythm
with a loss of preinspiratory spiking and transformation of the
burst shape from symmetrical to decrementing (Fig. 5 O and P).
Importantly, under these conditions, the network rhythm was
also much more sensitive to INaP suppression as demonstrated
for the preBötC network in vitro (23). However, this was due to
reduced excitability rather than an altered role of INaP or intrinsic
bursting, as network rhythms could be restarted by increasing
excitability (Fig. 5 Q and R).
Developmental Changes in Spike Shape and Intrinsic Bursting
Mediated by Increasing Conductance Densities. Experimental in-
vestigations of preBötC rhythmogenesis and intrinsic bursting
have largely been restricted to prenatal or neonatal development
(8, 18, 21, 40, 42). The possibility that intrinsic bursting may be a
preBötC feature restricted to early development, is a longstanding
criticism of the pacemaker hypothesis. In general, during embry-
onic/postnatal development, spike amplitude and AHP increase,
while duration decreases (38, 39). These changes result from
increasing ion channel densities (38, 39, 43, 44). Thus, we scaled
ionic conductances to predict how neurodevelopment may affect
spike shape, intrinsic bursting, and network dynamics.

In single model neurons, we simulated neurodevelopment
by applying a scaling factor ranging from 0.25X to 2.5X to
all conductances except gNaP (Fig. 6A). When conductances
were scaled down, spike amplitude and AHP were reduced

and spike duration increased (Fig. 6B). At the same time, the
magnitude of gTonic required to generate spiking decreased
and the spike “threshold” depolarized (SI Appendix, Fig. S9
A and B). Notably, further reducing spike amplitude and
AHP by down-scaling conductances rendered them unable to
generate sustained trains of spikes (Fig. 6B), as observed in early
embryonic development (38). Conversely, as conductances were
scaled up, spike amplitude and AHP increased, spike duration
decreased, the magnitude of gTonic required for spike generation
increased and spike “threshold” hyperpolarized (Fig. 6 B and
C and SI Appendix, Fig. S9 A and B). Among burst-capable
neurons, conductance scaling transformed the shape of bursts,
which resembled long-duration plateau-like bursters with down-
scaling (40) and became shorter in duration with up-scaling until
neurons transitioned to tonic spiking (Fig. 6E). Interestingly, the
frequency range of these plateau-like bursters is very restricted
(≈0.05 Hz to≈0.1 Hz) and their bursting capabilities are highly
insensitive to INaP attenuation (SI Appendix, Fig. S10 A and B),
consistent with experimental recordings (40).

To examine how concurrent neurodevelopmental changes in
gNaP may affect intrinsic bursting and network dynamics, we
added scaling to gNaP ranging from 0X to 2X the scaling factor
applied to other voltage-gated conductances (m = 0 to 2, Fig. 6
D, Inset). In model networks (gSPK = U(0,12) nS), we quantified
the proportion of burst-capable neurons as conductance densities
undergo scaling with varied ratios of concurrent gNaP scaling
(Fig. 6D). Simulations in networks with gSPK = 0, 6, or 12 are
shown in SI Appendix, Fig. S11. In all cases, when conductances
were low (scaling factor <0.5X), intrinsic bursting was not
possible in any neurons. When gNaP was concurrently scaled,
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the fraction of burst-capable neurons quickly increased with up-
scaling, reaching a peak of ≈70 to 80% (≈38% for m = 2)
at a scaling factor of 0.75X, and then declining to 38% under
control conditions (scaling factor = 1X). As conductance densities
were further increased, the number of burst-capable neurons
continued to decline until intrinsic bursting was lost or only
possible in a small fraction of the population except for the case
whenm = 2 where this decline was small (Fig. 6D and SI Appendix,
Figs. S11A and S12B). This decline in intrinsic bursting typically
corresponded with increasing preinspiratory spiking activity
(Fig. 6H and SI Appendix, Fig. S12D), and also expanded
the excitability (gTonic) range that supported rhythmogenesis,
allowing a much wider range of network frequencies (Fig. 6I and
SI Appendix, Fig. S12E). In all cases, rhythmogenesis remained
INaP-dependent and, interestingly, intrinsic bursting became
more sensitive to INaP attenuation whereas network sensitivity
was unchanged or slightly decreased (SI Appendix, Fig. S10C ).
These results illustrate that, even with scaling up of gNaP, intrinsic
bursting can remain limited to a subset of neurons within a certain
developmental period, supporting the conclusion that intrinsic
bursting is a nonessential feature of INaP-dependent network
rhythm generation.
In vitro to in vivo: impact of extracellular potassium and temper-
ature on cellular and network bursting. Inherent in the process
of creating the in vitro preBötC slice, excitatory inputs from
regions outside the preBötC that regulate its activity are removed.

To compensate for this loss of excitability, elevating the con-
centration of potassium in the bathing solution to between 8
and 9 mM is standard practice to promote reliable rhythmic
activity from preBötC slices. In addition, slices are typically
maintained at a subphysiological temperature (27 °C) to extend
the viability of the preparation (2, 8, 18, 45). The possibility
that these artificial conditions may also impact intrinsic bursting
has been an enduring criticism of the pacemaker hypothesis and
the in vitro preparation in general. Indeed, to what extent the
biophysical mechanisms of rhythm generation seen under in
vitro conditions are representative of normal physiology remains
unclear and has been an important caveat common to the study
of CPGs in general (1, 3). Because spike shape changes with both
temperature (33) and extracellular potassium ([K+]e) (36, 37), we
explored how these variables may impact intrinsic bursting and
network rhythms to better understand whether the biophysical
mechanisms of rhythm generation are conserved under simulated
temperatures and [K+]e associated with in vitro and in vivo
conditions.

In single model neurons, reducing [K+]e hyperpolarized the
K+ and leak reversal potentials (EK and ELeak, SI Appendix, Fig.
S13A), which increased the spike AHP and slightly reduced spike
amplitude (Fig. 7 A1 and B1), as expected (36, 37, 46). In
the model preBötC network with distributed spike amplitudes
(gSPK = U(0,12) nS), decreasing [K+]e from a baseline value
of 8.5 mM reduced excitability as indicated by an increased
gTonic required for neurons to enter spiking/bursting modes
(Fig. 7C1). Additionally, decreasing [K+]e quickly reduced and
then eliminated burst-capable neurons at [K+]e <5 mM (Fig.
7D1), consistent with experimental observations (20). Reducing
[K+]e below 5 mM also led to the cessation of the network
rhythm (Fig. 7E1), as is typical in most in vitro preBötC slice
preparations (2, 20, 29). However, if a source of excitatory drive
was provided to the network to increase its excitability (gTonic),
as expected to be present in vivo, the network rhythm re-emerged
despite the continued absence of intrinsic bursting. Interestingly,
at [K+]e = 4 mM, the onset of simulated hypoxia (Fig. 5) revealed
a transient rhythm that re-emerged and persisted following
recovery from hypoxia (SI Appendix, Fig. S14A), as has been
observed experimentally (47). In the model, this is due to short-
term [Na+]in dynamics and the long-lasting hyperpolarizing shift
in the voltage-dependence of INa (in)activation.

Next, we considered the potential consequences of temper-
ature. Spike amplitude and AHP are known to decrease with
increasing temperature (33) including in preBötC neurons (34).
These changes are thought to be largely due to faster dynamics
of voltage-gated channels and increased neuronal capacitance
(33, 48). Therefore, to simulate changes in temperature, we added
temperature dependence to voltage-dependent rate constants and
cell capacitance such that all rate constants are reduced by≈70%
and capacitance increases by ≈1pf over the 10 °C change from
27 °C to 37 °C (SI Appendix, Fig. S13 B and C ), see Materials
and Methods . With these dependencies, simulating an increase
in temperature decreased spike amplitude and AHP (Fig. 7
A2 and B2), consistent with experimental observations (33).
In the network, increasing temperature increased the possible
number of neurons concurrently in a bursting mode but did
not impact excitability as indicated by an unchanged gTonic
required to depolarize neurons into spiking/bursting modes (Fig.
7C2). Importantly, the number of burst-capable neurons was
increased from 38% at 27 °C to 75% at 37 °C (Fig. 7D2) and
interestingly, some neurons that were initially in a bursting mode

8 of 12 https://doi.org/10.1073/pnas.2318757121 pnas.org

https://www.pnas.org/lookup/doi/10.1073/pnas.2318757121#supplementary-materials
https://www.pnas.org/lookup/doi/10.1073/pnas.2318757121#supplementary-materials
https://www.pnas.org/lookup/doi/10.1073/pnas.2318757121#supplementary-materials
https://www.pnas.org/lookup/doi/10.1073/pnas.2318757121#supplementary-materials
https://www.pnas.org/lookup/doi/10.1073/pnas.2318757121#supplementary-materials
https://www.pnas.org/lookup/doi/10.1073/pnas.2318757121#supplementary-materials
https://www.pnas.org/lookup/doi/10.1073/pnas.2318757121#supplementary-materials
https://www.pnas.org/lookup/doi/10.1073/pnas.2318757121#supplementary-materials
https://www.pnas.org/lookup/doi/10.1073/pnas.2318757121#supplementary-materials


A1

A2

B1

F G H I J

E2

Increased Extracellular K+

Increased Temperature

Extracellular K+ & Temperature

B2

27˚C
37˚C

9 mM
3 mM

8.5mM
27˚C

4mM
37˚C

5 m
V

5 m
V

5 m
V

 0%

 70%

 0%

 100%

 0.2  0.45
gTonic (nS)

Bursting Mode

Tonic Mode

10 mV

200 ms

D1 E1

 0

 60

 3 9

Bu
rs

t-c
ap

ab
le

 (%
)

[K+]e (mM)

 9 mM

 6 mM

200ms

20mV

8.5mM 4 mM

Increasing Excitability (gTonic)10 s

10 Hz

1

37˚C

27˚C

30 s

10 spks/s/N

4 mM, 37˚C (26% Burst-capable)
8.5 mM (38% Burst-capable)
27˚C

Increasing Excitability (gTonic)10 s

10 spks/s/N

2

D2

 27  37Temp. (˚C)
 30

 100

Bu
rs

t-c
ap

ab
le

 (%
)

27˚C

 34.5˚C
20 mV

200ms

-64

-54

 3 9 [K+]e(mM)

-19

-12

m
V

C1

 0%

 70%
9mM

9mM

 0%

 100%

 0.15  0.45gTonic (nS)

Bursting Mode

5mM

Tonic Mode

3mM

-64

-54

 27  37Temp(˚C)

-19

-12

m
V

C2 Bursting Mode

Tonic Mode 0%

 70%

 0%

 100%

 0.2  0.45gTonic (nS)

 27˚
 37˚

 27˚
 37˚

Amplitude

AHP

AHP

Amplitude

 1s

 10Hz

 0%

 100%

1 2

 1s

 10Hz

 0%

 100%

Fig. 7. Regulation of spike shape, intrinsic bursting,
and network dynamics by [K+]e and temperatures
associated with in vitro and in vivo conditions. (A1
and A2) Example traces and (B1 and B2) quantified
spike amplitude and AHP during changes in [K+]e or
temperature. (C1 and C2) Relationship between gTonic
and the percentage of the network in bursting or tonic
modes during changes in [K+]e or temperature. Notice
the reduced excitability at lower [K+]e and increased
excitability at higher temperatures. (D1 and D2) Per-
centage of burst-capable neurons in the network as
a function of [K+]e or temperature with Insets of a
representative intrinsic burster. (E1) Network rhythm
at 8.5 mM and 4 mM [K+]e during increasing gTonic.
(E2) Network rhythm during an increase in temperature
from 27 °C to 37 °C. (F ) Example spike shapes under
in vitro ([K+]e = 8.5 mM, T = 27 °C) and in vivo-like
([K+]e = 4 mM, T = 37 °C) conditions. (G) Relationship
between gTonic and the percentage of the population in
bursting or tonic modes under in vivo-like conditions.
(H) Representative intrinsic burster in each condition.
(I) Network rhythm during transition from in vitro to in
vivo [K+]e and temperature with increasing excitatory
drive (gTonic). (J) Rasters and overlaid population firing
rate for points 1 and 2 shown in E1 and I (Orange lines
indicate fraction of the network active since preceding
burst).

transitioned to tonic spiking mode and vice versa, consistent with
the findings of ref. 34 (SI Appendix, Fig. S13D). In the coupled
network, this resulted in a shift in the baseline spiking activity
of the network and an increase in burst frequency (Fig. 7E2), as
observed experimentally (34, 49).

Finally, we examined how differences in [K+]e and temper-
ature may impact the cellular- and network-level properties of
the preBötCin vitro and in vivo. In single model neurons, simul-
taneously decreasing [K+]e from 8.5 to 4 mM and increasing
temperature from 27 °C to 37 °C resulted in a net decrease in
spike amplitude and AHP (Fig. 7F ). In the network, this change
in [K+]e and temperature reduced excitability, requiring higher
gTonic for neurons to enter tonic/bursting modes, decreased the
possible number of neurons concurrently in bursting mode,
reduced the number of burst-capable neurons from 38% to
26%, and decreased spike frequency during bursts (Fig. 7 G
and H ). Despite the persistence of intrinsic bursting capabilities,
this change in [K+]e and temperature caused cessation of the
network rhythm due to reduced excitability. If an excitatory
input was applied to the network (gTonic) the network rhythm
re-emerged (Fig. 7I ). Under these conditions, the dynamic
frequency range of the network remained largely unchanged or
slightly reduced (SI Appendix, Fig. S15), and there was a higher
fraction of the network participating in preinspiratory activity
(Fig. 7J ). Interestingly, in the model, if synaptic strength was
increased at physiological [K+]e, as suggested by prior exper-
iments (50), the network rhythm increased in amplitude and
became more robust (SI Appendix, Fig. S13E). Despite the dif-
ferences in cellular activity phenotypes network rhythmogenesis
remained dependent on INaP under all conditions (SI Appendix,
Fig. S13F ).

Discussion
This study addresses a longstanding debate surrounding respi-
ratory rhythmogenesis using computational modeling to dis-
entangle the conflated role(s) of INaP and intrinsic bursting.
We find that small changes in spike shape can interact with

INaP gating dynamics to transition neurons from bursting to
tonic spiking and render them incapable of intrinsic bursting
(Fig. 1). In an established preBötC network model that is
commonly viewed as a quantitative realization of the pacemaker
hypothesis, we leverage this interaction to selectively render all
neurons capable or incapable of intrinsic bursting. By doing so,
we demonstrate that preBötC rhythmogenesis persists in both
extremes—when intrinsic bursting is not possible and neurons
exhibit intrinsically tonic activity associated with preinspiratory
spiking in the network, and also when all neurons are capable of
intrinsic bursting but the network lacks preinspiratory spiking.
(Fig. 2). Thus, while these phenotypes of preBötC neurons may
be present and reflect degenerate modes of rhythm generation,
they are conditional and are not, on their own, essential
elements for rhythmogenesis. Instead, regardless of the amount of
intrinsic bursting or preinspiratory spiking, rhythmogenesis per
se remains dependent on interactions between INaP and recurrent
synaptic excitation (Figs. 3–4). Consistent with these findings,
we illustrate how conditional factors that impact spike shape
including oxygenation (Fig. 5), development (Fig. 6), extracel-
lular potassium, and temperature (Fig. 7) can substantially alter
the relative abundance of intrinsic bursting and preinspiratory
spiking without precluding rhythm generation. Rather than
being rhythmogenic, we propose that these dynamic activity phe-
notypes of preBötC neurons are a feature of a degenerate network
that evolved to be robust, ensuring breathing persists despite
developmental or environmental changes, while remaining able
to accommodate the wide range of breathing patterns associated
with its physiological, behavioral, and emotional integration
(51, 52).

Over the last three decades, the debate surrounding preBötC
rhythmogenesis has remained largely unchanged, stemming, in
part, from the simplistic framing of the pacemaker and group-
pacemaker/burstlet theories. Although attractive and broadly
accessible, this simplicity supports a false dichotomy rooted
in necessity/sufficiency criterion that obscures more nuanced
interpretations critical to achieve a consensus view.

First, it implies that these theories are mutually exclu-
sive. For example, in group-pacemaker-based interpretations,
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rhythmogenesis is described as an “emergent” property of the
network because it arises from interactions among “nonrhyth-
mic” intrinsically tonic neurons. On the other hand, in networks
that contain intrinsically bursting neurons, rhythmicity is often
assumed to be driven by the activity of these bursting neurons
as if they were “pacing” the network. However, intrinsic burst
frequencies are quite variable (17) and, as with any other preBötC
neuron, pacemaker neurons are embedded within a recurrently
connected network. Accordingly, synaptic interactions are always
required to coordinate cellular activity into a coherent network
rhythm regardless of the intrinsic spiking patterns of its con-
stituent neurons (Fig. 3), and therefore all network rhythms are
“emergent.” Moreover, tonic spiking and intrinsic bursting are
both rhythmic processes, and the synchronization of individual
spikes or clusters of spikes (i.e. bursts) across the network
via synaptic interactions may share far more similarities than
differences. Indeed, in the model presented here, we find that
the initiation of network bursts depends on both INaP activation
and recurrent excitatory interactions, whereas INaP inactivation
and synaptic depression both contribute to burst termination
(Fig. 3). Thus, the roles of network interactions and the intrinsic
properties of the neurons within it should not be considered
separable or “one or the other.” Instead, we propose that “the”
mechanism of rhythm generation involves multiple interacting
and interdependent properties of the preBötC.

Second, with this framing, INaP has become misconstrued
with intrinsic bursting and the pacemaker hypothesis. This may
reflect, in part, the way in which intrinsic bursting and INaP were
initially characterized in the preBötC—first with the discovery of
pacemaker neurons (2), followed by incorporation of INaP into
computational models with the goal of replicating the pacemaker
phenotype (7), and finally subsequent experimental confirmation
of INaP expression and INaP-dependent pacemaker neurons in the
preBötC (8, 18). This progression of discovery strongly supported
the assumption that the purpose of INaP in the preBötC is to
endow some neurons with intrinsic bursting properties, which
in turn drives rhythmic activity of the network. However, rather
than a driver of rhythm, our findings suggest that it may be
more accurate to view intrinsic bursting as a consequence of INaP-
dependent rhythm generation that is only possible in neurons that
happen to have a certain combination of properties including,
but not limited to, gNaP, gLeak, and any of the many properties
that influence spike shape (33–39), see Figs. 2–7. Taking this
view, one need not consider the small subset of neurons that
are capable of intrinsic bursting to be a specialized cell type
with a unique functional role in rhythm generation. Indeed, our
simulations demonstrating that blockade of INaP specifically in
burst-capable or incapable neurons has similar consequences for
the network rhythm (Fig. 4) support this view. It is also consistent
with experimental observations that the preBötC rhythm can
persist even after intrinsic bursting is apparently abolished by
pharmacological or genetic attenuation of INaP (9, 16). Due
to the conflation of INaP and intrinsic bursting, these findings
have reinforced the idea that INaP is not obligatory for preBötC
rhythm generation. However, our simulations clearly illustrate
that INaP can be critical for rhythm generation independent of
any requirement for intrinsic bursting (Figs.2 and 3), and that
INaP-dependent preBötC rhythms can persist long after intrinsic
bursting has been abolished by partial INaP block (Figs. 4 and
5, SI Appendix, Fig. S6, S7 E1–E3, S10C, and S13F ), providing
an important proof of concept that equating INaP and intrinsic
bursting is an oversimplification.

The debate surrounding the role of INaP has also been
exacerbated by the seemingly inconsistent effects of INaP blockers.
(8, 18, 23, 42, 45). For example, in cases where INaP antagonists
have failed to eliminate the preBötC rhythm, proponents of
the pacemaker hypothesis often contend that this is because
INaP block was incomplete due to insufficient diffusion of drug
into the tissue (14, 18, 53). In contrast, in cases where INaP
blockers have eliminated the preBötC rhythm, proponents of
group pacemaker/burstlet theory, generally attribute this to INaP’s
contribution to excitability rather than rhythmogenesis (42). This
is supported by observations that, following elimination of the
preBötC rhythm with the INaP blocker Riluzole, rhythmicity
could be restored by application of substance P to increase
preBötC excitability (42). Here, we illustrate how INaP’s contri-
bution to preBötC excitability can be a key factor underlying the
widely variable responses of the preBötC rhythm to suppression
of INaP (Fig. 4), providing a plausible explanation for these
apparently discrepant findings. Because sufficient excitability is
required for preBötC rhythmogenesis, if the level of excitability is
initially low, a modest suppression of INaP (≲10%) will quickly
stop the rhythm due a reduction in excitability. However, if
baseline excitability is higher, it becomes much more difficult
for INaP suppression to stop the rhythm. Further, once the
rhythm has been stopped by partial suppression of INaP, it can be
restarted by increasing excitability so long as INaP has not been
suppressed by more than 80 to 85%, consistent with experiments
suggesting that the preBötC rhythm can only be restarted when
INaP block is incomplete (14, 18). Thus, the wide variation in
the sensitivity of the preBötC rhythm to suppression of INaP does
not indicate that INaP has a more important rhythmogenic role
in one condition vs. another. Nor does the ability to recover
rhythmicity by increasing excitability suggest that INaP is not
an essential element of rhythmogenesis. Instead, independent
from its contribution to excitability, INaP remains important for
rhythm generation due to its contributions to burst initiation and
termination (Fig. 3), consistent with optogenetic manipulations
of preBötC excitability during graded pharmacological block of
INaP (14). Notably, the prevalence of burst-capable neurons in the
network has little effect on the relationship between excitability
and the sensitivity of the rhythm to INaP suppression (Fig. 4 and
SI Appendix, Figs. S6 and S7D). Collectively, these simulations
illustrate that INaP ’s role in preBötC rhythmogenesis is not
limited to its contribution to excitability or intrinsic bursting,
and provide important conceptual insight into why experimental
efforts to define the role of INaP in preBötC rhythm generation
have been inconsistent and difficult to interpret.

Third, both theories generally overlook the conditional nature
of intrinsic bursting and preinspiratory spiking (3–5). Impor-
tantly, our simulations reveal an inverse relationship between
the prevalence of intrinsic bursting and preinspiratory spiking
that can be profoundly altered by small changes in spike shape.
A long-standing critique of the pacemaker hypothesis (and by
association INaP) is the lack of evidence for intrinsic bursting
in adult animals in vivo, suggesting that intrinsic bursting is
restricted to early development and/or the artificial conditions
used in vitro. Here, we illustrate how these conditional factors
can shift the prevalence of intrinsic bursting and preinspiratory
spiking without altering the role of INaP in rhythmogenesis.

In vitro and in vivo experiments are typically performed at
different [K+]e and temperature. In preBötC slices, artificially
increasing [K+]e promotes rhythmogenesis and also intrinsic
bursting (20). In contrast, lower [K+]e (sometimes with altered
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[Ca2+]) promotes weaker “burstlet” rhythms hypothesized to be
driven by preinspiratory spiking rather than intrinsic bursting
or INaP (3). Consistent with these experimental observations,
lowering [K+]e in the model reduces the number of burst-
capable neurons in the network due to an increase in spike
AHP. Experimentally, at physiological [K+]e, intrinsic bursting
is eliminated and the network rhythm stops (20). However,
the latter is a consequence of reduced cellular excitability
because rhythmogenesis can be restored if excitatory drive is
increased (Fig. 7), as is expected in vivo due to the presence
of e.g. neuromodulatory and chemoreceptor inputs. Under these
conditions, intrinsic bursting remains absent and preinspiratory
spiking is increased (Fig. 7). However, another artificial aspect
of in vitro experiments is low temperature, which has an inverse
relationship with spike amplitude and AHP (33); Fig. 7. Warmer
temperatures in vivo are therefore expected to counteract the
effects of low [K+]e on intrinsic bursting. As a result, our
model predicts that at physiological temperature and [K+]e
some neurons remain burst-capable, consistent with experiments
that have identified intrinsic bursting preBötC neurons at
physiological [K+]e but at slightly warmer temperatures (30 °C
to 31 °C) (24, 54).

In vitro and in vivo experiments are generally performed at
different stages of development. Intrinsic bursting in the preBötC
is often thought to be most prevalent during early development
(40), and attempts to record rhythmic preBötC activity in slices
from rodents ≲P14 have been generally unsuccessful. This has
reinforced the idea that intrinsic bursting drives rhythmic activity
of the preBötC in vitro and that the preBötC rhythm in vivo
must be generated by a distinct mechanism such as reciprocal
inhibition (5). Our simulations illustrate how the abundance of
burst-capable neurons can peak during early development due to
changes in spike shape that are expected as the densities of channel
conductances increase (38, 39); Fig. 6. However, this change in
the abundance of burst-capable neurons does not represent a shift
in the underlying rhythmogenic elements of the network. Instead,
an increasing amount of excitatory drive becomes required
for rhythmogenesis as neurodevelopment progresses (Fig. 6),
which may contribute to the difficulties associated with gen-
erating rhythmic preBötC slices beyond this early developmental
period.

Collectively, these factors may help explain the lack of evidence
for intrinsically bursting preBötC neurons in vivo. However,
a major conclusion of our study is that intrinsic bursting is
not a prerequisite for INaP-dependent rhythmogenesis (Figs. 2
and 4). Therefore, even if preBötC neurons are not capable of
intrinsic bursting in vivo, this does not indicate that INaP isn’t an
important feature of preBötC rhythmogenesis. To the contrary,
the conceptual insights of our study support the hypothesis that
the preBötC utilizes the same cellular and network properties
for rhythm generation in vivo vs. in vitro, during hypoxia, and
at different stages of neurodevelopment. However, the network
is able to produce degenerate modes of rhythm generation by
developmentally and/or conditionally altering the abundance
of intrinsic bursting/preinspiratory spiking phenotypes, charac-
teristics of the network rhythm (frequency, amplitude, shape),
and the amount of excitability required for rhythmogenesis
through modest changes in spike shape. Conditions associated
with less intrinsic bursting and more preinspiratory spiking
generally result in a more dynamic preBötC network that is
able to produce a wider range of frequencies with relatively

small changes in excitatory input (Figs. 2, 6, and 7). From a
teleological perspective, it may make sense for activity phenotypes
of preBötC neurons to transition away from intrinsic bursting as
development progresses and breathing becomes integrated with
an increasingly complex repertoire of nonrespiratory functions
such as sniffing, vocalizing, nociception, emotion, and swallow-
ing. Breathing in vivo must also be easily stopped and started,
e.g. breath hold, and such changes in the preBötC may ensure
it continues to operate near this phase transition with sufficient
gain to allow optimal responses to internal and external inputs.

The parameters of our model are based on available data.
However, computational models are always limited by approx-
imations and cannot include all biological variables. Indeed,
additional biophysical properties such as network topology,
synaptic weight distributions, synaptic facilitation, synaptic
inhibition, and various currents not captured by this model may
also play important role(s) in burst initiation and/or termination
under some conditions. For example, when computational
models of the preBötC, similar to this one, are expanded to
include inhibitory neurons, rhythmogenesis may be sustained by
reciprocal network interactions and/or INaP in a state-dependent
manner (53). Similarly, in the current study, we do not know
how each individual conductance scales with development,
or whether time constants for each voltage-gated parameter
are similarly affected by temperature. However, the important
conceptual takeaways hold true across different permutations and
simulations. 1) Due to interaction with the voltage-dependent
properties of INaP, anything that alters spike shape can influence
intrinsic bursting. 2) Interacting cellular (gNaP and excitability)
and network (excitatory synaptic interactions) properties form
the inexorable substrate for rhythm generation, whereas the
activity patterns of individual neurons are conditional phenotypes
that reflect changes in network “states” rather than changes in
rhythmogenic mechanism. And, 3) modulation of spike shape
can have important consequences for rhythm characteristics and
network flexibility. Because INaP is widely expressed in the brain
(55–58) and is a feature of many CPGs, the conceptual insights
of our study may provide a useful framework for understanding
many different forms of brain rhythmicity.

Materials and Methods

Model neurons incorporate Hodgkin–Huxley style conductances as described in
previousstudies(14,15,27,53).Thecurrents includeactionpotentialgenerating
Na+ and delayed rectifying K+ currents (INa and IK), a persistent Na+ current
(INaP), a voltage-gated Ca2+ current (ICa), a K+ dominated leak current (ILeak), a
tonic excitatory synaptic current (ITonic) and a dynamic excitatory synaptic current
(ISyn) which mediates network interactions. The high voltage-activated currents,
ISPK and IAHP, were added to manipulate spike amplitude and AHP. Networks
contain N=100 neurons with 13% connection probability. Full details of the
computational model are given in SI Appendix.

Data, Materials, and Software Availability. All study data are included in
the article and/or SI Appendix (59).
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