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SUMMARY

This study systematically reviewed the application of large language models (LLMs) in medicine,
analyzing 550 selected studies from a vast literature search. LLMs like ChatGPT transformed health-
care by enhancing diagnostics, medical writing, education, and project management. They assisted
in drafting medical documents, creating training simulations, and streamlining research processes.
Despite their growing utility in assisted diagnosis and improving doctor-patient communication, chal-
lenges persisted, including limitations in contextual understanding and the risk of over-reliance. The
surge in LLM-related research indicated a focus on medical writing, diagnostics, and patient comm-
unication, but highlighted the need for careful integration, considering validation, ethical concerns,
and the balance with traditional medical practice. Future research directions suggested a focus on
multimodal LLMs, deeper algorithmic understanding, and ensuring responsible, effective use in health-
care.

INTRODUCTION

Large language models (LLMs) have marked a significant milestone in computational linguistics and have rapidly integrated into diverse sec-

tors, including healthcare.1–3 Thesemodels, developed on deep learning and natural languageprocessing technologies, excel in understand-

ing andgenerating human language.2–4 By analyzing vast textual datasets, LLMs have gained remarkable capabilities in vocabulary, grammar,

semantics, and domain-specific knowledge, especially in medicine.3–5

In healthcare, LLMs are revolutionizing diagnostic processes and therapeutic decision-making.6–11 Their ability to parse through extensive

medical records, interpret complex clinical data, and generate meaningful insights is particularly valuable.12–18 This includes aiding in diag-

noses, enhancing medical education, and assisting in research and literature reviews.19–27 However, while the broad applications of LLMs in

medicine are well-documented, there remains a gap in understanding their specific impact on different medical conditions and

scenarios.28–34

This research aims to fill this gap by providing a comprehensive systematic review of LLM applications in medicine. We focus on delin-

eating the landscape, identifying challenges, and exploring future possibilities. By condensing the vast knowledge into actionable insights,

we hope to guide further advancements in this intersection of artificial intelligence (AI) and healthcare.
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RESULTS

Search results and study inclusion

Our meticulous search across renowned databases such as PubMed, EmBase, Web of Science, and Scopus (specifically the ‘‘medicine’’ cate-

gory) yielded a total of 4,323 articles up until 20 July 2023. After eliminating 2,590 duplicate articles, 1,743 records were earmarked for

potential inclusion. A rigorous selection process subsequently ruled out 1,193 articles for various reasons, including irrelevance to LLMs,

misalignment with the medical domain, and a lack of accessible full text. Consequently, a final count of 550 studies was selected for the

scoping review (Table S1) (Figure 1).

The rapid increase of LLM-related medical researches

Our data presented a compelling trajectory of LLM-related medical research publications from May 2021 to July 2023. Initially, in May

2021, there was a single publication, Korngiebel and Mooney, delving into the burgeoning realm of natural language computer applica-

tions, specifically generative pretrained transformer 3 (GPT-3). Highlighting its potential to revolutionize traditional human-dominated

healthcare interactions, we make a cautionary note. They emphasized the imperative to judiciously weigh the advantages and challenges

before such sophisticated tools find footing in the intricate tapestry of healthcare delivery.35 As the horizon of eHealth broadens, the pa-

per serves as a timely reminder that as innovation becomes more prevalent, its integration into the clinical milieu requires circumspection

and preparation.

A discernible increase was evident in November andDecember 2022, with three and four publications, respectively. The year 2023 shows a

significant surge, particularly from January to June. May 2023 has the highest number of publications (126 articles). Notably, there was a sharp

decline in July 2023 to only 40 articles. This dip can be attributed to the inherent lag in the database update process. Typically, accepted

articles take approximately two months from initial acceptance to database inclusion (Figure 2).

Figure 1. Search results and study inclusion

For a Figure360 author presentation of Figure 1, see https://doi.org/10.1016/j.isci.2024.109713.
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The role of LLMs in transforming medical practices

The integration of LLMs in medical writing

With the emergence of LLMs, there has been a clear revolution in the field of medical writing, particularly the incorporation of LLMs such as

ChatGPT.36 These models’ evolving capabilities have made their integration into medical documentation increasingly relevant. While LLMs

are not without limitations in comprehending and generatingmedical texts, their proficiency in swiftly accessing a breadth of multidisciplinary

data is noteworthy. They efficiently retrieve up-to-date research from medical literature, aiding researchers in rapidly synthesizing new find-

ings.37 Notably, LLMs excel in drafting initial versions of articles and refining grammar and style in existing documents, thus enhancing their

clarity and coherences.38,39 In particular, ophthalmologists have utilized ChatGPT for swiftly creating summaries and notes for ophthalmic

surgeries.40,41 Additionally, LLMs can simplify complex medical statistics for better comprehension.42 LLMs also contribute to the linguistic

improvement of document manuscripts.43 When researchers need to explain complex medical data or statistical results, LLMs can provide

clear and concise explanations, making them easier for readers to understand.44 However, their limitations, such as occasionally citing

non-existent references, must be acknowledged. Despite these challenges, the potential for LLMs in medical writing remains substantial.

To fully leverage LLMs in medical writing, enhancing their contextual grasp of medical subtleties, incorporating fact-checking features,

adapting to various medical writing styles, and establishing a feedback loop with healthcare professionals is essential.45,46 Crucial steps

include ensuring transparency in authorship, integrating with credible medical databases, prioritizing data security, and encouraging collab-

oration between developers and medical experts for effective and trustworthy LLM applications in healthcare (Figure S1).

LLMs in medical examinations and education

LLMs, such as ChatGPT, have shown considerable potential in enhancing medical education and examination practices. These models offer

innovative tools for medical training, including realistic patient-doctor role-playing simulations with real-time feedback. They enable the cre-

ation of diverse medical scenarios, complete with detailed patient histories and decision-making processes.47,48 This advancement aids in

improving the training efficiency of medical personnel, thereby enhancing the skills and capabilities of future healthcare professionals. Addi-

tionally, LLMs can generate new practice questions from existing exam databases, offering students a broader range of study materials.49

Their ability to automatically score objective questions, such as multiple-choice or true-or-false formats, and provide preliminary evaluations

for short-answer and essay responses, underscores their utility in educational settings.50,51 However, it’s crucial to recognize that while LLMs

offer highly accurate responses, they are not flawless. Supervision is necessary to prevent misinformation and ensure that medical students

receive accurate and reliable guidance.

Figure 2. Monthly breakdown of LLMs medical research: original vs. non-original publications

For a Figure360 author presentation of Figure 2, see https://doi.org/10.1016/j.isci.2024.109713.
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Despite the advancements brought by LLMs in medical training and exam preparation, concerns about their limitations, including the po-

tential spread of inaccuracies and the risk of over-reliance by students, must be addressed.52 To effectively utilize LLMs in medical education,

integrating expert-reviewed content is vital. Additionally, embedding mechanisms for continuous learning and rectification of inaccuracies,

coupled with emphasizing human oversight, is essential. These steps will ensure that LLMs act as supplemental tools, reinforcing rather than

replacing traditional learning methods53 (Figure S1).

The synergy of LLMs in medical project and research management

In the fields of medical project management and research design, LLMs have emerged as pivotal tools, enhancing a range of processes

including literature searches, project planning, risk assessment, ethics review, data management, budgeting, and team collaboration.37 For

instance, LLMs can swiftly distill key insights from extensive literature, laying a robust foundation for research initiatives.54 They also have the

capability to anticipate potential project risks, alerting teams to these issues early and proposing mitigation strategies. In data management,

LLMs adeptly organize and categorize vast quantities ofmedical data, streamlining this often complex process.46 Regarding budget and fund-

ingmanagement, theygenerate budget proposals based onproject needs andhistorical trends, aiding in the judicious allocation of resources.

Crucially, LLMs enhance communication and collaboration within research teams, fostering stronger connections between researchers, pa-

tients, and the wider audience, thereby ensuring that research aligns with real-world needs.55 The expectation is that LLMs will alleviate the

burdenof administrative tasks andpaperwork in researchplanning,offering significant timesavings formedical staff.Nonetheless, theaccuracy

of LLM outputs warrants close scrutiny, and challenges arise in addressing language and cultural variances in their application (Figure S1).

In the context of medical project management and research design, the implementation of LLMs promises substantial efficiency gains,

from optimizing literature reviews to improving collaborative efforts. However, their integration is not without challenges, notably in maintain-

ing data accuracy and addressing linguistic and cultural subtleties. As LLMs begin to transform these administrative domains, the importance

of rigorous validation protocols, cultural contextualization, and continual updates with the latest medical data becomes paramount.56 Such

measures will ensure that LLMs are both efficient and reliable, serving as invaluable aids inmedical research and projectmanagement without

compromising their integrity.

Revolutionizing medical auxiliary diagnosis with LLMs

LLMs, exemplifiedby tools likeChatGPT, are revolutionizing the landscapeof assisteddiagnosis in healthcare. TheseAI-driven systemsadeptly

integrate clinical nuances with advanced algorithms, showcasing their proficiency in various medical fields, from the complexities of gastroen-

terology to the precision of dentistry.57–59 Beyond auxiliary diagnostics, LLMs extend their utility to recommending medical examinations,

providing literature support, and enhancing doctor-patient interactions.60 Given the stringent standards in healthcare for accuracy, safety, reli-

ability, and clarity, the applicationof such tools inmedical decision-making is subject to rigorous scrutiny.Medical decision-making is inherently

intricate, often involving the interpretation of ambiguous, unstructured data, and multifaceted medical knowledge. LLMs’ limitations are

evident in their struggles with contextual understanding and causal reasoning.61,62 Instances where LLMs offer misleading or potentially haz-

ardous advice underscore the need for cautious adoption in clinical settings; nevertheless, they hold considerable promise for transformative

changes in healthcare. As themedical field navigates the surging currents of digital health, the potential of AI is unmistakable.63 However, this

advancementwarrants aprudentapproach,witha consensus in themedical community thatAI shouldaugment, not supplant, humanexpertise.

In summary, while LLMs undoubtedly introduce groundbreaking shifts and novel opportunities in healthcare, their rise is checked by sig-

nificant challenges. These include the need for more robust evidence-based validation in clinical contexts, an often-superficial grasp of dis-

ease pathophysiology favoring probabilistic over deterministic reasoning, and emerging ethical issues, particularly concerning data privacy

and transparency. Navigating this AI-integrated medical era necessitates a harmonious blend of technological innovation and steadfast

adherence to coremedical principles. Emphasizing a balanced, evidence-driven, and collaborative strategy is essential to uphold the integrity

and quality of patient care (Figure S1).

Elevating medical communication in the LLMs

In today’s complex medical landscape, AI-driven platforms like ChatGPT are significantly altering the dynamics of doctor-patient communi-

cation and aiding in the dissemination of medical knowledge. LLMs serve as preliminary online consultation tools, offering patients basic but

essential information about their conditions, treatments, and preventivemeasures.64,65 This approach can not only save patients time but also

equip them with foundational knowledge and advice prior to in-person medical consultations. One of the key strengths of LLMs lies in their

ability to demystify medical terminology, providing patients with clear and understandable explanations, thereby enhancing their compre-

hension ofmedical diagnoses and recommendations.66 Furthermore, recent studies underscore the role of these advanced tools in improving

consultation accuracy and countering medical misinformation, particularly in areas such as vaccination.67 The expansive knowledge base of

LLMs enables coverage across diverse medical fields, from orthodontics to cardiac surgery, potentially narrowing the communication divide

between doctors and patients.32 However, while these tools mark a significant shift in enhancing doctor-patient interactions, it’s crucial to

acknowledge their inherent limitations. Therefore, continuous education and training ofmedical personnel are essential to ensure the respon-

sible and effective use of LLMs in clinical settings.

As LLMs pave the way for breakthroughs in medical communication, bridging gaps and simplifying complex medical concepts, their lim-

itations must be carefully considered. The guidance provided by LLMs, though extensive, may lack the intricate understanding inherent in

human medical practice, and there’s a risk of misinformation if these tools are not meticulously supervised.68 Additionally, the inherently
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impersonal nature of LLMs can overlook the emotional and psychological aspects crucial in patient care.69 To fully leverage the benefits of

LLMs in doctor-patient communication, it is imperative to refine their algorithms for more profound contextual comprehension, continually

update them with clinically validated information, and incorporate a level of human oversight to ensure the accuracy and personalization of

their responses (Figure S1).

Innovative LLMs applications in nursing

The advent of AI, exemplified by models like ChatGPT, signals a significant transformation in healthcare, especially in nursing education.

These advancedmodels serve not only as repositories of vast information but also as dynamic tools reshaping how nursing education is deliv-

ered. They facilitate more realistic, relevant assessments and prepare nursing students and professionals for the diverse challenges of clinical

practice. LLMs, utilizing patient medical records and current conditions, offer personalized nursing recommendations and help develop

tailored care plans.70 They assist nurses in managing and accurately dosing medication, and provide timely reminders to both medical staff

and patients. An automated nursing record feature streamlines workflow, enhancing the accuracy and completeness of patient information.

For those in rural or remote areas, LLMs offer essential nursing advice and support, ensuring timely assistance is available.71 Additionally,

these models can offer emotional support, aiding patients in managing the psychological stresses associated with illness.72 Despite these

benefits, it is crucial to recognize that such technologies cannot fully replace the irreplaceable value of human care and interaction.73

Concerns such as safeguarding patient privacy, preventing overdependence on technology, and preserving the authenticity of human inter-

actions remain paramount. As we integrate these technologies into nursing practice, it is imperative to use them judiciously, ensuring they

complement rather than replace the fundamental elements of human interaction and care (Figure S1).

The applications of LLMs in other research areas

In the multifaceted realm of biomedicine, LLMs are showcasing the extensive capabilities of AI. A prime example is in literature retrieval and

analysis, where LLMs efficiently collate and synthesize information from a vast array of biomedical publications.74 This capability is invaluable

to researchers, enabling rapid access to and organization of the latest findings on specific drugs, diseases, or genetic research.75 In the arena

of drug discovery, LLMs aid in predicting the activity, toxicity, and pharmacokinetic properties of new drug compounds, offering significant

time savings and early-stage screening potential.76 Additionally, in genomics, LLMs contribute to annotating the functions of newly identified

genes using existing literature and databases, a crucial step given the daily discovery of new genes.77 While protein structure prediction pri-

marily relies on specialized models like AlphaFold, LLMs enhance these models by providing supplementary literature-based insights, thus

refining the accuracy of such predictions.78,79 In epidemiology, LLMs are instrumental in tracking and forecasting disease spread by analyzing

online textual data, offering substantial support for public health decision-making.80,81 Furthermore, LLMs find application in bioinformatics

for predicting patterns, functional domains, and sequence similarities (Figure S1).

However,despite thewide-rangingutility of LLMs inbiomedicine, they cannotentirely supplant laboratoryexperimentationordeep-rooted

biomedical expertise. Particularly, drugmolecule predictionsmadeby LLMsmay not always alignwith actual biological responses.Gene func-

tion predictions, informed though they may be, might not fully account for complex gene interactions. Similarly, relying solely on LLMs for

epidemiological trends could lead to inaccuracies if not cross-validated with actual data. Therefore, while LLMs represent a significant

advancement in biomedicine, their optimal use involves a balanced approach. This approach should integrate their computational power

with thorough experimental validation and expert analysis to ensure scientific accuracy and maintain the integrity of biomedical research.

Distribution and type of LLM-related medical research across organ systems

A total of 219 (39.82%) articles focused on at least one specific disease across different organ systems. The genitourinary system led the chart

with 37 studies, of which 13 focused on assistive diagnostics and 9 on patient-nurse communication. The circulatory and digestive systems

both had 27 studies, with the former showing a greater contribution tomedical writing (six studies) and the latter leaning towardmulti-faceted

applications (10 studies). The nervous and psychiatric domains exhibited broad interest in medical writing, with nine and four studies, respec-

tively. In contrast, the ear-nose-throat system had the least representation, with seven studies. Notably, the majority of studies across all sys-

tems have concentrated on assistive diagnostics and medical writing (Figure 3).

Geographical distribution of LLM-related medical research publications

The data illustrated the comprehensive geographical distribution of LLM-relatedmedical research across 57 countries. In the initial phase, the

publications originated in 12 countries. This expanded to 44 and 47 countries in the second and third phases, respectively. The US led the list

with 221 publications, followed by India with 53 publications and China with 49 publications. Other notable contributors included the UK with

37 publications, Germanywith 27 publications andCanadawith 26 publications. This distribution of research outputs clearly indicates a global

interest and contribution in the field of LLM in medicine, encompassing both developed and developing nations, and underscores the wide-

spread relevance of this technology in the medical sector (Figure 4).

An international landscape: Delineating LLM-related medical research by domain and nation

The data provide a meticulous portrayal of scholarly pursuits across distinct medical paradigms, delineated by country. The US has emerged

as a clear leader in academic excellence, with significant contributions across various domains: 60 entries in medical writing, 37 in education
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Figure 3. Heatmap of LLMs applications in medical research by organ system

For a Figure360 author presentation of Figure 3, see https://doi.org/10.1016/j.isci.2024.109713.
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and training, 42 in diagnosis and treatment, and 54 in multidisciplinary pursuits. India, while not matching the volume of the US, shows a

focused emphasis in medical writing and patient communication, with 12 and 11 entries, respectively. It also maintains a balanced approach

across other areas and shows a notable presence in interdisciplinary studies with 8 entries. China, with a conservative count in medical writing,

displays considerable progress in interdisciplinary research and diagnosis and treatment. Following these, Germany’s academic strength is

prominently inclined toward diagnosis and treatment, paralleling the US in its scholarly focus. The UK, with a rich academic heritage, contrib-

utes across various fields: 9 entries in medical writing, 7 in pedagogy, and 12 inmultidisciplinary research. Lastly, Canada, thoughmoderate in

overall numbers, demonstrates a distinct emphasis in multidisciplinary research and ophthalmology.

When viewed through an anatomical lens, the US leads, particularly in musculoskeletal and digestive systems research, and shows notable

engagement in genitourinary, respiratory, and neural studies. India aligns its research focus on respiratory and psychiatric areas. China offers

balanced contributions, especially in digestive and endocrine systems, while also attending to musculoskeletal and neural research. The UK,

with its balanced academic approach, emphasizes circulatory and digestive system studies. Germany, with a diverse academic portfolio, leans

toward circulatory andmusculoskeletal research. Canada, thoughmodest in its contributions, distinctly focuses on ophthalmological research

(Figure 5).

DISCUSSION

This is a pioneering study to quantitatively and comprehensively chart the integration of LLMs into themedical domain. The recent upsurge in

the adoption of LLMs can be attributed to the open accessibility of groundbreaking platforms, such as GPT.1,8,82 A notable observation is the

surge in original research, which is indicative of growing empirical endeavors to harness the potential of LLMs in real-world medical

scenarios.83–85

The geospatial distribution of research shows a pronounced skew toward regions, such as the US, India, andGermany. These regions, with

higher internet access, have undeniably provided fertile ground for the intersection of AI andmedicine.86–88 Specifically, the synergy between

the burgeoning IT industries and advanced healthcare infrastructure in these countries may explain their dominance in themedical LLM land-

scape. While the application of LLMs spans various medical disciplines, our findings underscore the inclination toward certain organ systems,

notably the genitourinary, digestive, and circulatory systems.89–92 Research in these areas largely focuses on facets such as medical writing,

auxiliary diagnosis, and patient communication, hinting at immediate areas where LLMs, such as ChatGPT, can bring tangible benefits.

Concurrently, fields such as psychiatry and the nervous system, although well represented, emphasize uncharted areas where further research

could unearth novel applications. The expansive datasets also show an emergent trend: while LLMs have found robust applications in patient

communication, medical writing, and auxiliary diagnosis, there remains latent potential in realms such as medical education and training,

especially in simulating patient-doctor interactions.10,85,93–95 In addition, the challenges posed by linguistic and cultural nuances in LLMs un-

derscore the importance of region-specific model training and data integration.

Figure 4. Global spread of LLMs medical research by country

For a Figure360 author presentation of Figure 4, see https://doi.org/10.1016/j.isci.2024.109713.
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The advent of multimodal LLMs is bringing about a paradigm shift in the medical field, offering the capability to process and generate

diverse data types, thereby unlocking unprecedented potential.96–99 To understand their role, it’s essential to define what multimodal

LLMs entail. These models are adept at processing, interpreting, and generating a wide array of data types, including but not limited to

text, images, sounds, and more. This versatility implies that within the medical arena, LLMs are equipped to handle not only textual data,

such as patient medical records, diagnostic reports, and research papers, but also to interpret and analyze medical imaging data like

MRIs, CT scans, and X-rays, as well as other forms of data like voice recordings or biomarkers. Multimodal LLMs offer a novel and efficacious

approach to diagnosis, treatment, and healthcare management. Their robust capabilities in data processing and integration allow medical

professionals to deliver more precise and efficient services to patients. At the same time, these models enable patients to access

medical advice and care with greater convenience. As these technologies continue to evolve and improve, their significance and impact

in the medical field are expected to grow exponentially.

Traditional machine learning systems (MLS), including random forests and traditional neural networks, use specific structured data to

improve the identification of critically ill patients.100 MLS employs a predictive model and provides real-time explanations via the shapley ad-

ditive explanations (SHAP) method to help medical staff understand why certain patients may require immediate treatment. In contrast, LLMs

like GPT-4 are primarily designed to understand and generate natural language. LLMs offer flexibility in handling a wide variety of data,

including unstructured data, but they do not inherently provide the same structured, real-time interpretation as MLS. Traditional MLS faces

challenges such as overfitting, lack of interpretability, and difficulty in handling diverse and unstructured data. LLMs, with their flexibility, have

the potential to bridge these gaps, making them more valuable in clinical applications, especially when patient data are diverse and

unstructured.

The predictive capabilities of LLMs stem from their pre-training on vast datasets, enabling them to understand and generate language,

and perform a variety of predictive tasks including text classification, question answering, and summary generation.101 Unlike MLS, LLMs,

through their deep neural network architecture, can automatically identify and leverage complex patterns and relationships within language

data, without the need for pre-selecting variables or explicit feature engineering.41,102 LLMs are capable of processing and analyzing large

volumes of unstructured text data, utilizing knowledge learned from pre-trained models to execute complex reasoning tasks and predic-

tions.103,104 This means that LLMs can recognize and utilize complex patterns and associations that MLS might overlook, thereby providing

more accurate predictions in certain cases.105 In fact, LLMs can achieve all the predictive capabilities constructed through deep learning or

logistic regression modeling by MLS, and possess a strong generalization ability. MLS struggles with missing or anomalous input variables,

leading to ineffective operation or stability issues, whereas LLMs are not limited by fixed input variables, demonstrating superior intelligent

processing capabilities and closer alignment with human thought processes.106Of course, bothMLS and LLMs face challenges related to data

bias and model transparency. Future research directions need to continuously improve model design, optimization algorithms, and training

methods to address these issues.107,108

The utilization of LLMs in medicine, as presented, undeniably brings transformative prospects to healthcare, from diagnostics to patient

communication. However, the juxtaposition of promise with persistent challenges warrants a thoughtful discourse. A pressing concern lies in

the validation of LLMs in real-world clinical settings. While LLMs have showcased potential, their clinical efficacy remains largely untested.

Ensuring these models align with evidence-based medicine standards becomes crucial, requiring rigorous studies that measure their reli-

ability against established clinical benchmarks.

The integration of LLMs into the medical field introduces a significant challenge: the current scarcity of evidence-based medical research

concerning the application of LLMs in healthcare settings.109 Although LLMs have shown remarkable efficacy in various sectors, the unique

context of medicine, with its direct implications for human life and health, necessitates a cautious approach to the introduction of untested

technologies or methods into clinical practice.110 Despite their robust data processing capabilities, LLMs present a potential risk for predic-

tion errors in clinical environments. The medical domain, with its complex interplay of biology, physiology, and pathology, might be chal-

lenging for machine learning models to fully encapsulate, especially considering the intricacies and variability inherent in medical data.111

Furthermore, the realm of medical decision-making often requires a high level of expertise and experience, aspects that may not be entirely

replicable by LLMs. The consequences of medical decisions far surpass those in other sectors, where a misdiagnosis or incorrect treatment

recommendation could directly jeopardize a patient’s life. Hence, it is imperative to back any new technological innovation, including LLMs,

with solid scientific evidence before they are implemented in medical practice.

Currently, empirical studies examining the application of LLMs in the medical field are limited. This scarcity of research implies an inability

to definitively assess the accuracy, reliability, and safety of LLMs within a healthcare context. To comprehensively understand the potential

benefits and risks associated with LLMs in medicine, a more robust body of clinical research is required. This research should encompass ran-

domized controlled trials, observational studies, and extensive collaborative research, which are critical to evaluate the clinical utility of LLMs

accurately.32 Challenges such as data privacy, model interpretability, and potential biases persist. Ensuring data security, providing clear

model outputs, and addressing biases are crucial for LLMs’ success in medicine.65 The development of these models must balance technical

performance with societal trust and ethical considerations in healthcare. The American Medical Association’s recent principles for AI in med-

icine highlight the need for a comprehensive evaluation system for LLMs in medical scenarios.112 This system should assess not only accuracy

Figure 5. Comparative visualization of LLMs medical contributions across nations

For a Figure360 author presentation of Figure 5, see https://doi.org/10.1016/j.isci.2024.109713.

(A) Distribution of disease organ publications in research by country.

(B) Comparative overview of medical field publications by country.
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and efficiency but also safety, applicability, and impact on patients. It requires collaboration among medical experts, computer scientists,

regulatory bodies, and the public to ensure LLMs are used responsibly and effectively. To fully realize the benefits of LLMs in healthcare, ef-

forts must be made to make these technologies accessible and inclusive, overcoming language, cultural, and technological barriers. Training

for medical professionals and public education are essential to improve medical services and promote health and well-being.

In conclusion, the integration of LLMs such as GPT-4 into the medical field represents a significant advancement with the potential to

enhance healthcare in numerous ways, including diagnostics, patient communication, and medical training. These models’ ability to process

diverse data types makes them valuable in the evolving digital healthcare landscape. However, this potential is balanced by the need for

rigorous clinical validation and testing to ensure they meet evidence-based medicine standards without compromising patient care. Ethical

considerations, such as data privacy, potential biases, and the risk of over-reliance on AI, are crucial, emphasizing that LLMs should augment

rather than replace humanmedical expertise. Addressing these challenges requires a collaborative approach involvingmedical professionals,

AI researchers, regulatory bodies, and patients, aiming to develop LLMs that are technically effective, ethically sound, and socially respon-

sible. Recognizing LLMs’ limitations in understanding complex medical conditions and human nuances is vital, and future development

should focus on bridging these gaps to supplement the irreplaceable human elements of empathy, ethical judgment, and clinical intuition

in healthcare. This balanced approach is essential as we embrace AI’s role in medicine, focusing on improving patient outcomes and health-

care delivery while responsibly navigating the ethical, practical, and clinical challenges.

Limitations of the study

This study, while comprehensive, has several limitations. Firstly, our reliance on selected databases might have excluded pertinent publica-

tions from non-indexed sources. The dynamic nature of AI and LLM research also means that newer advancements post-July 2023 are not

captured. Since relevant clinical research is still in its infancy, this article currently lacks an application summary of specific scenarios.
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RESOURCE AVAILABILITY

Lead contact

Further information and requests for resources should be directed to and will be fulfilled by the lead contact, Yi-Da Tang (e-mail: tangyida@

bjmu.edu.cn).

Materials availability

This study did not generate new unique reagents.

Data and code availability

� The titles and DOI information of the literature summarized in this study are provided as attachments.
� This paper does not report original code.
� Any additional information required to reanalyse the data reported in this paper is available from the lead contact upon request.

METHOD DETAILS

Study design

This research was based on a scoping review methodology, adopting Arksey and O’Malley’s structured five-step approach,113 which en-

compasses (1) delineating the research query, (2) pinpointing pertinent studies, (3) selecting studies, (4) extracting and charting data, and

(5) collating, synthesising, and presenting the results. The study was registered on OSF REGISTRIES and can be accessed at https://osf.io/

p7cek.

Literature search

Our research involved comprehensive database searches across PubMed, Embase,Web of Science, and Scopus until 20 July 2023. The search

was conducted using the following keywords: (1) ‘Large Language Model’ or ‘LLM’; (2) ‘ChatGPT’ or ‘GPT’ or ‘GPT-3’ or ‘GPT-4’; and (3)

‘Generative Pre-trained Transformer’. Given the study’s emphasis on LLMs’ applications in themedical field, only articles within the ‘medicine’

category from the Scopus database were included. As these databases collectively encompass articles from preprint repositories, such as

arXiv, bioRxiv, medRxiv, and Research Square, the search strategy effectively captured cutting-edge research.

REAGENT or RESOURCE SOURCE IDENTIFIER

Software and algorithms

R version 4.0.3 R software Description: A software environment for

statistical computing and graphics.

Provider: R Core Team

Obtained From: The R software can be freely

downloaded from the Comprehensive R

Archive Network (CRAN) at https://cran.r-

project.org.

ArcGIS, version 10.0 ArcGIS Software Description: A geographic information system

for working with maps and geographic

information.

Manufacturer: Environmental Systems

Research Institute (ESRI)

Obtained From: The ArcGIS software is

available for purchase or through a licensing

agreement from ESRI. More information can be

found on their official website at https://www.

esri.com.
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Study selection

The initial steps involved removing redundant articles. A two-phase selection process followed, with the first phase consisting of a cursory

review of titles, abstracts, and keywords. The criteria for initial inclusion were as follows: (1) study relevance to LLMs, (2) alignment with the

medical field, and (3) articles written in either English or Chinese. The subsequent selections underwent more rigorous evaluations and relied

on full-text reviews. Notably, the article type was not a determinant of inclusion. This dual-phase selection process was carried out indepen-

dently by two reviewers (DL and XM). Disparities in choices were reconciled through discussions, and if a consensus remained elusive, a third

reviewer (XY) arbitrated the final decision.

Data extraction

Data extraction was performed by eight reviewers (XM, DL, ZG, YL, XC, CQ, TG, and SM) using a bespoke extraction form. The extracted data

included article title, authors and their countries, journal name, publication date, and the main findings of the article summarized by the re-

viewers. For each article, two reviewers were arranged to extract data respectively and reconcile their respective data records after extraction.

In scenarios where a consensus could not be reached, a third reviewer (XY) was consulted to make the final decision.

Data integration

Based on themain findings of the articles, reviewers further collated the types of articles, organ and systems affected by the diseases (if clearly

indicated in the articles), and the role of LLMs in transforming medical practices. In this study, article types were classified into original study

and non-original study based on whether the study provided authors’ own data or results through independent investigation or experiment.

The original studies were always often referred to in journals as original research or research letter. While, the non-original studies were re-

view, commentary, editorial, and other forms in the journals. The organ and systems affected by the diseases were classified into nervous,

endocrine, respiratory, genitourinary, musculoskeletal, digestive, immune, circulatory, eye, ear-nose-throat, oral and maxillofacial organ

and systems. In addition, during the data extraction process, we found that several studies focused on mental and psychological diseases.

To cover the diseasesmore comprehensively, psychiatry was included a separate category, whichwould not overlapwith other organ systems.

The roles of LLMs in transforming medical practices included medical writing, education and training, project management, diagnosis and

treatment, patient communication, nursing, and other areas.

A chronological trend analysis of publications was conducted by monthly tabulation, which was visually represented using stacked bar

charts. Furthermore, distinctions were made between original studies and non-original studies. The geographical distribution across varying

time frames was depicted usingmaps. A categorical breakdown highlighted research across diverse organ systems. The applications of LLMs

in transforming medical practices were integrated and described in details classified by different roles.

Data description and statistics by different categories were performed using R version 4.0.3 (R Core Team). Mapping was performed with

ArcGIS, version 10.0 (ESIR).
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