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Abstract

In this article, we defend an approach to autonomous vehicle ethics and policy based on the 

precautionary principle. We argue that a precautionary approach is warranted, given the significant 

scientific and moral uncertainties related to autonomous vehicles, especially higher-level ones. 

While higher-level autonomous vehicles may offer many important benefits to society, they also 

pose significant risks, which are not fully understood at this juncture. Risk management strategies 

traditionally used by government officials to make decisions about new technologies cannot 

be applied to higher-level autonomous vehicles because these strategies require accurate and 

reliable probability estimates concerning the outcomes of different policy options and extensive 

agreement about values, which are not currently available for autonomous vehicles. Although we 

describe our approach as precautionary, that does not mean that we are opposed to autonomous 

vehicle development and deployment, because autonomous vehicles offer benefits that should be 

pursued. The optimal approach to managing the risks of autonomous vehicles is to take reasonable 

precautions; that is, to adopt policies that attempt to deal with serious risks in a responsible way 

without depriving society of important benefits.
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1 Introduction

Autonomous vehicles (AVs) are being promoted as a revolutionary advancement in 

transportation technology that could substantially improve motor vehicle safety and access 

to social and economic activities for individuals with disabilities [1–4]. While it may take 

decades before highly automated AVs are deployed widely, that day may come eventually, 

given the steady advancement of the computing technologies used to control these vehicles 

and the economic interests of companies who stand to profit from them [1–4]. Additionally, 
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governments are likely to promote AV development for public health, military, intelligence, 

law enforcement, or other purposes [5, 6].

Private companies have spent or are planning to spend over $100 billion on AV research 

and development (R&D) [7–10]. In the US, Tesla says it has sold over 800,000 vehicles 

with advanced autopilot and self-driving functions [11]. Although Tesla claims that its 

vehicle can drive itself, the human driver must monitor the vehicle’s performance and be 

prepared to take over driving functions, so it is not fully autonomous [12]. In China, Baidu 

began operating AV “robotaxis” in Beijing and other cities in 2022 [13]. Other companies 

vying for leadership in AV technology include Nvidia, Waymo (a subsidiary of Alphabet), 

Zoox, and Argo. ai [14]. Conventional motor vehicle manufacturers, such as Ford, Chrysler, 

General Motors, Honda, Volkswagen, and Mercedes-Benz have also begun to develop their 

own AVs or are partnering with AV companies. Most manufacturers are focusing their R&D 

investments on electric AVs because they have lower fuel costs and fewer environmental 

impacts than non-electric AVs [15].

Federal and state governments have also invested in AV research and have begun regulating 

AVs [16, 17]. The National Highway Transportation Safety Administration (NHTSA) 

spends about $7 million annually on AV safety research. In 2019, the US Department of 

Transportation (2019) awarded $60 million to winners of AV research grants. The Self-Drive 

Act, which is under consideration by the US Congress, would establish a federal regulatory 

framework for AVs and spend $100 million on AV safety research [18–21]. Led by Florida 

and California, 34 US states now permit testing or deployment of AVs [22].

However, not everyone is enthusiastic about AVs. Consumer advocate Ralph Nader, who 

mounted a campaign to remove Chevrolet’s Corvair from the market in the 1960s, has 

voiced significant concerns about AV safety and has called on Tesla to remove its “self-

driving” software from its vehicles [23]. The NHTSA has been investigating the safety 

of Telsa’s “self-driving” vehicles since August 2021 [24]. Conventional motor vehicle 

manufacturers, such as Ford and Volkswagen, have scaled back their AV development plans 

and advised investors that the technology still may be many years down the road [25, 26]. 

Also, consumers continue to be concerned about AV safety and performance. The American 

Automobile Association (AAA), a US-based automobile service organization, has polled its 

members several times about AVs in the last decade. A recent AAA survey found that 85% 

of respondents were unsure or fearful of self-driving technologies. The survey also found 

that respondents were much more interested in driver assistance technologies and safety 

improvements than in self-driving capabilities [27].

Development and deployment of AVs, especially highly autonomous or fully autonomous 

vehicles, raise significant ethical and policy issues relating to safety, accessibility, and social 

and economic impacts [2, 28–33]. Moreover, these issues are difficult to resolve because 

there is considerable scientific uncertainty on matters such as expected progress in AV 

development and the socioeconomic effects of AV deployment. AV designers and developers 

cannot accurately or reliably predict when (or if) highly or fully autonomous vehicles will be 

safer than human-driven vehicles or how widespread use of AVs will affect the labor force 

[1, 27]. Two general responses to this uncertainty have emerged. Optimists are trying to push 
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this technology forward as fast as they can, while pessimists are trying to put on the brakes 

[1, 30–33].

Given all this uncertainty and disagreement, how should society make ethical and policy 

decisions concerning AVs? In other areas of scientific and technological development, the 

precautionary principle (PP) has been used as a framework for making ethical and policy 

decisions concerning risks when decision-makers face scientific uncertainty [34].1

The PP roughly states that one should take reasonable precautions to avoid, minimize, or 

mitigate serious risks. One of the main arguments for using the PP is that other methods 

traditionally used by governments in policymaking, such as risk assessment and cost–benefit 

analysis, do not apply to situations when scientific evidence is uncertain, as is often the case 

when one is dealing with issues relating to scientific and technological development [34]. 

Critics of the PP have argued, however, that the principle impedes progress in science and 

technology and should therefore not be used to guide public policy [35].

In this article, we will defend a precautionary approach to AV ethics and policy. We 

will argue that a precautionary approach is warranted, given the significant scientific 

uncertainties related to AVs, especially higher-level ones. To support our argument, we 

will defend a version of the PP that balances scientific and technological progress with 

other important moral concerns, such as protection of public health and the environment. 

Although we describe our approach as precautionary, this does not mean that we are 

opposed to AV development and deployment, because AVs offer potential benefits that 

should be pursued. While some might argue that the best way to deal with the risks of AVs 

is to not develop this technology, we will argue that a better approach is to adopt policies 

that attempt to deal with serious risks in a responsible way without depriving society of 

important benefits. After defending our precautionary approach to AVs, we will offer some 

recommendations based on the PP.

2 What are autonomous vehicles?

An autonomous vehicle is a transportation machine in which at least some movement 

functions are controlled by the vehicle as opposed to a human agent [31].2 The NHTSA 

distinguishes between six levels of motor vehicle automation ranging from Level 0 (no 

automation) and Level 1 (Driver Assistance) to Level 4 (high automation) and Level 5 (Full 

Automation) [36]3 (see Table 1). In the US, Levels 1, 2, and 3 are commercially available. 

Levels 4 and 5 are being tested but are not yet commercially available.

Driving is a highly complex activity involving perception of and acquisition of information 

about the environment; management of numerous variables, such as the position and 

velocity of the vehicle, other vehicles, and pedestrians; driving conditions, such as weather 

1Since scientific knowledge depends on evidence from observation, experimentations, and other inductive methods, it is never 
absolutely certain. By “scientific certainty” we therefore mean that scientists have enough evidence to form a rational consensus 
concerning a hypothesis or theory [34].
2In this paper, we will focus on autonomous motor vehicles, such as cars and trucks, but we recognize that autonomous vehicles 
encompass all kinds of transportation, including trains, airplanes, drones and boats.
3The NHTSA scale is similar to the scales developed by Wiseman and the Society of Automotive Engineers (SAE) [37].
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and lighting, the location of fixed objects, such as telephone poles; hazards, such as road 

damage or construction; and road signs and traffic laws. AVs use computer programs and 

various sensors and communication devices to manage these variables and perform driving 

functions, such as steering, accelerating, decelerating, and navigating [2]. AV sensory 

devices, such as cameras, radar, and lidar (i.e., laser-based sensing) gather information about 

the environment. AVs also use the global navigation system to acquire information about the 

vehicle’s position and velocity from satellites. All this information is electronically relayed 

to an autonomous driving computing platform, which is located on internet servers outside 

the AV. The platform uses artificial intelligence (AI), machine-learning (ML) software, 

such as neural networks, to process the information and make driving decisions, which are 

communicated to the AV. The information gathered by AVs is recorded and processed by 

the platform, which enables it to learn from the environment how to improve driving over 

time [38–40]. AVs also have onboard computers that are used to help control the vehicle 

and interact with human passengers. However, the onboard computers do not currently have 

enough computing power or the appropriate software to autonomously control the vehicle.

Although enthusiasm for AVs continues to run high among many highway safety officials 

and automotive engineers and investors, AVs still face some significant technical challenges, 

and some AV advocates are revising their earlier predictions concerning the advent of 

widespread deployment of AVs [10]. One of the key technical challenges is developing 

computing systems that can manage the complexity and unpredictability involved in driving 

[1, 2, 40]. Although AV AI/ML systems continue to become better at handling complexity 

and predicting the behaviors of objects in the driving environment, these systems are 

susceptible to biases related to the data they have been trained on. For example, an AV 

AI/ML system may not recognize road signs if they differ from the signs it learned to 

recognize when it was trained [41]. This problem makes AVs vulnerable to accidents 

caused by road sign tampering or graffiti [42, 43]. Also, an AV AI/ML system trained 

in relatively simple and predictable driving environments, such as rural roads, may not be 

able to adequately respond to environments that are complex and unpredictable, such as 

city streets [44]. Other important technical challenges include developing sensors that can 

continue to provide useful information in adverse driving conditions, such as rain, fog, or 

darkness; providing uninterrupted internet access for AVs, and protecting AVs from hacking 

and other cybersecurity threats [40, 41, 44–47].

3 Autonomous vehicle safety

One of the most important potential benefits of AVs (see discussion below) is that they could 

become safer than human-driven vehicles and reduce traffic-related deaths and injuries. Each 

year, about 1.35 million people die from automobile accidents around the world [46]. In the 

US, there were nearly 43,000 automotive fatalities, a 16-year high [47]. Fatal and non-fatal 

automobile injuries cost the global economy about $1.8 trillion each year [46]. 90% of 

traffic accidents are due to human error [45]. Given these grim numbers, technologies that 

can improve automotive safety would be a welcome development. AVs represent a huge 

potential advance in automotive safety because they reduce human error by potentially 

eliminating the human driver. Unlike human beings, AVs do not drive while inebriated, 

fatigued, or distracted.
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While there have been highly publicized reports of AVs killing pedestrians and 

motorcyclists, high-quality (i.e., reliable, accurate, complete, and relevant) data on AV safety 

are not currently available [48–53]. The most important problem with available AV data 

is lack of context. While manufacturers are required to report data on AV accidents and 

AV-related deaths to the NHTSA, they are not required to report data that systematically 

compares AVs to human-driven vehicles. For example, according to the NHTSA, Level 3 

to 5 AVs were involved in 130 crashes from July 2021 to May 2022, which resulted in no 

deaths, one serious injury, three moderate injuries, and twelve minor injuries [53]. However, 

during that same period Level 1 to 2 AVs were involved in 367 accidents that resulted in 

5 deaths. Most of these vehicles were Teslas with driver assist technologies [52]. The data 

suggest that Level 3–5 AVs are safer than Level 1–2 AVs, but that makes little sense, given 

what is known about the state of AV technology. These numbers are difficult to interpret 

because there is no direct comparison with data from human-driven vehicles. To get useful 

comparative data, one would need to know how many miles AVs were driven. For example, 

in the US in 2020 there were 1.46 deaths per 100 million miles driven. If Tesla Level 1–2 

AVs drove 200 million miles or less during the reporting period, this would indicate that 

they were safer than the average human-driven vehicle, but there is no information about 

how many miles these vehicles were driven. Another interpretative problem is that there is 

no information about the conditions under which these vehicles were driven. For example, 

130 Level 3–5 AV crashes from July 2021 to May 2022 does not sound very dangerous, 

but it might if the vehicles were driven in highly safe, controlled conditions. Finally, the 

available data do not distinguish between accidents due to malfunctioning AVs or human 

errors, which is important to know for understanding the safety of Level 1 and 2 AVs, which 

still rely on humans for driving functions.

Although AV safety data are far from what one would need to make responsible decisions 

about AV policy and regulation, the NHTSA has determined that Level 4–5 AVs are 

currently not safer than human-driven vehicles and should not be deployed widely [36]. 

It is difficult to predict when Level 4–5 AVs will be safer than human-driven vehicles, given 

the complexity of driving and difficulties with collecting and assessing AV safety data. AV 

developers and manufacturers who made optimistic predictions continue to scale-back their 

expectations and have begun expressing skepticism [1, 10, 30].

4 Benefits and risks of autonomous vehicles

AVs have many different potential public health, socioeconomic, and environmental benefits 

and risks (see Table 2).

The most significant potential public health benefit of AVs is that they could reduce traffic 

accidents, deaths, and injuries. Indeed, some commentators and organizations view AVs as 

a type of public health intervention [54, 55]. However, as noted earlier, Level 4–5 AVs 

are currently not safer than human-driven vehicles and could dramatically increase traffic 

accidents, deaths, and injuries if they were widely deployed at present. Thus, when it comes 

to public health, AVs have significant potential benefits but also significant risks, and it is 

not possible at the present time to accurately compare and assess these benefits and risks, 

given the uncertainties related to AV technology.
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Another important potential public health and socioeconomic benefit of Level 4–5 AVs is 

that they could improve access to transportation for people who are disabled, elderly, or 

socioeconomically disadvantaged [2, 56, 57]. Reliable and safe transportation is essential 

for health care, employment, education, socialization, recreation, and many other important 

activities. Thus, Level 4–5 AVs could improve health and quality of life for many people. 

However, today’s AVs are not likely to have these beneficial effects since they are so 

expensive that they are available to only people in higher-income brackets. Currently, Level 

3 AVs are too expensive for most people [58]. Although AV prices will probably decline 

due to improvements in technology, economies of scale, and market competition, one cannot 

predict when Level 4–5 AVs will be affordable for most people in middle- and lower-income 

brackets. Using AVs as a form of public transportation or taxi service may help address 

afford-ability problems because governments or private companies would be purchasing 

AVs. Even so, AV prices could still be incorporated into the cost of transportation, unless 

AVs are subsidized by the government. Thus, while AVs may help to reduce socioeconomic 

inequalities in society by increasing access to transportation, they may not have this effect 

until they become more affordable.

AVs may also have environmental benefits [59]. As mentioned previously, most AV 

manufacturers are focusing on electric vehicles (EVs), which do not produce gases, such 

as sulfur dioxide or carbon dioxide, that pollute the air or contribute to global warming. 

However, EVs are not environmentally harmless because the electricity used to charge their 

batteries may be produced by power plants that burn coal or other fossil fuels. Also, EV 

batteries contain lithium, cobalt and other toxic metals that must be disposed of properly to 

avoid harming people or the environment, and considerable energy must be used to obtain 

the metals used to make AV batteries [60]. Another factor to consider is that environmental 

benefits of AVs may be offset by increased utilization of transportation, since people who do 

not like to drive may use AVs to go somewhere that they would not have gone otherwise [2]. 

For example, someone who hates waiting in traffic may take an AV because they know they 

can pass the time by read or watching television [61]. Thus, while electric AVs may have 

significant environmental benefits, their impact is far from certain at this point in time.

AVs are likely to have significant economic impacts, both good and bad. While AVs may 

eliminate thousands of jobs for professional drivers, they may also create jobs for people 

who service AVs and support and manage AV fleets, so the precise economic effects 

of AVs are difficult to estimate at this time [62, 63]. For many years, economists and 

social commentators have warned that technology can contribute to unemployment by 

eliminating jobs for workers with modest skills and education [64]. For example, robots 

have eliminated manufacturing jobs and automated tellers have eliminated banking jobs. 

However, technology can also create new jobs. For example, while personal computers 

have reduced the secretarial workforce, they have also created jobs for software developers 

and information technology support people. While unemployment can have traumatic and 

tragic impacts on individuals, a certain amount of job destruction, creation, and transition 

(or “churning”) is essential to economic growth and development [65]. Providing funds for 

education and training of displaced workers can help relieve some of the economic pain of 

churning.
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Finally, AVs may contribute to the deskilling of the human population by eliminating 

cognitive tasks involved in driving [66]. Driving, as discussed earlier, is a difficult and 

complex cognitive activity that requires the driver to perceive the environment, assess 

information, manage many different variables, and make decisions with consequences for 

human life and safety. Some people may partially lose these skills if they are not periodically 

challenged by the activity of driving. Studies have shown that the use of automation in 

flying has caused airline pilots’ skills to deteriorate [67]. The use of global positioning 

system (GPS) applications in cars and smartphones has reduced many people’s ability to 

navigate without the use of this technology or even read maps [68, 69]. While this is clearly 

a significant risk of widespread use of AVs, it is not clear how much AVs are likely to 

contribute to the cognitive decline of the human population, since various technologies are 

already contributing to this decline and would be likely to do so even if AVs were never 

developed [70]. Also, while human beings have clearly lost some cognitive skills as a result 

of automation, this does not mean they are becoming less intelligent. Various studies have 

shown that intelligence quotient (IQ) test scores increased in many different countries during 

the twentieth century [71]. It may be the case that while human beings have lost some 

cognitive skills, they have gained others. However, the problem of the effect of automation 

on human cognition bears further investigation.

To briefly summarize the previous three sections of our paper, it seems clear that AVs 

have significant benefits, risks and uncertainties and that one cannot currently make reliable 

predictions concerning when (or if) Level 4–5 AVs will be safer than human-driven vehicles, 

or how AVs will impact society and the economy. AVs predictions are therefore fraught with 

peril. The lack of high-quality, publicly accessible data concerning AV safety may be viewed 

as a public policy scandal, given the potentially transformative and wide-ranging impacts 

of this new technology. By the time a new drug comes to market, regulatory agencies have 

considerable data concerning its benefits and risks from pre-clinical studies and three phases 

of clinical trials [34]. The same cannot be said for AVs, which are likely to have far greater 

impacts on society than any drug on the market today.

5 Autonomous vehicle ethics and policy

Most of the published articles on the ethics of AVs have focused on dilemmas that can 

occur during automated driving and fewer have addressed the broader ethical and social 

issues raised by AVs [72–82]. AV ethical dilemmas have drawn considerable interest among 

computer scientists, philosophers, and psychologists because they have much in common 

with “Trolley Problem” scenarios [2, 77, 79]. The Trolley Problem is a philosophical 

thought experiment in which you imagine that you find yourself in a situation in which 

a runaway trolley is heading toward five people that a criminal has tied up on the tracks. 

The criminal has also tied up one person on a sidetrack. You can divert the trolley to the 

sidetrack by pulling the lever. There is not sufficient time to untie the five people. The 

ethical dilemma is whether you should pull the lever to save the five people but kill one 

person or stand by and do nothing [78]. A dilemma like the Trolley Problem could arise if a 

pedestrian suddenly runs in front of a Level 4–5 AV and the AI/ML system that controls the 

vehicle must choose between hitting the pedestrian or turning away quickly and crashing the 
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vehicle, possibly killing the passenger(s). The AI/ML system would need to make a moral 

choice of how many lives to save or kill [79, 80].

While the literature on how AVs can and should respond to driving dilemmas is rich, 

thought-provoking, and technically sophisticated, this paper will not focus on these micro-

level ethics problems. Instead, the focus will be on macro-level ethical/social/policy 

questions related to AVs, such as:

• Should AVs be developed and deployed on roads? If so, how, when, and why?

• If society decides to permit AVs to be developed and deployed, how should the 

benefits and risks of AVs be balanced and managed?

• How can society protect human rights with respect to AVs?

• How can society promote justice and equity in AV development and deployment?

While some articles, reports, and books in the scholarly literature have addressed macro-

level AV ethical and policy issues like those listed above [83–86], none use the PP to 

guide ethical/policy analysis. As shall be argued further below, the PP can lend some useful 

insights into AV ethics/policy issues, because the PP applies to situations involving decision-

making about serious risks when one is faced with scientific uncertainty, which is clearly 

the case when it comes to AVs and other applications of AI [87]. However, many scientists, 

engineers, entrepreneurs, and policy analysts in the AI field view the PP as antithetical to 

their goals and objectives [88–90]. It is therefore important to defend and interpret the PP 

and address some objections to it before applying it to AV issues.

6 The precautionary principle

The PP was developed in the 1970s as an alternative to traditional strategies used by 

governments to make decisions about managing risks. Most government agencies make 

environmental and public health policy decisions, such as decisions related to the regulation 

of drugs, pesticides, or pollutants, based on rigorous assessment of scientific evidence 

related to risks. The risks associated with different policy options, such as approving (or 

not approving) a new drug or medical device, are considered “reasonable” or “acceptable” 

when evidence indicates that the benefits outweigh the risks. This approach has an important 

shortcoming, however: it does not provide policymakers with a coherent way of addressing 

risks when evidence is incomplete or inconclusive and decision outcomes are uncertain 

[34]. The only advice the risk assessment approach can offer is to obtain more scientific 

evidence to reduce uncertainty, but actions may need to be taken in the meantime to prevent 

or minimize serious harms. Waiting until there is more evidence related to a decision may be 

too late [34, 91–95].

Since the 1990s, the PP has grown steadily in influence. It has been incorporated 

into several international treaties, including the United Nations’ Rio Declaration on 

Environment and Development, the Cartagena Protocol on Biosafety, and the European 

Commission’s guidance on chemical regulation [34, 96, 97]. Also, scientists and scholars 

have published articles and books that apply the PP to various environmental and public 

health topics, including chemical regulation, medical decision-making, electromagnetic 
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radiation, geoengineering, nanotechnology, dual use research in the biosciences, and climate 

change [34, 93–104].

Despite, or perhaps because of, its influence, the PP has generated considerable controversy. 

Critics of the principle argue that it is poorly defined, renders unclear or even inconsistent 

guidance, and is fundamentally opposed to scientific and technological progress [35, 91, 

105–107]. Several writers have recently argued that the PP undermines progress in the 

development of AI and its applications in industry, transportation, and business [88–90]. PP 

proponents have developed versions of the principle designed to meet these objections [34, 

94–104].

While it is important for readers of this article to understand that the PP has critics and 

supporters, it is not our aim in this article to adjudicate debates about the merits of the 

PP or evaluate different versions of it. However, we will respond to the charge that the PP 

undermines scientific and technological progress, because this is a serious critique that needs 

to be addressed if one is to use the PP as a guide for AV ethics and policy.

To address this critique, we will first point out that many different versions of the PP have 

appeared in the scientific and scholarly literature, which differ markedly in their degree of 

risk-aversiveness [34]. Highly risk-aversive versions of the PP: (1) focus on the necessity 

of avoiding serious risks; (2) do not adequately consider the costs of risk-avoidance, such 

as foregoing benefits or opportunities; and (3) address risks that are highly speculative and 

unrealistic, i.e., worst-case scenarios [34]. Less risk-aversive versions (1) recognize that 

there are often many ways of addressing risks, including avoidance but also minimization 

and mitigation; (2) consider the costs of risk-avoidance; and (3) do not dwell on speculative 

risks [34].4 Putting all this together, the version of the PP that will be used in this paper can 

be stated as follows:

In the absence of the degree of scientific evidence required to establish accurate 

and precise probabilities for outcomes related to a decision, take reasonable 

precautionary measures to avoid, minimize, or mitigate plausible and serious harms 

[34, p. 91].

The above definition includes several different ideas that require further elaboration. We will 

now explain these ideas and show how they apply to AVs.

7 The precautionary principle and autonomous vehicles

The first point that requires further elaboration is that the PP applies to decisions where there 

is insufficient scientific evidence to establish accurate and precise probabilities related to a 

decision; that is, the outcomes of the decision are uncertain. Clearly, this is the case with 

respect to AV policy, since there is not sufficient scientific evidence at present to say whether 

(or when) Level 4–5 AVs will be safer than human-driven vehicles. As AVs continue to 

4Minimization and mitigation are different concepts. Minimization involves taking steps to reduce the probability that a harm will 
occur, whereas mitigation involves taking steps to minimize the damage from the harm if (or when) it occurs. For example, keeping a 
car’s tires properly inflated minimizes the risk of having a flat tire and carrying a spare tire mitigates the inconvenience that can result 
from a flat tire.
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improve, they may become safer than human-driven vehicles at some point in time, but one 

cannot say with confidence when or whether this will happen.

The second point is that harms must be plausible. There is little point in wasting time and 

mental effort worrying about possible outcomes that lack a solid basis in current science, 

technology, and engineering. Dwelling on these worst case (“sky is falling”) scenarios leads 

one to succumb to fear and unreasonable caution [34]. When it comes to AVs, one can 

imagine many bad things that could happen: for example, AVs could play a key role in 

enabling artificially intelligent machines to take over the world and exterminate the human 

race [76]. While outcomes like these are worth contemplating in science-fiction novels and 

movies, the PP focuses on outcomes that are grounded in reality, such as traffic deaths, 

hacking, job losses, and growing human dependence on automation.

The third point is that there are usually a variety of measures (e.g., strategies, policies, or 

procedures) that can be used to deal with harms, including various forms of avoidance, 

minimization, or mitigation.5 With respect to AV policy, harms could be avoided by 

completely banning higher level (Level 4–5) AVs. If Level 4–5 AVs are kept off the road, 

they will never produce traffic deaths. While some people may favor this highly risk-averse 

policy, it is neither reasonable nor realistic, as will be discussed further below. Rather, the 

better course of action is to pursue policies that minimize or mitigate harms. These policies 

recognize that some harms will occur but treat them as unfortunate outcomes that must be 

accepted if we are to obtain the benefits of AVs.

The fourth point is that precautionary measures must be reasonable. What does it mean for 

something or someone to be reasonable? The answer to this question is subject to debate 

and may vary according to the situation one is in [34]. For example, acting reasonably in 

a courtroom may be very different from acting reasonably at a graduation party, because 

behavior in a courtroom is strictly controlled while behavior at a party generally is not. 

In this paper, we will focus on reasonableness with respect to choices concerning risks. 

According to several PP proponents, a precautionary measure (i.e., a choice or policy) is 

reasonable if it is judged to be the morally best choice, all things considered [34, 94, 95, 98]. 

Some key criteria for assessing reasonableness include: (1) proportionality; (2) fairness; (3) 

epistemic responsibility; and (4) consistency.

Proportionality involves the balancing or weighing of benefits and risks. Because the PP 

applies to situations where benefits and risks cannot be quantified, due to insufficient 

scientific evidence concerning those risks or moral agreement about how to evaluate them, 

risk/benefit assessment is qualitative not quantitative.6 One must decide whether the risks 

are worth taking, given the benefits. The bigger the risk, the bigger the potential benefit must 

be to justify the risk [34, 108, 109]. With respect to AVs, societies must decide whether the 

risks of AVs, such as traffic deaths due to AVs, hacking threats or job losses, are worth the 

5Some writers use the term “harm prevention” but this term is ambiguous because there are different ways of preventing a harm. For 
example, one could try to avoid it or one could minimize the chance that it will occur.
6Cost–benefit analysis is a form of quantitative risk/benefit assessment [34]. In cost–benefit analysis, one assigns different 
probabilities to various outcomes and multiplies that value to create an expected value (or utility).
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benefits, such as improvements in transportation safety, or increased transportation access 

for disabled and elderly people.

Proportionality is essential to counter the charge that the PP is fundamentally opposed 

to science and technology development, because proportionality requires us to consider 

potential harms in relation to potential benefits [34]. Excessive precaution can deny 

society important benefits and opportunities presented by new technologies and scientific 

discoveries, such as applications of AI. One must always consider the costs associated with 

precautionary measures in a way that reasonably balances benefits and risks.

As noted earlier, critics of the PP, argue that it undermines the advancement of science 

and technology [35]. Most of these critiques are mistaken, however, because they focus 

on excessively risk-averse versions of the PP and therefore make a “straw man” argument 

against applying the PP to AI/ML issues. The version of the PP used in this paper gives 

appropriate consideration to benefits and opportunities and is not excessively risk-averse. 

The PP can slow progress enough to give people time to think clearly and proactively 

about the issues at stake and decide upon reasonable precautions, but it does not unduly 

hinder scientific and technological progress, including, progress in AV development and 

deployment [34].

Fairness refers to the fairness of the distribution of risks and benefits as well as the fairness 

of the procedures or processes used to distribute benefits and risks. These two senses of 

fairness are conceptually distinct, and both are important. For example, one could argue that 

a jury trial was distributively unfair because it allowed a person who was clearly guilty to 

go free, while admitting that it was procedurally fair because it followed legal procedures for 

due process.

With respect to AVs, policymakers may need to consider how AVs affect different groups, 

including poor people, rich people, and disabled people. Egalitarian theories of justice would 

imply that an AV policy is distributively unfair if it primarily benefits rich people and not 

socioeconomically disadvantaged members of society, such as poor people and people with 

disabilities [110, 111]. To promote fairness, AVs should be widely available to all people, 

especially to those whose transportation needs are not currently being met, such as people 

who cannot drive due to disability or age [56].

Policymakers also need to ensure that the procedures and processes that affect the 

distribution of AV benefits and risks are fair. These procedures and processes could include 

methods for obtaining public input into AV policymaking, such as voting, public forums, 

surveys, and open meetings. One could argue that an AV policy is unfair if it has been 

developed and implemented at the behest of powerful industry groups with little public 

input. Conversely, one could argue that an AV policy is fair because it has received good 

input from the public and has not been unduly shaped or influenced by business or other 

special interests. Procedural fairness is especially important for dealing with controversial 

issues affecting the public, such as AV development and deployment, because people may 

disagree about how risks and benefits should be balanced and distributed [34].
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Epistemic responsibility has to do with (1) making decisions based on the best available 

evidence and realistic assumptions; and (2) revising plans or policies based on new 

evidence or better assumptions. Epistemic responsibility also implies a duty to seek out 

new information by supporting or conducting research on AV safety. To help promote 

procedural fairness, the data should be transparent and open and available to the public. 

With respect to AVs, epistemic responsibility implies that government agencies and other 

key stakeholders should gather data on the risks and benefits of AVs and should conduct 

and support AV research and development (R&D). AV policies should be based on the best 

available evidence and sound assumptions. AV policies should be revised, if appropriate, 

as new evidence becomes available or assumptions are revised. For example, if research 

indicates that AVs are likely to produce harms that have not been adequately addressed in 

existing AV policies, those policies should be revised to minimize or mitigate those harms. 

AV data should also be open and transparent to the public. (These points are discussed 

further below.)

Finally, consistency refers to ensuring that decisions and policies are consistent with each 

other. For example, if a government agency restricts the use of a pesticide based on evidence 

concerning its risk/benefit profile, it should restrict other pesticides with similar risk/benefit 

profiles. Similar cases should be treated similarly. With respect to AV policy, regulations 

that are developed to promote safety and other important goals should be consistent. For 

example, it would be inconsistent to regulate two types of AVs with similar risk/benefit 

profiles differently.

8 Applying the precautionary principle to autonomous vehicle ethics and 

policy

Now that we have considered, in general, the relationship between the PP and AVs, we 

would like to discuss some specific implications of the PP for AV ethics and policy (see 

Table 3). In thinking about these implications, the first step is to consider general strategies 

societies have at their disposal. Once a general strategy has been chosen, more specific 

ethical and policy decisions can be made based on it. The paper will focus on Level 4–5 

AVs, since these raise the biggest concerns. Three general strategies for dealing with Level 

4–5 AVs include:

A. Permit the use and marketing of Level 4–5 AVs without any regulation or 

governmental control (i.e., a Laissez Faire approach).

B. Permanently ban Level 4–5 AVs.

C. Regulate and control/oversee Level 4–5 AVs.

To the best of our knowledge, most of the world’s governments are pursuing some form of 

Option C. For example, the US, Australia, China, Germany, South Korea, and the UK are 

moving forward with AV regulation and oversight [112].

The PP would rule out Options A and B because they do not balance benefits and risks 

proportionally. The Laissez Faire approach is unreasonable because it does nothing to 

minimize or mitigate the risks of Level 4–5 AVs, which are substantial. A Laissez Faire 
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approach is a reasonable option for dealing with the development of low-risk technologies, 

such as automated vacuum cleaners, but Level 4–5 AVs do not fall within this category. 

Indefinitely banning Level 4–5 AVs prevents harms but deprives society of important 

potential benefits of Level 4–5 AVs, such as reducing traffic accidents and deaths or 

increasing access to transportation for disabled or elderly people. Indefinitely banning 

Level 4–5 AVs is also epistemically irresponsible because it assumes, unrealistically, that 

bans can be enforced, which is not likely, given the various economic and political factors 

which are likely to drive higher-level AV development. As mentioned earlier, businesses and 

governments have already invested heavily in AV R&D. Even if one country could enforce a 

ban, this would not stop higher-level AV development around the globe. A higher-level AV 

ban would be no more successful than a ban on automobiles, which were once considered 

a dangerous and expensive technology [113]. However, temporary bans (or moratoria) on 

Level 4–5 AVs would not face such problems and could be a part Option C. For example, 

Level 5 AVs could be temporarily banned from public roads until there is substantial 

evidence concerning their risks.

Option C is more reasonable than A and B because it allows society to take advantage 

of the benefits and opportunities presented by higher-level AVs but also includes measures 

to minimize or mitigate harms. Floridi’s concept of envelopment provides a useful way of 

thinking about Option C. Envelopment involves the establishment of physical, legal, and 

social boundaries around a technology to ensure that its uses are safe and appropriate [114, 

115]. An enveloped technology is part of society, but it does not corrupt or control society. 

Some examples of envelopment include the use of AI in robot vacuum cleaners, face and 

fingerprint recognition, magnetic resonance imaging, and internet search engines.7 So how 

can society envelop AVs? The devil, as they say, is in the details, and the details depend on 

data, which, unfortunately, are in short supply. To successfully envelop a technology, one 

must know how it works, what it does, and how it may be used [115]. Thus, the first two 

recommendations supported by the PP address the need for data.

Recommendation 1

Develop a publicly accessible, comprehensive, and systematic database concerning AV 

safety. While this recommendation may seem obvious, that does not mean it is trivial or 

that it is currently being met. Indeed, as noted earlier, one of the key obstacles to AV 

policymaking is the lack of good data about AV safety. Data are essential for government 

officials and the public to make decisions about how to weigh the benefits and risks of 

AVs when making decisions about AV laws, regulations, policies, and ethical guidelines. 

Since the public needs to be involved in this process, the database should include data 

which can be understood by non-experts [116]. The data should include information 

needed to make judgments concerning the proportionality of risks to benefits of AVs and 

the fairness of the distribution of risks. The data should therefore include information 

concerning accidents, injuries, deaths, miles driven, manufacturer, make, model, driving 

conditions, AV level (including Level 0 for comparison to human-driven vehicles). It should 

7While some technologies can be enveloped successfully, others are so all-encompassing and powerful that they are difficult to keep 
within proper boundaries. For example, society has not successfully enveloped social media, which continues to create many problems 
that were not anticipated initially. It remains to be seen whether AVs can be successfully enveloped, but hopefully they can be.
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also include information about who is harmed by AV accidents, such as driver/passenger/

pedestrian/bystander, and their age, gender, and race/ethnicity, because this information 

is important for making judgments about the distribution of risks. Finally, the database 

should also include technical information, such as information about AV design, sensors, 

cybersecurity, software, support systems, and so on, which experts can use in providing 

advice to government officials and the public.

Public databases operated by the Centers for Disease Control and Prevention (CDC) provide 

a useful precedent for an AV database. The CDC makes a vast amount of data available to 

the public on disease prevalence, incidence, mortality, and morbidity, including historical 

trends and demographics, such as age, state of residence, gender, and race. The CDC’s 

website also includes useful articles and essays that explain information about signs, 

symptoms, and causes of diseases, disease prevention and treatment, and health promotion. 

The CDC provides valuable data and information for scientists, doctors, public health 

officials, and laypeople to use in research, professional practice, and public health policy 

formation [117].

While few people would disagree with the recommendation to develop an AV database that 

can be used by experts, government officials, and the public, it does raise questions about 

who will collect the data and pay for data collection and maintenance of the database. This 

brings us to our second recommendation.

Recommendation 2

AV companies, academic institutions, and the government should work together to support 

and conduct basic and applied AV research and collect, store, secure, manage, share, 

analyze, and interpret AV performance and safety data. This recommendation is already 

being met, to a certain extent, but clearly much more work could be done [17, 118]. More 

money could be spent by private companies and the government on AV research and data 

collection, and this seems likely to happen. Private companies and government agencies 

should also work together to support AV databases.

While funding is important for promoting AV research, it is not sufficient. Research 

needs to be appropriately organized, managed, and executed to meet standards of rigor, 

reproducibility, quality, and integrity. Because the government plays a key role in overseeing 

industry and counterbalancing its influence on the research agenda, the relationship needs to 

be managed properly to avoid bias and conflict of interest [119].

Biomedical research provides a useful precedent here. In the US, the National Institutes of 

Health (NIH) supports basic and applied (or translational) biomedical research conducted on 

its campuses and at dozens of universities and medical centers across the country. Most of 

the clinical trials in the US are sponsored by private pharmaceutical and biotechnological, 

which collect data on products they are developing and planning to market. Companies 

submit their data to the Food and Drug Administration (FDA), which approves new 

drugs, biologics, and medical devices. While NIH researchers often collaborate with private 

companies, these relationships are carefully managed to avoid bias and conflict of interest. 

Although the FDA is a regulatory agency that does not support research, it works closely 
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with private companies on issues related to study design, safety monitoring, and data 

reporting [119]. Biomedical research databases, such as PubMed, ClinicalTrials.gov, and 

GenBank, are supported by the federal government.

Recommendation 3

Level 4–5 AV development and deployment should proceed incrementally and cautiously 

to allow sufficient time for research, data collection, analysis, risk assessment, regulatory 

oversight, and public and community engagement.

This recommendation is supported by the PP’s emphasis on risk minimization and Floridi’s 

envelopment idea. It is already being followed, to a certain extent, by many states and 

nations, but it is worth emphasizing here because of its importance [118]. Proceeding 

incrementally and cautiously helps to minimize risks by ensuring that there is sufficient 

time to obtain the information needed to regulate and control AVs and for the public to 

have meaningful input into AV policies. Level 4–5 AV deployment should start with small 

pilot programs in easily navigable, sparsely populated areas (e.g., rural counties and roads) 

and then expand into more difficult areas (e.g., suburbs, cities, highways) as Level 4–5 

AVs increase in safety. Level 4–5 AVs could be deployed on pre-determined, standard 

routes, such as trips to an airport or shopping mall, before they are used in novel driving 

situations. Incremental deployment should correspond to AV levels. For example, Level 5 

AVs should be deployed widely only after Level 4 AVs have been widely deployed [18, 

86, 89]. Investments in transportation infrastructure, such as roads, clearly marked road 

signs, traffic lights, and bridges can help promote safety in AV testing and deployment and 

improve safety for other vehicles. Investments in infrastructure required by AVs, such as 

reliable internet and GPS access, will also be important [120].

While it is important to incorporate Level 4–5 AVs into public transportation systems to 

promote access to transportation for people who lack it due to disability, age, or income, 

caution should be taken with this step, because accidents involving public transport vehicles 

(e.g., buses, shuttles) are potentially more disastrous than those involving passenger cars 

[121–123]. Clearly, some types of public transportation, such as shuttling people between 

parking lots and airports, involve straightforward, low-risk routes that lend themselves to 

automation. Other types of public transportation, such as taking children to and from school 

or transporting people around a busy city, do not. Using AVs in public transportation also 

raises important fairness issues, because poor people tend to use public transportation 

more than rich people, and they should not be disproportionately burdened with AV 

risks. Likewise, children should not be unfairly burdened with risks created by the use 

of automated school buses.

Caution should also be taken with introducing Level 4–5 AVs into the trucking industry. 

Although Level 4–5 AVs could play a major role in shipping products and materials and 

relieve the shortage of truck drivers, trucking also raises major safety issues because a 

malfunctioning AV truck could produce much more damage than a small vehicle. As with 

public transportation, some applications are safer than others. For example, driving a truck 

on an interstate highway lends itself more readily to automation than driving a truck in 
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a busy city. Human drivers who operate Level 4–5 AV trucks must be ready to take over 

operation of the vehicle at any time [124, 125].

The “proceed with caution” strategy defended here also helps to promote procedural fairness 

by giving communities and the public enough time to have meaningful input into Level 4–5 

AV policy. If a majority of the members of a community strongly opposes implementation of 

a Level 4–5 AV pilot program where they live, their wishes should be respected. Exposing 

people to significant risks created by novel technologies without appropriate consent is 

unfair and can lead to public backlash [34, 126].

The cultivation of genetically modified (GM) crops in Europe provides an instructive 

historical lesson for AV development [34, 126]. GM crops were introduced in the mid-1990s 

before there was sufficient time for public dialog and discussion about this new agricultural 

technology. Although scientific evidence at that time indicated that GM foods were safe 

to eat and that GM crops would not significantly harm the environment, many Europeans 

rejected this position and called these new products “Frankenfoods.” Due in large part to this 

public backlash, the European Union banned GM foods and crops from 1998 to 2007. Many 

European countries still severely restrict GM crop cultivation or ban it [34]. AV companies 

would be wise to learn from the mistakes that biotechnology companies made in foisting 

GM crops on a skeptical public.

Recommendation 4

Level 4–5 AVs should include manual overrides to avoid or minimize harms due to 

malfunctions, tampering, or hacking. Engineers are taught to think about what can go wrong 

with a machine or system and to prepare for it, and this piece of wisdom most certainly 

applies to AVs. The PP would favor manual overrides as a reasonable way of avoiding or 

minimizing harms. Although Level 4–5 AVs are designed to operate autonomously, human 

beings should have the ability control the vehicle [127, 128]. For example, if the AV’s 

AI/ML system malfunctions or someone hacks into the AV and takes control of it, the 

passenger, or possibly a remote AV operator or public safety officer, should have the ability 

to override the automation and stop the vehicle. Since overriding the AV may be difficult for 

people due to disability, age, or other factors, it may be necessary to restrict solo AV usage 

to people who have the ability to override the AV and take effective action to promote safety 

if something goes wrong. They need not be fully qualified, competent drivers but they would 

need to be able to safely stop the vehicle if necessary. For example, a young child or an adult 

who has quadriplegia or severe dementia or is inebriated should not be allowed to ride in an 

AV by themselves. They would need to be accompanied by someone who could safely stop 

the vehicle if necessary.

Recommendation 5

Develop systems of legal and ethical oversight of AVs, including statutes, regulations, 

forms of liability, and ethical guidelines, to minimize and mitigate the risks of AVs and 

control their uses. This recommendation is already being pursued by various governments 

around the world [16, 17, 22, 87, 112, 129–132]. The PP and the envelopment concept 

support legal oversight as a form of risk minimization and mitigation because laws can 
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help to promote AV safety, dependability, and performance and protect rights to privacy 

and autonomy. Epistemic responsibility requires that regulations should be based on up-

to-date, publicly available information and data pertaining to AV safety, risks, design, 

manufacturing, use, etc. Consistency requires that AV regulations should be consistent 

with regulations for non-autonomous vehicles and that there should not be significant 

variation in AV regulation across different states or regions within a country. The US federal 

government could promote consistency across states by developing model regulations and 

guidelines. Procedural fairness requires that all affected stakeholders, including the general 

public, AV users, and AV manufacturers, have meaningful input into the development of AV 

regulations.

While much of the current legal discussion has focused on statutes and regulations 

pertaining to AVs, it is also important to ensure that the legal system provides appropriate 

civil and criminal liability for AV accidents. Because human drivers are not in full control of 

Level 4–5 AVs, accidents with these vehicles raise novel issues concerning how to apportion 

legal responsibility among the driver, the manufacturer, an AV transportation company, and 

other parties. It is important to ensure that these issues are properly addressed, so that people 

who are harmed by Level 4–5 AVs are compensated fairly and wrongdoers are punished 

appropriately. Financial compensation for AV accidents also helps to promote distributive 

fairness by ensuring that injured parties do not bear an unfair burden of AV-associated 

harms. Legal liability for AV accidents can also provide manufacturers with incentives to 

improve safety, which helps to minimize harms [129–132].

It is also important for oversight systems to include ethical guidelines for AV developers 

and manufacturers to address situations that are not covered by the legal system. Ethical 

guidelines can address such issues as AV design and operations, the privacy and consent of 

AV users, and decision-making by AI/MLs that control AVs [83–87, 133]. Key principles 

of AV ethics could be based on principles of AI ethics [134]. Some of these include 

honesty, accountability, transparency, respect for human dignity and rights, justice, and 

social responsibility.

Recommendation 6

Educate and inform AV users and the public about AV operations and safe use. Educating 

and informing passengers and the public about AVs can help to minimize risks and promote 

autonomy by giving people the information they need to decide whether they want to 

take risks associated with AVs. Understanding how AVs work can also help drivers and 

passengers take effective action to protect themselves or others from harm. Drivers need to 

be informed about how the automated functions work and how to use them. Passengers 

in Level 4–5 AVs should be informed about: operations and safety features; how to 

disable the automated system, if necessary; how the AV will behave when it encounters 

situations involving moral choices related to saving or taking human life; and privacy 

protections [126]. Also, the public should be informed about Level 4–5 AV deployment. 

Like driver education vehicles, Level 4–5 AVs should be clearly marked so that other 

drivers and pedestrians can act accordingly and protect themselves from harm. Education 

and information sharing, it should be stressed, should be accessible, non-technical, iterative, 
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thorough, and meaningful and go way beyond providing data and specifications in owner’s 

manuals or warning labels. AV companies could operate websites that address frequently 

asked questions and allow the user to contact a human being for additional information. AV 

manufacturers could also engage in public information campaigns on television and social 

media to inform the public about their products.

9 Conclusion

In this paper, we have applied the PP to ethical and policy issues related to developing 

and deploying autonomous vehicles. The PP can provide a valuable perspective on these 

topics, given the high degree of scientific uncertainty and moral disagreement related to 

Level 4–5 AVs. Contrary to what some might claim, the PP does not unduly interfere with 

AV development and deployment. Instead, using the PP as a decision-making framework 

can help slow down the advancement of AV technology and its applications enough to give 

stakeholders and the public time to think clearly and proactively about how best to manage 

the risks associated with AVs and ensure that AV policies are reasonable, responsible, 

consistent, and fair. If (or when) scientific uncertainty and moral disagreement about AVs 

decrease, it may be appropriate to move from a precautionary framework toward a risk 

assessment/management approach. We welcome and encourage further discussion of the 

reasons for or against applying the PP to AV policy, as well as specific recommendations 

that would be supported by the PP.
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