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Abstract 
Objective: This study aimed to develop and assess the performance of fine-tuned large language models for generating responses to patient 
messages sent via an electronic health record patient portal.
Materials and Methods: Utilizing a dataset of messages and responses extracted from the patient portal at a large academic medical center, 
we developed a model (CLAIR-Short) based on a pre-trained large language model (LLaMA-65B). In addition, we used the OpenAI API to update 
physician responses from an open-source dataset into a format with informative paragraphs that offered patient education while emphasizing 
empathy and professionalism. By combining with this dataset, we further fine-tuned our model (CLAIR-Long). To evaluate fine-tuned models, 
we used 10 representative patient portal questions in primary care to generate responses. We asked primary care physicians to review gener
ated responses from our models and ChatGPT and rated them for empathy, responsiveness, accuracy, and usefulness.
Results: The dataset consisted of 499 794 pairs of patient messages and corresponding responses from the patient portal, with 5000 patient 
messages and ChatGPT-updated responses from an online platform. Four primary care physicians participated in the survey. CLAIR-Short exhib
ited the ability to generate concise responses similar to provider’s responses. CLAIR-Long responses provided increased patient educational 
content compared to CLAIR-Short and were rated similarly to ChatGPT’s responses, receiving positive evaluations for responsiveness, empa
thy, and accuracy, while receiving a neutral rating for usefulness.
Conclusion: This subjective analysis suggests that leveraging large language models to generate responses to patient messages demonstrates 
significant potential in facilitating communication between patients and healthcare providers.
Key words: artificial intelligence; clinical decision support; large language model; patient portal; primary care. 

Introduction
Supported by more than $34 billion in government subsidies, 
the rise in adoption of electronic health records (EHRs) has 
led to a significant increase in the use of patient portals as a 
means of communication between healthcare providers and 
patients.1,2 As a result, effectively managing patient messages 
in EHR inboxes has become an important clinical issue that 
needs to be addressed urgently. As an example, primary care 
physicians typically spend 1.5 h per day processing approxi
mately 150 inbox messages, continuing their work even after 
regular clinic hours.3,4 This challenge is escalating due to sev
eral factors. First, the volume of patient messages is projected 
to grow significantly due to federal laws such as the 21st Cen
tury Cures Act which requires the instant release of test 
results.5 The out-of-pocket expenses of in-person visits has 
also led to a preference for consultations via patient portals.6

Finally, the pandemic prompted a 157% surge in patient mes
sages, a trend that persisted even post-pandemic.7 Research 

indicates that patients have developed an expectation for 
direct and prompt communication with their healthcare pro
viders through patient portals;6 certain time-sensitive mes
sages, such as requests for COVID-19 antiviral medications 
within a five-day onset period, add to this pressure.8 Overall, 
the constant influx of patient messages has evolved into a 
prominent stressor in clinics, particularly among primary 
care physicians, contributing to burnout.9

Large language models present a promising solution to this 
challenge by enabling the automated generation of draft 
responses for healthcare providers. These models, trained on 
extensive textual data with billions of parameters, are capa
ble of generating human-like text and performing a variety of 
tasks, from answering questions to summarizing and brain
storming.10 A recent development in this domain, ChatGPT, 
has attracted significant attention within the medical com
munity.11–13 Despite not being specifically trained on medical 
text, ChatGPT has demonstrated impressive proficiency in 
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medical contexts, including passing the United States Medical 
Licensing Examination (USMLE), clinical informatics board 
examination, and refining alert logic to improve clinical deci
sion support (CDS).14–16 In particular, a recent study used 
ChatGPT to generate responses to 195 patient questions 
from social media forums. The study found that ChatGPT 
responses outperformed those of physicians, receiving signifi
cantly higher ratings for quality and empathy.17 This study 
used an “out of the box” version of ChatGPT, but it is possi
ble to further optimize large language models’ performance 
on specialized domains by fine-tuning them for specific 
tasks.18 For instance, a recent study utilized 100 000 patient- 
doctor online conversations to fine-tune the open-source 
Large Language Model Meta AI (LLaMA)-7B model, which 
showed improved performance in similarity metric (e.g. 
BERTScore) in comparison to ChatGPT when answering 
patient questions.19 The use of the similarity metric presents 
certain disadvantages, primarily because it measures similar
ity to the physician’s response rather than accuracy or useful
ness. Therefore, if the generated message is good but different 
from the reference response, it may score poorly. Moreover, 
it is worth noting that these studies collected patient ques
tions from online platforms, not from patient portals. Our 
study aims to specifically evaluate the efficacy of large lan
guage models in responding to patient messages within the 
patient portal environment. This targeted approach seeks to 
more accurately reflect the actual use case in primary care, 
aiming to alleviate the workload of clinicians in patient portal 
communications. Online forums, while useful, present diverse 
contexts that may not align with the typical patient-provider 
dialogue, thus lessening their relevance to our focus.

Besides their benefits, there are limitations when using 
large-scale language models in clinic, as outlined in previous 
research. For example, such models might not be able to cor
rectly identify disease-related causal connections.20 ChatGPT 
was not designed to answer medical questions and the train
ing data was not verified for domain-specific accuracy; also, 
the lack of recency could affect the clinical accuracy of the 
generated text.21 In addition, applying ChatGPT in health
care has raised ethical concerns spanning legal, humanistic, 
algorithmic, and informational dimensions.22

The objectives of this study were (1) to fine-tune a large lan
guage model locally using messages and healthcare provider 
responses from the patient portal, and (2) to assess the gener
ated responses from the fine-tuned model and compare them to 
actual provider responses and generated responses from 
ChatGPT3.5 and ChatGPT4. Our key advantages over prior 
studies are (1) our use of actual patient portal messages, (2) 
development of a custom model for patient message-answering, 
and (3) scoring of responses by blinded physicians rather than 
similarity metrics like BERTScore. Our goal was not to use large 
language models to replace healthcare providers. Instead, we 
aimed to demonstrate how large language models could be used 
to enhance communication between patients and healthcare 
providers by drafting messages that could be used as a starting 
point when healthcare providers are replying to a patient. This 
aligns with the core principle of medical informatics.23

Methods
Data collection and preprocessing
We conducted this project at Vanderbilt University Medical 
Center (VUMC), a large healthcare system in the 

Southeastern United States using the Epic (Epic Systems Co., 
Verona, WI) EHR. This research was reviewed by the Van
derbilt University Institutional Review Board and found to be 
exempt. We extracted patient messages sent to adult primary 
care providers along with corresponding responses from Jan
uary 1, 2022, until March 7, 2023 from VUMC’s clinical 
data warehouse. When multiple messages were sent by a 
patient prior to receiving a response, we combined the mes
sages into one. Patient messages and responses from January 
1, 2022, to February 28, 2023 were used to develop models. 
To remove protected health information (PHI) and de- 
identify our dataset, we used an automated deidentification 
pipeline—Stanford and Penn and The Medical Imaging Data 
Resource Center (MIDRC) Deidentifier.24 For instance, it 
replaced patient names with [PATIENT], provider names 
with [HCW], and telephone numbers with [PHONE].

To augment the local dataset, we randomly selected 5000 
patient questions and physician responses from an open- 
source dataset (including 200 000 real conversations between 
patients and providers on an online platform).19 We then 
applied the OpenAI API (gpt-3.5-turbo) to improve the origi
nal responses into informative paragraphs with empathy and 
professionalism and prioritize the patient’s well-being and 
comfort throughout the response as a third source (Figure 1). 
An example of the updated response is shown in Figure 2. In 
our prompts, we emphasized the role by using the phrase 
“imagine that you are a primary care doctor” to avoid GPT 
declining to answer medical questions. Full text of prompts is 
provided in Supplementary Appendix S1.

We collected 499 794 pairs of patient messages and corre
sponding provider responses, including interactions from 
98 808 unique patients and 2974 providers. After the removal 
of duplicate entries and de-identification of the data, we ended 
up with a final training dataset consisting of 499 286 message- 
response pairs. The median length was 210 characters for 
patient messages and 162 characters for provider responses. 
From the open-source dataset, median length for patient ques
tions was 363 characters and 562 characters for provider 
responses. Updating the responses using the OpenAI API 
(Turbo-3.5), increased the length to a median 1243 characters.  
Figure 2 provides an example of these updated responses.

Model development
We developed our model using LLaMA-65B.25 Leveraging 
low-rank adaptation, we performed supervised fine-tuning 
using a dataset crafted for instruction-following tasks, includ
ing data generated by GPT-4 from 52 000 prompts in 
Alpaca.26–28 After gaining basic conversation capabilities, we 
developed 2 models: (1) Comprehensive Large Language 
Model Artificial Intelligence Responder (CLAIR)-Short: fine- 
tuned using the local dataset of patient messages and 
responses from VUMC, and (2) CLAIR-Long: fine-tuned 
using a combination of the local dataset augmented with 
5000 open-source patient questions þ ChatGPT updated 
responses. The fine-tuning process was conducted on 4 
A100-80G GPUs over 5 days with the following hyperpara
meters, optimizer: AdamW, batch size: 128, learning rate: 
3e-4, number of epochs: 3, lora_r: 8, lora_alpha: 16, and lor
a_dropout: 0.05. The overview of the model development 
and evaluation process is shown in Figure 1.
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Evaluation dataset
To evaluate the models, we curated a dataset from patient 
messages and healthcare provider responses between March 
1, 2023 and March 7, 2023. We reviewed and selected 40 
questions that could be answered comprehensively with mini
mal additional patient information and did not require uti
lization of other tools to complete the task. A primary care 
physician further reviewed and ultimately selected 10 repre
sentative questions based on a patient message framework.29

Of note, this primary care physician did not participate in the 
subsequent evaluation of the responses generated. Along with 
removing PHI, the primary care physician created a new, 
rephrased message inspired by the content of the original 
message. The rephrased patient messages, healthcare provider 
responses, and corresponding categories are listed in Table 1.

We used the rephrased patient messages as input to evalu
ate our 2 fine-tuned models using a web interface developed 
with Gradio.30 For comparison, we also used ChatGPT3.5 
and ChatGPT4 to generate corresponding responses to the 
ten rephrased patient messages.

Primary care physicians review of responses
For each patient message in the evaluation dataset, we random
ized the order of 7 responses for review by primary care physi
cians: 3 from CLAIR-Short, 1 from CLAIR-Long, 1 from 
ChatGPT3.5, 1 from ChatGPT4, and 1 rephrased actual 
provider’s response. Considering the length of generated 
responses by CLAIR-Short was much shorter than the generated 
responses by other models, we decided to generate responses 
from the CLAIR-Short 3 times to better evaluate the CLAIR- 
Short model. Participants rated each response in a survey using 
a 5-point Likert scale (1—strongly disagree, 5—strongly agree) 
from 4 perspectives: (1) Empathy: The answer expresses appro
priate empathy given the question. (2) Responsiveness: The 
answer is responsive to the patient’s question. (3) Accuracy: The 
answer is clinically accurate, and soundly answers the patient’s 
question. (4) Usefulness: I can use it as a template to write my 
response to this question. Participants could also provide free- 
text comments for each response. Participants completed the 
survey using REDCap and were blinded to which model gener
ated a given response.31

Figure 1. Overview of data collection, training process, and evaluation. The logos of CLAIR-Short and CLAIR-Long were generated by Midjourney.
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Evaluation
To automatically evaluate the generated responses, we calcu
lated BERTScore,32 a widely used metric for evaluating gen
erated text exhibits excellent correlation with human 
judgment at both sentence-level and system-level similarities. 
We also computed precision, recall, and F1 scores based on 
BERTScore. For expert ratings, we calculated the frequencies 
and median and performed a Kruskal-Wallis test to compare 
the ratings of generated responses from different methods. To 
evaluate interrater reliability, we reported the intraclass cor
relation coefficient (ICC) and 95% confidence intervals (CIs) 
using a 2-way mixed-effects model.33 The statistical analysis 
was performed using Python3.6.

Results
Quantitative analysis: CLAIR-Long and ChatGPT 
responses showed positive ratings for 
responsiveness, empathy, and accuracy
Participants included 4 male primary care physicians at 
VUMC. They had an average of 11.25 years of practice and 
an average age of 39 years. The ICC was 0.68 [0.61, 0.74], 
indicating moderate reliability. We used median values of 3 
CLAIR-Short responses as the final ratings for the CLAIR- 
Short model. Figure 3 displays stacked bar charts for each. 
Participant evaluation of ChatGPT3.5 and ChatGPT4 
responses had median values leaning towards agreement in 
terms of empathy, responsiveness, accuracy, and usefulness, 
while evaluation of CLAIR-Long responses indicated agree
ment in empathy, responsiveness, and accuracy, but neutral
ity in usefulness. On the other hand, evaluation of actual 
provider responses and CLAIR-Short responses leaned 
towards disagreement in usefulness, neutrality in empathy 
and accuracy, and agreement in responsiveness. Pairwise 
comparisons of CLAIR-Long responses versus other 
responses revealed that CLAIR-Long responses were rated 

significantly higher than CLAIR-Short responses in terms of 
empathy (P< .001), accuracy (P< .001), and usefulness 
(P< .001). CLAIR-Long responses were rated significantly 
lower than ChatGPT responses in responsiveness (P¼ .005, 
P¼ .001). However, no statistically significant differences 
were observed between CLAIR-Long responses and 
ChatGPT3.5 or ChatGPT4 responses in terms of empathy, 
accuracy, and usefulness. Pairwise comparisons between 
other responses were notable for no statistical significance 
between provider’s responses and CLAIR-Short responses as 
well as ratings for most evaluation items between ChatGPT4 
and ChatGPT3.5 responses were similar. Finally, we sought 
to rank the performance of each response by summing the 
medians of the 4 survey rating dimensions. Including instan
ces of tied rankings, ChatGPT4 responses achieved the high
est ranking in 6 questions, CLAIR-Long responses in 4 
questions, and ChatGPT3 in 3 questions. Among 20 top- 
rated responses, 7 were from ChatGPT4, 5 were from 
ChatGPT3.5, 4 were from CLAIR-Long, 3 from CLAIR- 
Short, and only 1 from the actual doctor. Table 2 displays the 
highest-rated generated responses from ChatGPT4, CLAIR- 
Long, and CLAIR-Short. The remaining part of 2 highest- 
rated generated responses from each method can be found in 
Supplementary Appendix S3. Medians and interquartile 
ranges of the survey items, detailed P values for pairwise 
comparisons, and median values for each response and 
related ranks can be found in Supplementary Appendix S4.

Qualitative analysis: CLAIR-Short generates concise 
responses with empathy
The responses generated by CLAIR-Short had a median 
length of 200 characters. The ratings of these responses var
ied across different questions. When comparing the best gen
erated responses from 3 rounds in each question with the 
actual provider responses, CLAIR-Short outperformed the 
providers in all questions except for Q6 (hemochromatosis 

Figure 2. An example of updated response using OpenAI API (Turbo-3.5).
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Table 1. Selected patient messages (rephrased), the actual provider’s responses and categories.

Category Rephrased patient message Actual provider response

Illness requiring in-person 
evaluation

Hello Dr. [HCW]! I think I might have a bladder 
infection (urinary frequency, dysuria, urgency, and 
lower back pain.) I’ve been taking AZO the past few 
days. What would you recommend? I appreciate it!

Hello, We advise going to the urgent care clinic or 
walk in clinic, to have urine tested and to identify 
which bacteria is growing and prescribe the right 
antibiotic. [HCW]

Recommendation needed 
for over-the-counter 
medication

I could really use a sleep aid. Recently I’ve been 
having a night or 2, sometimes 4, where I just can’t 
sleep. I’m feeling desperate due to lack of sleep and 
really need something to help me get through this. Is 
there something you’d recommend? Thanks.

I would suggest to try melatonin 6-9 mg at bedtime 
to see if that would help you with your sleep. Thank 
you Dr. [HCW]

Request for prescription 
medication

Got an upcoming trip to Mexico. Can’t control lack 
of clean water there—might get diarrhea. Could 
ruin my trip. How about some diarrhea pills for this 
trip? My friend and their spouse got Rifaximin and 
Zithromax from their doctor for their trip.

Hi [PATIENT]! I definitely think you should take 
antibiotics along on your trip. I prefer azithromycin 
(Zithromax) - I think it works a little better than 
Rifaximin. I sent in 6 500 mg tablets. The course for 
travelers diarrhea is 3 days, but as you will be in 
Mexico for a while, I want you to have an 
additional 3 days if you have diarrhea twice. I put 
the instructions on the bottle at the pharmacy as 
well! [HCW]

Request for medication 
refill

Hi Dr. [HCW]. I did something to my back this 
week and I’m having back spasms again. This 
happens once in a while. Last time, which was a few 
months ago, I was prescribed cyclobenzaprine 5 mg 
tablet (FLEXERIL). This really helped me. Can you 
please renew this prescription and send it to my 
pharmacy? Thank you!

Refill for Flexeril sent to your pharmacy. If back 
pain is severe, not improving, or associated with 
new leg weakness please let us know. When taking 
Flexeril, avoid taking it while driving. It can make 
you very drowsy. [HCW]

Medication side effect Hello Dr. I’ve had a nonproductive dry cough for 
about 3 weeks. I’ve tried cough syrup and cough 
drops, but nothing seems to help and it’s keeping me 
up at night. My sister mentioned she had something 
similar happen with a dry hacking cough when she 
took lisinopril, and her doctor said it was a side 
effect. I noticed the cough and the tickle in my 
throat after we last increased the dose of lisinopril. 
Could I be having a side effect too? Thanks, 
[PATIENT]

[PATIENT], [HCW] reviewed your message and 
would like you to stop the Lisinopril, she sent in 
Losartan 50 mg to take daily. The cough should 
improve over 2 weeks. Let us know if you have 
further questions/concerns. Thank you

Information-seeking about 
illness

Good afternoon. I recently had some genetic testing 
performed, since I am trying to conceive with my 
partner. My results showed that I’m a carrier for 
hemochromatosis. The fertility clinic recommended 
I reach out to you about these results. Is there 
anything I need to do? Thanks in advance, [Patient]

Hi, [PATIENT]! Thanks for letting me know! 
Fortunately, your most recent liver labs look good. 
Hemochromatosis is a disease where you absorb too 
much iron due to a genetic defect and the iron gets 
stored in your organs. We can monitor it over time. 
Sometimes, people are treated later in life with inter
mittent phlebotomy (removing blood to take away 
excess iron). I will send labs to check your iron lev
els and see how things are doing for now. Please run 
by the lab at your convenience, and I will follow up! 
Here is a nice, reputable summary of HH: cdc.gov/ge 
nomics/disease/hemochromatosis.htm# :�:text¼Heredi 
tary%20hemochromatosis%20is%20a%20genetic, abo 
ut%20testing%20for%20hereditary%20hemochromato
sis. We can also talk at our next clinic visit in more detail. 
[HCW]

Question regarding upper 
respiratory tract infection

Dear Dr. [HCW], I had 2 weeks of a bad cold. 
Never had a fever, and I tested negative for covid, 
but my cough won’t go away even a couple weeks 
later, and my energy level isn’t great. I’m having to 
take an allergy pill every day just to go to sleep. Do I 
need a flu test, or an allergy test?

Ok, Dr. [HCW] asks do you have other symptoms 
or is it just a lingering cough? That’s a typical pat
tern after a respiratory infection because the airways 
are still irritated. The cough can linger for several 
weeks. No testing needed right now. Would you like 
us to send you in some tessalon perles to help your 
cough? If so, which pharmacy do you prefer? Thank 
you,[HCW]

Symptoms requiring 
referral to specialist

I’m currently pregnant and have been having an 
issue with passing bright red blood with my bowel 
movements over the past year. At first it was infre
quent, but for the past week has been almost daily. 
Every time I pass stool, there’s bright red blood, as 
well as some abdominal pain which goes away after 

Hi [PATIENT]. Given your symptoms, I would 
absolutely recommend a check in with GI. I am not 
sure whether they would proceed with colonoscopy, 
but it is worth a discussion with the provider. I 
would be happy to initiate a referral for you–would 

(continued) 
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question), where the provider responses received higher rat
ings. For instance, in the first scenario (Q1), where the 
patient had been taking AZO for several days without relief 
and suspected a bladder infection, the healthcare provider 
recommended visiting an urgent care or walk-in clinic for a 
urinalysis and a suitable antibiotic prescription. For this 
actual response, reviewers noted several limitations, such as 
“missing empathy, patient empowering details, and discus
sion of AZO,” and “too simple to be a template.” These limi
tations harmed the potential of this response to serve as a 
template for raters to write as their own responses. The 
CLAIR-Short generated response also suggested a urinalysis 
but expressed empathy. Moreover, it mentioned that a lab 
order had been placed, provided information on where the 
patient should go to provide the sample, and outlined the 

subsequent steps (antibiotic prescription) if the test came 
back positive. In the second scenario (Q2), which involved a 
patient experiencing sleep difficulties for 4 consecutive days 
and seeking assistance, the physician suggested trying melato
nin at a dose of 6-9 mg. The CLAIR-Short generated response 
displayed empathy, inquired about the patient’s sleep prob
lems in detail, and recommended a different dose of melato
nin: 3-5 mg. Reviewers favored the generated response and 
suggested that it could be further improved by discussing 
sleep hygiene more comprehensively. One reviewer noted a 
preference for discussing sleep aids with the patient before 
prescribing and expressed concern about the high dose men
tioned in the physician’s response. Another similar scenario 
was presented in Q7, where a patient had a lingering cough 
after a cold and inquired about flu or allergy testing. The 

Table 1. (continued) 

Category Rephrased patient message Actual provider response

the BM. I’m guessing they may not do colonoscopies 
during pregnancy, but I was thinking I should get 
this checked out. Please let me know any advice you 
have? Thanks, [PATIENT]

you like for me to pull that trigger? Thank you for 
reaching out, Dr. [HCW]

Message requiring follow 
up questions

Hello, I wanted to let you know I tested positive for 
covid today. I’m having a cough, dry throat, feeling 
tired, and a small headache. No fevers or aches. I’m 
up-to-date with my covid vaccine so I’m hoping 
things won’t get worse. I’m trying to rest, doing 
some nasal rinses, and steam. Anything else specific 
you’d recommend me to do to treat? Thanks. 
[PATIENT]

Hi [PATIENT], When did your symptoms start? 
That will determine if you are eligible for the 
antiviral, Paxlovid. Best, [HCW]

Clinical update Dear Dr. [HCW], I wanted to let you know that my 
mother was admitted to [HOSPITAL] on [DATE] 
for overnight observation, due to having a fast heart 
rate. She was started on a number of medications 
(amiodarone, Eliquis, metoprolol), and they 
recommended she follow up with you in a week. I’ll 
follow up and call to schedule an appointment. 
Good news is she’s feeling better now and her heart 
rate is better (in the 60s). Thank you.

Good morning, I am sorry to hear that this 
happened, but am glad to hear she is back home. 
Could you bring her in on [DATE]? [HCW]

Figure 3. Stacked bar charts of the ratings of empathy, responsiveness, accuracy, and usefulness.
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Table 2. Top-rated generated responses from ChatGPT4, CLAIR-Long, and CLAIR-Short.

Question and generated response

Question: Hello Dr. [HCW]! I think I might have a bladder infection 
(urinary frequency, dysuria, urgency, and lower back pain.) I’ve been 
taking AZO the past few days. What would you recommend? I appreci
ate it! 

ChatGPT4 (rank 1/70): 

Dear [Patient’s Name], 

Thank you for reaching out and letting me know about the symptoms 
you’ve been experiencing. I’m sorry to hear that you’re not feeling well. 

Based on the symptoms you’ve described—urinary frequency, dysuria 
(painful or difficult urination), urgency, and lower back pain—it does 
indeed sound like you might have a urinary tract infection (UTI), which 
can involve the bladder (a condition specifically known as cystitis). 
These symptoms can be quite uncomfortable, and I appreciate your 
proactive efforts in trying to manage them with AZO. 

AZO, or Phenazopyridine, is a medication often used to alleviate symp
toms of a UTI, including pain and discomfort. It’s important to know, 
though, that while AZO can help with symptom relief, it does not treat 
the underlying infection. 

As a next step, I would recommend coming in for an appointment as 
soon as possible so we can properly diagnose your condition. UTIs are 
typically diagnosed with a urine test, which can confirm the presence of 
bacteria causing the infection. If confirmed, we usually treat UTIs with 
a course of antibiotics. Please be sure to drink plenty of water in the 
meantime to help flush out your system. 

Furthermore, if you are experiencing severe pain, high fever, chills, nau
sea, vomiting or if your symptoms persist after treatment, please seek 
immediate medical attention as these can be signs of a more serious 
condition like a kidney infection. 

It’s always important to fully understand your health conditions and 
the medications you’re taking, so I encourage you to ask any questions 
you might have during your appointment. We’re here to help you feel 
better and ensure you receive the best possible care. 

Looking forward to seeing you soon, 

Dr. [Your Name] 

Actual provider response (rank 55/70): Hello, We advise going to the 
urgent care clinic or walk in clinic, to have urine tested and to identify 
which bacteria is growing and prescribe the right antibiotic. [HCW] 

Question: Hello Dr. [HCW]! I think I might have a bladder infection 
(urinary frequency, dysuria, urgency, and lower back pain.) I’ve been 
taking AZO the past few days. What would you recommend? I 
appreciate it! 

CLAIR-Short (Rank: 3/70) 

I’m sorry you are not feeling well. Given your symptoms, I would 
recommend a urinalysis to determine if you have a bladder infection. 
I have placed an order for this, and you can go to any [HOSPITAL] lab 
or [HOSPITAL] to leave a urine sample. If the urinalysis is positive for 
a bladder infection, I can send you in an antibiotic. Please let me know 
if you have any questions. [HCW] 

Actual provider response (Rank: 55/70) 
Hello, We advise going to the urgent care clinic or walk in clinic, to 
have urine tested and to identify which bacteria is growing and pre
scribe the right antibiotic. [HCW] 

Question: Dear Doctor [HCW], I had two weeks of a bad cold. Never 
had a fever, and I tested negative for covid, but my cough won’t go 
away even a couple weeks later, and my energy level isn’t great. I’m 
having to take an allergy pill every day just to go to sleep. Do I need a 
flu test, or an allergy test? 

CLAIR-Long (Rank: 7/70) 

Dear Patient, 

Thank you for reaching out to me regarding your lingering cough after 
having a bad cold. I understand how frustrating it can be when you 
think you are over an illness only to find yourself still feeling unwell. It 
sounds like you may have developed a postinfectious cough that has 
been persisting since your cold and causing you to feel fatigued. This 
type of cough can last up to eight weeks after the initial upper 

Actual provider response (Rank: 33/70) 
Ok, Dr. [HCW] asks do you have other symptoms or is it just a linger
ing cough? That’s a typical pattern after a respiratory infection because 
the airways are still irritated. The cough can linger for several weeks. 
No testing needed right now. Would you like us to send you in some 
tessalon perles to help your cough? If so, which pharmacy do you pre
fer? Thank you, [HCW] 

(continued) 
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provider response requested additional information about the 
symptoms and offered Tessalon Perles as a cough treatment. 
Reviewers noted that the response “needs to evaluate more, 
they may need more treatment than this.” The CLAIR-Short 
response included a series of follow-up questions (e.g. regard
ing over-the-counter cough medications, Mucinex usage, 
shortness of breath or chest pain, dizziness, or weakness). 
The reviewers considered this response as “worthwhile ques
tions to ask,” which could be sent to patients as an auto
mated preliminary request for additional information before 
the message was received by a provider or care team.

The average BERTScore metrics for the generated 
responses from CLAIR-Short, in comparison to the actual 
provider’s responses, were as follows: precision of 0.87 ± 
0.02, recall of 0.84 ± 0.03, and F1 score of 0.85 ± 0.02. The 
boxplot is in Figure 4.

Qualitative analysis: mixed preferences for CLAIR- 
Long, ChatGPT3.5, and ChatGPT4 generated 
responses
The median length of responses generated from CLAIR- 
Long, ChatGPT3.5, and ChatGPT4 were 1593, 1591, and 
2025 characters, respectively. In Q1, all generated responses 
advised patients to seek immediate medical attention and 
explained why their previous medication, AZO, was not suf
ficient for treatment. The responses from ChatGPT3.5 
emphasized the importance of urine testing for diagnosis and 
the consideration of antibiotics based on the test results. 
Additionally, ChatGPT4 responses mentioned symptoms of 
kidney infection, urging patients to watch out for them. On 
the other hand, CLAIR-Long suggested evaluation at a walk- 
in clinic and provided a link to relevant information about 
urinary tract infections (UTIs). The reviewers noted that this 
question might require more information, such as whether 
the patient is pregnant. They also mentioned that UTIs 
involving only the bladder do not necessarily require an 
appointment and can be addressed through the patient por
tal, while the patient’s back pain could be a symptom of a 

kidney infection. Another point raised was that the responses 
generated by ChatGPT were “too long, should be more con
cise” and required a “high reading level.” One reviewer 
believed that the CLAIR-Long response was the best 
response, while another found it “useful as a nurse-directed 
protocol.” In Q2 (sleep aid request), CLAIR-Long generated 
responses asked specific questions to gather more informa
tion about the patients’ symptoms, triggers, and past experi
ences. One reviewer noted that this response assumed 
“insomnia is due to stress; should investigate other causes 
first.” Meanwhile, another reviewer mentioned that it con
tained “perhaps too much empathy.” On the other hand, the 
ChatGPT3.5 response received feedback as being highly 
accurate with a suggestion to make it more concise. The 
ChatGPT4 response received feedback suggesting that it 
could serve as a good template after incorporating low-risk 
medications and making it more concise. Overall, AI- 
generated responses offer detailed and actionable informa
tion, thereby increasing their usefulness as templates for 
healthcare providers. Generated responses are listed in Sup
plementary Appendix S5.

Using the actual healthcare provider responses as the refer
ence dataset, the BERTScore values for CLAIR-Long gener
ated responses were: Precision: 0.82 6 0.02, Recall: 
0.84 6 0.01, F1: 0.83 6 0.01. The BERTScore values of 
ChatGPT3.5 and ChatGPT4 generated responses compared 
with the CLAIR-Long generated response were Precision: 
0.88 6 0.01, Recall: 0.86 6 0.01, F1: 0.87 6 0.01, and 
Precision: 0.87 6 0.01, Recall: 0.85 6 0.01, F1: 
0.86 6 0.01, respectively. The boxplot is shown in Figure 5.

Discussion
In this study, we utilized GPT4 instruction data to train 
LLaMA-65B and developed 2 models for responding to 
patient messages. The first model, CLAIR-Short, was devel
oped using patient messages with responses from primary 
care providers at VUMC. The second model, CLAIR-Long 

Table 2. (continued) 

Question and generated response

respiratory tract infection. There are several treatment options available 
to help reduce the duration and severity of symptoms associated with 
this type of cough. 

I would recommend using a humidifier at night to help loosen mucus in 
your airways, which will allow you to cough it up more easily. If you 
do not already own one, you can purchase one online or at any major 
pharmacy. Another option is to use a saline nasal spray once daily to 
help thin mucus in your nose and sinuses. You can also try drinking 
warm liquids such as tea with honey to help soothe your throat and 
loosen congestion. Gargling with warm salt water a few times per day 
can also help alleviate some of your symptoms.  
Over-the-counter medications such as Mucinex can be used to thin 
secretions in your lungs to make them easier to expel through 
coughing. As always, please consult with your pharmacist before 
taking any new medication to ensure there are no interactions with 
other medications you are currently taking. 

I hope this information helps you manage your symptoms. Please let me 
know if you have any questions or concerns. 

Best, 

[HCW] 

The complete set of generated responses, along with corresponding patient information and provider responses, can be found in Supplementary Appendix S5.
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was augmented with an open-source dataset and OpenAI 
GPT3.5. We mixed generated responses from CLAIR-Short 
and CLAIR-Long with actual provider responses as well as 
responses from non-specialized large language models— 
ChatGPT3.5 and ChatGPT4. Primary care physicians eval
uated these responses in terms of empathy, responsiveness, 
accuracy, and usefulness. The results indicated that responses 
generated by ChatGPT models achieved highest ratings, fol
lowed by responses generated by CLAIR-Long, both of which 
outperformed CLAIR-Short and the doctor’s responses signif
icantly. In addition, we provided a set of typical patient mes
sages and provider responses for future evaluation of 
response generation models in the patient portal.

Benefits of fine-tuning
Although ChatGPT-generated responses received highest rat
ings on average, fine-tuning large language models for patient 
responses offers several benefits. Firstly, the fine-tuned model 
generates concise responses with a distinctive voice similar to 
local doctors. For example, CLAIR-Short-generated 
responses were rated as more typical of primary care physi
cians as compared to ChatGPT-generated responses which 
experts described as robot-like. Training AI generated 

responses to match the syntax and tone of physician authored 
messages may be critical to enhance both physician accept
ance and patient satisfaction were such tools applied in prac
tice. Secondly, only hospitals collaborating with Epic and 
Microsoft Azure have the possibility to use large language 
models from Open AI with PHI, such as patient messages, in 
a HIPAA compliant way. Fine-tuning publicly available large 
language models, such as LLaMA-65B, fine-tuned on local 
datasets could empower any researcher within any healthcare 
organization to do work in this area, regardless of external 
partnerships. Compared with CLAIR-Short’s performance 
limited by the quality of local data, our CLAIR-Long gener
ated responses improved significantly by using an open- 
source dataset augmented with OpenAI GPT3.5. Experts 
generally expressed positive views on the responsiveness, 
empathy, and accuracy of CLAIR-Long responses, while 
maintaining a neutral stance on usefulness. Therefore, com
bining the local patient messages dataset with an augmented 
open-source dataset allowed effective fine-tuning of the large 
language model, generating responses that reflect local pro
vider practice preferences while incorporating comprehensive 
information, empathy, and relevant patient education. Nota
bly, in this project, we did not find hallucinations in the 

Figure 4. The boxplot comparing BERTScore values of generated responses from CLAIR-Short to actual provider responses.

Figure 5. Boxplot of BERTScore of the generated responses from CLAIR-Long compared with the responses from actual providers, ChatGPT3.5, and 
ChatGPT4.
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generated responses. However, there could be a risk of intro
ducing hallucinations when fine-tuning the model using the 
gpt-3.5-turbo improved responses.

ChatGPT is able to generate useful draft messages 
without training on local data
The responses generated by ChatGPT received higher ratings 
compared to our fine-tuned models, which could be attrib
uted to the superior performance of ChatGPT over the 
open-source large language model LLaMA. Moreover, the 
performance of the fine-tuned large language models depends 
heavily on the quality of the training dataset rather than its 
size.34 In this study, the ratings for responses generated by 
our CLAIR-Short, which was fine-tuned solely on local data, 
were not significantly different from the ratings of the origi
nal physician responses across all items: empathy, responsive
ness, accuracy, and usefulness. Therefore, future studies 
about using large language models in replying to patient mes
sages can focus on prompt engineering, integrating large 
language models with EHR data and clinical knowledge data
set, helping patients draft messages, and performing patient 
portal tasks.

Prompt engineering generate helpful responses 
without fine-tuning large language models
Prompt engineering should highlight taking the role of a pri
mary care doctor, providing helpful guidance and patient 
education, and using empathy. Physician reviewers responded 
favorably to drafted messages that were empathetic and 
included patient education. Writing thorough, empathetic 
responses that include patient education may be beneficial for 
the patient but is also time-consuming, revealing a key oppor
tunity for AI to augment clinical work.

Clinical context and existing patient-physician 
relationship
Further work is needed to incorporate patient history (e.g. 
medication history, diagnosis), historical conversations, and 
local care delivery practice preferences into prompts. During 
the evaluation, reviewers noted that some provider responses 
are based on having an established patient-provider relation
ship. For instance, a primary care provider may not refill 
Flexeril for a patient over messages alone unless they have an 
existing agreement and previous expectations set for short 
term use. Another illustration of the necessity of incorporat
ing clinical context can be seen from our evaluation set. 
Despite selecting questions that required minimal additional 
patient information and no other tools to complete the task, 
we noticed that the actual physician response in question 6 
relied on the patient’s recent liver laboratory results. In addi
tion, using context information, we could further refine gen
erated responses based on user types, care protocols, and 
patient education levels. Another finding was that some of 
the generated responses related to drug prescriptions did not 
explicitly mention specific drug names. Upon reviewing the 
database, we found that this communication pattern of 
excluding specific drug names matched with the responses 
from physicians, likely because the Epic EHR system had 
automatically generated a message to the patient earlier in 
the conversation which provided detailed prescription infor
mation. Therefore, when collecting training data, the pre
scription messages automatically generated by the system 

could also be collected to help improve the accuracy and 
completeness of the generated responses, especially when spe
cific drug information is needed. It is important to note that 
when utilizing PHI, it should be processed using locally devel
oped large language models or OpenAI GPT implementations 
that are deployed in a secure environment authorized for PHI 
processing.

Up-to-date clinical knowledge needs to be 
integrated into the large language model
Training, either on local datasets, or on older data may per
petuate use of out-of-date clinical guidelines. For example, in 
Q3 about medication request of antibiotics for traveler’s diar
rhea, while the Centers for Disease Control and Prevention 
(CDC) Yellow Book 2024 recommends azithromycin as an 
alternative to fluoroquinolones, one of the generated 
responses still opted for ciprofloxacin. After reviewing the 
dataset, we found several reasons leading to this discrepancy, 
including providers recommending a nonguideline-based 
antibiotic or patients explicitly requesting a specific drug 
based on their previous prescriptions or allergy to azithromy
cin. Another example is the Q9 regarding COVID-19 treat
ment. The doctor’s responses referred to the antiviral 
medication Paxlovid, which has been available from Decem
ber 2021. However, responses from ChatGPT did not men
tion this treatment option. It might be because ChatGPT only 
contains information from September 2021 and before. Large 
language models learn text patterns from the training data, 
which means they predict the next word based on the pro
vided context. Therefore, if clinical guidelines change, the 
large language model will not update until it is retrained and, 
in that case, only if enough of the training text it uses reflects 
the new guideline. To address this, it is crucial to incorporate 
updated clinical guidelines into AI models by either updating 
the model’s knowledge, or integrating rule-based systems, or 
using semantic search to link with up-to-date clinical 
knowledge.

Message response styles and practice patterns
Providers and care delivery systems may have different 
approaches, protocols, or standards of care when responding 
to patient messages. For example, some may attempt to diag
nose and give complete treatment plans through patient por
tal message conversations while others prefer to have patients 
schedule in-person visits. Consequently, this led to different 
perspectives among the reviewers assessing the generated 
responses, and means that the definition of an ideal response 
is appropriately variable and organization- or provider- 
specific. Future tools may incorporate provider preferences 
into prompts, for example, generally encouraging patients to 
come into clinic if treatment decisions need to be made.

Question generation and chat capability
Large language models may be useful in generating pertinent 
questions to obtain comprehensive information from a patient 
right at the outset. For some patient messages, instead of 
directly answering questions, our models generated a series of 
information-seeking questions as a reply. Further analysis of 
the training dataset revealed that, in clinical practice, health
care providers often need to ask follow-up questions to gather 
the necessary details before communicating a finalized plan to 
the patient. An AI model can serve as a useful intermediary in 
message conversations by prompting patients with clarifying 
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questions as they compose their messages, leveraging known 
strength of large language models in chat-based infrastruc
tures. This approach could help patients provide complete 
information with their initial message, streamlining the subse
quent conversation and minimizing back-and-forth exchange. 
In Figure 6, we present a prototype of an AI patient message 
editor as a potential integration within a patient portal inter
face. Future research could focus on using a similar chat-based 
conversation with a large language model to quickly enhance 
their messages by engaging with the chatbot, ensuring clarity 
and conciseness before sending the information to the 
provider.

Patient portal tasks
Responses to patient portal messages often include certain 
tasks, like ordering tests, writing prescriptions, or scheduling 
appointments. Many self-service tools already exist in patient 
portals, such as self-scheduling or refill requests, with which 
patients can have their needs met in a more streamlined way 
without an unstructured message conversation. Furthermore, 
many tasks requested via messages that require care team 
attention can have components of the task automated, such 
as pending orders for medication requests or drafting letters. 
Future work should focus on how to use large language mod
els to identify potential self-service redirection or automated 
task-completion assistance as part of the patient message 
response process.

Limitations
This study has several limitations. First, the selection of 
patient messages to evaluate our AI models focused on single 
events, which might not capture the full spectrum of messages 
in patient portals. In reality, some patient messages require 
additional context, such as current medications or medical 
history, to provide accurate responses. Second, the models 
developed in this study generated responses based on pre
vious responses stored at VUMC. Response content from a 
set of historical messages will not account for updates in clin
ical guidelines or scientific advances which occurred after the 
data set was created (March 7, 2023). Third, this study pri
marily focused on the technical feasibility of generating 

responses from AI models and evaluations from the physician 
perspective. The attitudes and preferences of patients towards 
these generated responses remain unknown. Future research 
should include qualitative studies to explore patient preferen
ces regarding AI-generated responses. For example, would a 
patient be more inclined toward (1) a brief response from a 
clinician who is familiar with their medical history, (2) a 
detailed response from a large language model that addresses 
their condition as an isolated issue without considering the 
clinical background, or (3) a modified response from a real 
clinician using a large language model. Moreover, the degree 
of empathy expressed in these responses requires further 
investigation. Questions such as the desirability of empathy, 
the optimal amount of empathy, and patient perspectives on 
the potential for excessive empathy need to be addressed. 
Fourth, the issue of liability needs to be further explored. In 
this study, while we applied large language models to draft 
responses or to assist patients in providing comprehensive 
information in their initial message, we emphasized the inte
gral role of healthcare providers in reviewing and making 
final actions. However, the impact of the generated text on 
healthcare provider and patient behavior, as well as the 
potential liability implications that result, require further 
study. In addition, researchers could investigate workflow 
issues that may arise when integrating AI-generated responses 
into the clinic work of primary care providers. Fifth, this sub
jective analysis was based on an evaluation dataset of 70 
responses to 10 typical questions. Comprehensive validation 
of large language models’ performance requires further 
research with larger evaluation datasets and the development 
of quantitative evaluation metrics to evaluate generated 
responses.

Conclusion
In conclusion, the subjective analysis suggested that large lan
guage models have significant potential to enhance communi
cation between patients and healthcare providers. These 
models can assist not only in drafting initial responses for 
healthcare providers but also in helping patients write more 
detailed initial messages. The empathy, responsiveness, 

Figure 6. A prototype of potential implementation in of an AI patient message editor in a patient portal interface.
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accuracy, and usefulness of responses generated by large lan
guage models fine-tuned using local data could be improved 
by using an augmented open-source dataset. Such open 
source, local fine-tuned models can perform well in generat
ing replies to patient messages, better than actual provider 
responses. Generalized models like ChatGPT also outperform 
actual provider responses without fine-tuning on local data, 
as well as large language models fine-tuned with local patient 
message data. Locally derived models still play an important 
role in enabling research and clinical practice when PHI- 
compliant generalized large language models cannot be 
accessed. Further research involving larger evaluation dataset 
is needed to fully validate the effectiveness of these models in 
clinical settings.
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