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Abstract: This study summarizes current trends and future directions in projection mapping
technologies. Projection mapping seamlessly merges the virtual and real worlds through projected
imagery onto physical surfaces, creating an augmented reality environment. Beyond traditional
applications in advertising, art, and entertainment, various fields, including medical surgery,
product design, and telecommunications, have embraced projection mapping. This study
categorizes recent techniques that address technical challenges in accurately replicating desired
appearances on physical surfaces through projected imagery into four groups: geometric
registration, radiometric compensation, defocus compensation, and shadow removal. It subse-
quently introduces unconventional projectors developed to resolve specific technical issues and
discusses two approaches for overcoming the inherent limitations of projector hardware, such as
the inability to display images floating above physical surfaces. Finally, this study concludes the
discussion with possible future directions for projection mapping technologies.
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1. Introduction

Projection mapping (PM) overlays computer-
generated imagery onto physical surfaces using
projectors, creating an augmented reality (AR)
environment where the virtual and real worlds
seamlessly merge. These surfaces encompass not only
flat and uniform white screens but also general, non-
planar, textured surfaces in our surroundings. The
PM-based AR provides additional information, such
as annotations directly on the target physical sur-
face.1) Furthermore, it can visually alter the material
of the physical surface, thus transforming a plaster
statue into metallic, transparent, or furry material.2)

The PM-based AR is often referred to as spatial
AR,3) offering several advantages over other AR

display technologies, such as video and optical see-
through displays. For instance, PM does not require
users to wear or hold displays, such as head-mounted
displays or smartphones, thus not restricting the
user’s field of view (FOV). Furthermore, it enables
multiple users to simultaneously share in-situ AR
experiences.

Thanks to these advantages, various application
fields have been explored beyond typical ones, such
as advertising, art, and entertainment.4)–6) For
example, PM is used to navigate users to target
locations by superimposing arrows onto the physical
environment.7) Similarly, PM is useful in supporting
object searches in physical space by highlighting the
searched object.8)–12) The highlighting technique is
also beneficial in medical surgery, where an invisible
emission signal indicating the resection area in a
human organ is visualized by projected imagery.13) It
can also be used for artwork creation in such a way
that projected patterns indicate where to paint on a
canvas or where to dig in clay.14)–16) Rich graphical
information, such as a navigator’s avatar, is pro-
jected onto the artwork or its surrounding surfaces
for museum guides.17),18) Projected avatars of distant
people are also used for tele-communication.19)–21)
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Similarly, human body silhouette projection extends
the reaching distance of our body.22)–24) The PM on a
human face supports makeup.25),26) Apparent materi-
al transformation is useful in product design.27)–30)

More conceptually, PM can make any real-world
surface, such as a table, wall, and even our skin,
visually programmable. When combined with proper
sensing technologies, these surfaces become respon-
sive to user actions. Artificial intelligence (AI)
technologies further enhance their interactive capa-
bility. This enables a paradigm shift in human-
computer interaction from inorganic, tangible-based
input and output schemas, requiring typical mice,
keyboards, touch panels, and 2D monitors, to organic
ones. In this paradigm, real-world objects, including
our bodies, are covered by so-called smart skins
through which we interact with AI in an intimate
way. More specifically, we might perceive that AI is
symbiotically embedded in our body or exists any-
where surrounding us, which could fundamentally
change our perceptual and cognitive model of AI.
Such an ultimate application would be achieved
when PM becomes ubiquitous, and typical room
lights are substituted with projectors.

Technically speaking, these applications work
properly only when we can accurately replicate
desired appearances on real-world surfaces through
projected imagery. However, this is not straightfor-
ward, as our projection targets are unconstrained
and arbitrary surfaces (e.g., non-planar and tex-
tured), often unsuitable for projection. Without
careful considerations, the projected image gets
severely degraded.

First, when a target surface is non-planar, the
projected image gets deformed. Thus, geometric
registration of a projector to the surface is required
to allow a PM system to determine which projector
pixel illuminates which surface point. Second, even
when pixel correspondence is established, achieving
the desired color reproduction on the surface,
especially when it is textured, is rarely straightfor-
ward. Thus, radiometric compensation is necessary
to correct distorted colors. In cases where the surface
is non-planar, parts of projected result are defocused
and, consequently, appear blurred. Defocus blur
should be compensated; otherwise, it significantly
reduces high spatial frequency components (or de-
tails) of a projected image. Finally, shadows, which
occur when a user occludes projected light, signifi-
cantly reduce the sense of immersion in the AR
experience. Therefore, shadow removal is also an
important technical issue in PM.

Over the past 25 years, researchers have
dedicated their efforts to addressing these technical
challenges. They mathematically model the image
degradation processes and solve their inverse prob-
lems to generate compensation images, allowing them
to reproduce desired appearances on target surfaces
through projection. However, owing to the technical
limitations of projector hardware, such as a limited
dynamic range (displayable luminance range) and
shallow depth-of-field, compensation images are not
always readily displayable. Researchers have success-
fully overcome these limitations beyond the capa-
bilities of the original projector hardware. Recent
trends to achieve this include combining near-eye
optics in PM and applying perceptual tricks.

This review briefly introduces technical solutions
for each challenge and discusses future research
directions in PM technologies. Notably, comprehen-
sive surveys on this topic were previously published
in 200831) and 2018.32) Therefore, this review focuses
on summarizing recent works, specifically those not
discussed in the aforementioned literature. In addi-
tion, this review concentrates on the technological
aspects of PM and does not provide an overview of
the trends in recent PM applications.

2. Geometric registration

The PM system needs to determine which
projector pixel incidents on which surface point to
display a desired appearance on the surface. Conven-
tional keystone correction addresses this issue only
when the surface is flat. However, non-planar
surfaces are frequently used in PM, thereby making
it necessary to establish proper geometric registration
of a projector with the target surface.

2.1. Projector calibration. The geometric
relationship between two-dimensional (2D) coordi-
nate value of a projector pixel (x, y) and three-
dimensional (3D) coordinate value of corresponding
surface point (X,Y,Z) is mathematically described
using a pinhole camera model as [x, y, 1]t F PM[X,Y,
Z, 1]t, where P and M are 3 # 4 and 4 # 4 matrices,
respectively. This model comprises the projector’s
intrinsic parameters such as its focal length in P, and
the extrinsic parameters that determine the pose of
the projector relative to the target surface in M.

Efficient and accurate calibration of these pa-
rameters has been successfully established for static
PM setups based on a camera calibration frame-
work.33) The standard method involves using a
camera to capture projected calibration patterns
through which the parameters are then estimated.
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Recent technologies have also used projector-camera
(ProCam) systems for unique setups. For example,
Xie et al. introduced a user-friendly calibration
technique, allowing a user to use a handheld mobile
phone camera in the calibration process.34) Sugimoto
et al. proposed an attachment-type system for
calibrating intrinsic parameters of a projector in
limited space.35) Another group attempted to achieve
precise calibration by incorporating a LiDAR (light
detection and ranging) sensor with a ProCam
system.36) The calibration of multiple projectors
using various camera setups, including multiple
cameras and a depth camera, is also currently an
active area of research.37)–39)

2.2. Dynamic projection mapping. The trend
in PM research has undergone a dramatic shift from
static PM to dynamic PM (DPM) in recent years. In
DPM, aligning the projected image with the surface
of a moving object is imperative. As a projector’s
intrinsic parameters remain constant as long as the
lens settings are unchanged, they can be pre-
calibrated. Therefore, the primary challenge in
achieving DPM is the rapid estimation of extrinsic
parameters, specifically, fast tracking of the moving
surface. Researchers have tackled this challenge by
capturing distinctive visual markers attached to
surfaces. The 3D positions of these markers on the
surfaces were predetermined. Subsequently, extrinsic
parameters could be computed by establishing a
relationship between the 3D positions of the markers
and their corresponding 2D positions in the captured
images.

Interestingly, multiple research groups have
focused on aligning projected images onto deformable
surfaces such as cloth by tracking dot array markers
captured by an RGB camera.40)–43) Typical projec-
tors inevitably introduce noticeable delays in pro-
jected images onto a target surface in DPM, even
when fast marker tracking is available. Maeda and
Koike addressed this problem using deep neural
networks (DNNs) for object pose prediction.44)

Another issue in marker-based DPM is the visibility
of markers. Visible markers under projection signifi-
cantly reduce a user’s immersion in DPM experience.
Notably, this is also a critical concern in low-latency
DPM (see Sec. 2.3). Researchers have attempted to
reduce the visibility of markers using imperceptible
materials (e.g., infrared (IR) ink only detectable
using an IR camera)45) or IR LEDs46) as markers
(Fig. 1) and have further reduced visibility by
projecting complementary colors onto the marker
area.47) Edible markers have been developed for

projecting images onto foods, and these are also
designed to reduce their visibility using transparent
materials48) or by embedding markers in internal
structures of foods.49)

Marker-less tracking has also been explored. For
example, the pose of a rigid target object was
robustly tracked based on silhouette information,
even in the presence of occlusions caused by the
user’s hands, using multiple cameras.50) However, the
marker-less approach is generally error-prone. In
cases where multiple projectors are used in DPM,
tracking errors can result in noticeable misalignments
of projected images from different projectors. To
address this challenge, Kurth et al. proposed a
scalable online solution for their depth camera-based
marker-less DPM. Their approach optimizes over-
lapped projection images by reducing the pixel values
from projectors other than the one projecting the
finest and brightest pixels, particularly in areas
with discontinuities in the depth of the surface point
from the projector and in the color of the projected
image.51)

a b
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Fig. 1. (Color online) Invisible markers for the geometric
registration in DPM.46) (a) Projection target. (b) Multiple holes
on the bottom of projection target, into which IR LEDs
are inserted. (c) Internal structure of the projection target,
created using a multi-material 3D printer with embedded optical
fibers. The IR light from the LEDs is routed to the surface by the
fibers. (d) Captured IR image of the target surface. (e, f ) DPM
results. (IEEE Trans. Vis. Comput. Graph. 2020, 26, 2030–
2040)
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2.3. Low-latency dynamic projection map-
ping. Typical projectors with a 60Hz refresh rate
are ill-suited for DPM because the human visual
system detects misalignment when the delay from
motion to projection exceeds 6–7ms.52) A promising
game-changer overcoming this limitation is a recently
developed high-speed projector capable of achieving
almost 1,000 frames per second (fps) full-color video
projection.53) Alongside the high-speed projector,
researchers have used high-speed cameras, nearly
1,000 fps, for tracking 3D pose of a target surface.
Marker-based tracking techniques have demon-
strated effectiveness in handling rigid surfaces54)–56)

and non-rigid surfaces.57) In addition, researchers
have sought to enhance the quality of projected
images while meeting low-latency demands. Nomoto
et al. introduced a distributed cooperative approach
in multi-projection DPM to ensure that projected
images cover the entire surfaces of target objects.58)

The same research group elevated the realism of the
projected results using a ray tracing technique.59)

Marker-less tracking is a key element in making
DPM more applicable. The most successful field for
marker-less DPM is makeup, mainly due to the
robust and fast face tracking technologies that have
already been established in computer vision re-
search.60) However, addressing fast enough marker-
less tracking in other application fields remains a
technical challenge, as it necessitates the projection
of calibration patterns onto surfaces for estimating
the extrinsic parameters. Researchers have proposed
projecting calibration patterns and their complemen-
tary patterns at high speeds to meet low-latency
demands and to make the calibration patterns
imperceptible to human observers.61) Another team
uses a high-speed IR projector.62) An alternative
approach to avoid the pattern projection requirement
involves the use of a co-axial high-speed ProCam
system where the projector and camera share their
optical axes.63)

Low-latency DPM can be achieved without the
need for high-speed projectors. A promising alter-
native involves combining a typical projector with
a dual-axis galvanometer for rapid redirection of
the projector’s illumination direction. Although this
approach has the drawback of not being able to
quickly adjust the projected image for local pose
changes of the target surface, it allows the projected
image to smoothly follow the target without notice-
able latency, even when the target moves over a
large area. For instance, researchers have demon-
strated a DPM on a screen mounted on a flying

drone.64) A downsized version of the galvanometer-
based system can even be worn and used for PM on a
moving hand.65) Previous studies have shown that
the mentioned drawback can be overcome by
substituting the high-speed projector for the typical
projector.54),55)

3. Radiometric compensation

Radiometric or photometric compensation is
another essential technique in PM that calculates
projector pixel values to display a desired color even
on a textured surface, thus making it appear as if it
were a uniformly white surface. The typical forward
model used in radiometric compensation is described
by ci F fi (pj) D ei, where the RGB color vectors of
ci ¼ ½cri ; cgi ; cbi �t, pj ¼ ½prj; pgj ; pbj�t, and ei ¼ ½eri ; egi ; ebi �t,
respectively, represent the observed color at a surface
point i as captured by a camera, the input pixel value
for a projector pixel j incident on i, and the surface
appearance under environmental lighting. f i : R3 !
R

3 is the function that transforms the input pixel
value into the observed color, considering the color
distortion caused by the surface reflectance property
and the spectral characteristics of the camera and
projector.

To reproduce a desired appearance ĉi on the
surface in PM, the inverse of the model can be used.
Specifically, the pixel value to be projected is
computed as p̂j ¼ f�1

i ðĉi � eiÞ. Note that, although
a recent study66) indicated that converting the
captured colors from a camera into the device-
independent XYZ color space in the compensation
provided a slightly accurate result, the majority of
studies have directly used the captured colors.

3.1. Compensation techniques based on
hand-crafted color transformation models. Two
decades ago, pioneering studies applied linear trans-
formation models as f.31) However, due to the
nonlinear nature of color processing in projector
hardware, these models suffered from limited com-
pensation accuracy. Thereafter, Grundhöfer demon-
strated that a nonlinear model outperforms the linear
ones.67),68) Specifically, they used a thin-plate spline
(TPS) to approximate nonlinear transformation,
which, however, required projecting hundreds of
uniformly colored images onto the target surface in
advance to calibrate the model parameters.

A recent study has simplified the model com-
plexity using a second-order polynomial.69) It con-
tinuously updates the model parameters in a real-
time projection-and-capturing feedback loop and
adjusts the projected colors accordingly, enabling it

Projection mapping technologiesNo. 3] 237



to handle changing lighting conditions. Li et al.
approximated the nonlinear transformation using a
piecewise linear function and significantly reduced
the number of projecting calibration patterns by
embedding multiple colors into a single pattern,
assuming that the spectral reflectance of most real-
world materials is smooth.70)

In addition to efforts solely focused on improving
compensation accuracy, other research groups have
explored various extension possibilities of radiometric
compensation framework. Researchers have concen-
trated on estimating reflectance properties of target
surfaces by decomposing the captured images under
different color projections.71),72) The estimated reflec-
tance maps were subsequently used to create novel
target appearances, such as reducing color satura-
tion. Amano and their group applied distributed
multiple ProCam systems to control the appearance
of a surface with view-dependent reflectance proper-
ties.73)–76) As other extensions, Hashimoto and
Yoshimura adapted a radiometric compensation
technique for a moving fabric, supporting DPM.77)

Pjanic et al. achieved seamless multi-projection dis-
plays using TPS-based color transformation model,78)

ensuring a seamless transition in the overlapping area
of images projected by different projectors.

3.2. DNN-based end-to-end compensation
techniques. Very recently, Huang et al. found that
DNNs can approximate the nonlinear transformation
more accurately than hand-crafted models. They
initially demonstrated that DNNs comprising a
UNet-like backbone network and an autoencoder
subnet, outperformed the classical TPS-based tech-
nique79) (Fig. 2). Subsequently, they extended their
DNNs to enable geometric registration and radio-
metric compensation for PM on non-planar sur-

faces.80) They further improved compensation accu-
racy by introducing a siamese architecture into
their network.81) Other researchers used a differ-
entiable rendering framework in radiometric com-
pensation.82) Handling high-resolution images typi-
cally requires long training times and involves high
memory costs. Wang et al. mitigated this issue by
incorporating a sampling scheme into the network
and introducing attention blocks.83) Li et al., in their
latest work, reduced the network size by using a
network solely for the color transformation of the
projector.84) Interestingly, they also demonstrated
that a hand-crafted, precise physics-based model of
the PM process with limited reliance on neural
networks outperformed the end-to-end compensation
techniques described above.

DNNs can be applied to various tasks in addition
to radiometric compensation. Huang and Ling
demonstrated that their networks could reconstruct
the shape of a projected scene and simulate the
scene’s appearance under a novel image projection.85)

The latter is particularly useful for testing or
debugging PM without the requirement for actual
PM operations. Erel et al. successfully decomposed
scene geometry and view-dependent reflectance
properties and estimated the projector’s intrinsic
and extrinsic parameters by training neural repre-
sentations of the scene from multi-view captures
under PM with different color patterns.86) They
showcased that their DNNs can handle geometric
registration and radiometric compensation for novel
viewpoints.

4. Defocus compensation

As projectors are designed to emit maximum
brightness through their lenses, they have a large

a b c d e

Fig. 2. (Color online) Radiometric compensation using DNNs.79) (a) Projection target under uniformly white projection. (b) Target
appearance. (c) PM result of the target appearance without any compensation. (d) PM result using a classical TPS-based technique.
(e) PM result using the DNN-based technique. (2019 IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR) 2019, 6803–6812)
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aperture size, resulting in a shallow depth-of-field
(DOF). The typical forward model of defocus blur is
described by IB F K * I, where I, IB, and K represent
a projected image without suffering from defocus, a
defocused result, and a spatially varying 2D defocus
kernel, respectively. In this equation, * represents a
2D convolution process. Deblurring the projected
result is achieved by computing the inverse of the
forward model. However, standard algorithms such
as Wiener filter are unsuitable because the dynamic
range of a projector device is not infinite (e.g., the
maximum luminance is limited, and negative light is
physically not displayable).

A classical study solved this problem using an
iterative, constrained steepest-descent algorithm.87)

A recent work introduced a non-iterative technique
that simply enhances the pixel intensities around the
edge areas that are lost due to defocus blur, resulting
in reduced computational time.88) These techniques
require a dot pattern projection to obtain spatially
varying blur kernels every time either the projector
or the surface moves. Kageyama et al. recently
addressed this issue using DNNs89),90) (Fig. 3).
Specifically, their DNNs estimated the blur kernels
from the PM result of a natural image and generated
the projection image compensating for defocus blur.

The compensation capacity of the software-
based solutions mentioned above is restricted by
limited dynamic range of projector hardware. Re-
searchers have developed hardware-based solutions
to overcome this limitation. Xu et al. proposed a
multifocal projector comprising an electrically focus-
tunable lens (ETL) and a synchronized high-speed
projector.91) They modulate the focal length of the
ETL at more than 60Hz, thus making it impercep-
tible to human observers, and project images
precisely when the focusing distance of the projector
corresponds to the target surface. The same setup
also achieved a varifocal projector in which ETL’s
focal length was constantly adjusted to match the
target surface.92) Although a large aperture ETL
would be suitable for these systems, the response time
of such ETLs is limited. The ETL is made of an
optical fluid sealed off by an elastic polymer
membrane. An actuator ring exerts pressure on the
outer zone of the container, changing the curvature
of the lens. The response time limitation is caused by
the rippling of the optical fluid after actuation.
Researchers demonstrated that input signals com-
puted using sparse optimization can speed up the
response time.93)

Other hardware-based solutions control the
waveform of the projected light. Li et al. proposed
optimizing the diffractive optical element to preserve
the high spatial frequency components of the
projected image over various distances, thereby
extending the DOF of the projector.94) Other
researchers have proposed spatially adaptive focal
projection, coining the term “focal surface projection”
to describe their approach, using a phase-only spatial
light modulator. This approach enables focusing on
all parts of a non-planar target surface.95)

5. Shadow removal

Cast shadows significantly degrade the sense of
immersion in PM. Previous studies removed shadows
using synthetic aperture approaches. Specifically,
they spatially distributed multiple projectors to
ensure that users do not simultaneously occlude a
projection target from all projectors. Once either an
occluder or its shadow is detected by cameras, the
system compensates for the shadow by illuminating
that area from an unoccluded projector.96) Although
they computed the projection images for all projec-
tors on a single central server, the recent research
trend has shifted toward applying cooperative dis-
tributed algorithms since around 2015.97) Uesaka
and Amano proposed a technique in which multiple

a b

c d

Projector
Camera

Target surface

Fig. 3. (Color online) Software-based defocus compensation
using DNNs.90) (a) Experimental setup: a robotic arm repeatedly
moves the target surface along the same path for comparison.
(b) Target appearance. (c) PM result without compensation.
(d) Compensated PM result. (IEEE Trans. Vis. Comput. Graph.
2022, 28, 2223–2233)
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co-axial ProCam systems cooperatively remove
shadows.98) Nomoto et al. demonstrated shadow
removal in DPM with multiple high-speed projectors
using a cooperative algorithm.58) However, these
synthetic aperture approaches suffer from a delay in
computational compensation process. In other words,
a shadow cannot be perfectly removed while an
occluder is moving.

By contrast, optical approaches achieve delay-
free shadow removal and have also attracted
significant attention from researchers. Hiratani et al.
applied a large-format retrotransmissive plate to
project images onto a surface from wide viewing
angles99),100) (Fig. 4). The retrotransmissive plate
collects the light rays emitted from a point in space
at a plane-symmetrical position with respect to it.
They prepared a white diffuse object (proxy object)
with a shape that is plane-symmetrical to the
projection target and placed the target and proxy
objects in a plane-symmetrical arrangement with
respect to retrotransmissive plate. When an image
is projected onto the proxy object, the reflected
light rays pass through the retrotransmissive plate
and converge on the target object. Consequently, the
appearance of the proxy object is duplicated on the
target object’s surface. When the size of the retro-
transmissive plate is sufficiently large relative to an

occluder, shadowless PM is achieved without the
need for the shadow removal computations used in
conventional synthetic aperture approaches.

The above optical solution is restricted to static
DPM because the proxy and target objects must be
placed at the plane-symmetrical positions. Other
researchers have overcome this limitation by moving
the proxy object using a robotic arm to match its
pose with the target object.101) The same research
group also proposed using a volumetric display102)

and light field display103) instead of placing a physical
proxy object to generate light rays as if they were
emitted from the surface of a proxy object whose pose
matches that of the target object.

6. Unconventional projectors

As discussed in the previous sections, unconven-
tional projectors such as those with ETLs and high-
speed ones can fundamentally resolve the specific
technical issues that could not be addressed using
standard projectors. This section introduces three
types of unconventional projectors each of which
has been currently explored by multiple research
groups.

6.1. Wearable projectors. Following pioneer-
ing work,104) several researchers have explored PM
using wearable projectors.105),106) The recent trend of
downsizing projector hardware, coupled with bright
light sources such as LEDs and lasers, has driven the
research in this direction. Wearable projectors are
valuable for PM onto nearby surfaces or the user’s
body. For example, a tiny projector was used as a
display component of a smartwatch, enabling a user
to interact with the overlaid smartwatch image
contents on their arm.107) Another study combined
a wearable projector with a pan-tilt mirror and high-
speed camera to make projected images follow a
moving target surface without perceivable latency.65)

Head-mounted setups were also explored, wherein
the distance between a projector and user’s eye is
reduced, enabling nearly occlusion-free PM.108)

A current research trend involves combining
actuated head-mounted projectors with head-
mounted displays. Wang et al. proposed attaching a
projector to a virtual reality (VR) headset.109) Their
system projected VR scenes that the headset user is
watching onto the floor around them, enabling them
to share their VR experiences with others. Hartmann
et al. suggested using a head-mounted projector with
an optical see-through AR headset and demonstrated
the sharing of augmented image contents displayed
in the headset with people in the vicinity through

Target object

R
etrotransm
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Projector

Occluder

Proxy object

Observer
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cb

Fig. 4. (Color online) Shadow removal using a large-format
retrotransmissive plate.99) (a) Schematic illustrating the princi-
ple. (b) Typical PM result with an occluder. (c) PM result using
the shadow removal system with the same occluder. (IEEE
Trans. Vis. Comput. Graph. 2023, 29, 2280–2290)

D. IWAI [Vol. 100,240



projected imagery.110) They also proposed displaying
auxiliary information and user interface widgets with
the head-mounted projector to support interaction
with the image contents displayed in the headset.

6.2. Omnidirectional projectors. The FOV of
a typical projector is limited, necessitating the use
of multiple projectors to achieve large-area PM. An
omnidirectional projector, using a fisheye lens with
almost a 180-degree FOV, presents a potential
solution for this issue. A research group proposed
an omnidirectional projector and demonstrated
various PM applications using it.111),112) The geo-
metric registration of an omnidirectional projector is
non-trivial because the pinhole camera model is no
longer valid. The researchers addressed this problem
using a co-axial approach in which a projector and
camera share their optical axes using a beam-splitter
before the fisheye lens. Their co-axial omnidirectional
ProCam system can project images onto physical
surfaces without distortion, on which visual markers
are attached.

Yamamoto et al. implemented an omnidirec-
tional ProCam system using another unique ap-
proach.113) They proposed a monocular ProCam
system in which the projector and camera share the
same objective lens. Using relay optics, they optically
transferred the image panels of the camera and
projector to the focal point of the objective lens,
resulting in overlaid image panels. The overlaid pixels
have sensing and displaying capabilities. They
realized an omnidirectional ProCam system using a
fisheye lens as the objective within this framework.
Furthermore, they showcased the high scalability of
their approach by implementing a high dynamic
range ProCam system using a traditional double
modulation framework.114),115)

6.3. Visible light communication projectors.
Embedding invisible code independently in each
projected pixel enables the control of electronic
devices with photo sensors within the projector’s
FOV while simultaneously presenting meaningful
images to human observers who remain unaware of
the embedded information. In other words, the
projector has the capability for visible light commu-
nication at the pixel level. This can be achieved by
modulating the projected light intensity at a very
high speed such as 1MHz, which is much higher than
critical flicker fusion frequency of the human visual
system. While pioneering work was published in
2007,116) where fixed information was embedded in
grayscale images, this topic is still actively explored
by multiple research groups.

A recent study achieves embedding information
in full-color images that can be updated interac-
tively.117) It was demonstrated that the embedded
information controls multiple robots,118),119) and
wearable haptic displays120) (Fig. 5), in cooperation
with graphical images. Although these systems read
embedded information using photo sensors, Kumar
et al. demonstrated that a high-speed camera can
simultaneously read the information embedded in
different pixels.121) Researchers have developed a
projector emitting RGB as well as IR light, embed-
ding information in the IR channel.122)

7. Overcoming technical limitations

Projector hardware has inherent limitations that
cannot be addressed by projector devices alone. This
section summarizes two approaches to tackle these
limitations; one combines near-eye optics in PM, and
the other uses perceptual tricks.

7.1. Combining near-eye optics. In typical
PM, projectors alter the appearance of target

Photodiode

Vibration actuator

Fig. 5. (Color online) Pixel-level visible light communication.120)

(Top) Schematic illustrating the embedding of unique informa-
tion into each projector pixel while presenting an image to
human observers. Note that fPVLC is higher than the critical
flicker fusion frequency. (Bottom) A user wearing a haptic device
experiences different vibration patterns based on the touched
position in a projected image. (IEEE Trans. Vis. Comput.
Graph. 2023, 29, 2005–2019)
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surfaces, although displaying images floating above
physical surfaces is not feasible. Stereoscopic PM
technology overcomes this limitation, allowing users
to perceive 3D objects that appear to float above
physical surfaces with arbitrary shapes. These effects
are achieved through the tracking of an observer’s
viewpoint, rendering perspectively correct images
with appropriate disparity for each eye, and projec-
ting these two images in a time-sequential manner
within each frame. The projected images are viewed
through active-shutter glasses equipped with liquid
crystal shutters, which prevent image interference
between the two eyes. Researchers have recognized
the potential of stereoscopic PM in various fields,
including museum guides,18) product design,30) archi-
tecture planning,123) and teleconferencing.124)

A recent work applied the principle of stereo-
scopic PM to alter the appearance of a mirror
surface.125) This technique does not directly project
images onto a mirror surface; instead, it projects
images onto diffuse surfaces that are visible to an
observer through the mirror. With stereoscopic PM,
the distance of the projected diffuse surfaces matches
that of the mirror surface.

Typical stereoscopic PM technology only ad-
dresses binocular cues and cannot provide accurate
focus cues, leading to a vergence-accommodation
conflict (VAC) that causes significant discomfort,
fatigue, and distorted 3D perception for the observer.
Recent studies have tried to mitigate VAC. Fender
et al. optimized the placement of the displayed 3D
objects such that the depth difference becomes small
between the projected physical surface and displayed
objects.126) Kimura et al. proposed a multifocal
stereoscopic PM to address VAC.127) They attached
ETLs to active-shutter glasses and applied fast and
periodical focal sweeps to ETLs, causing the “virtual
image” (as an optical term) of every part of the real
scene seen through ETLs to move back and forth
during each sweep period. In each frame, the 3D
objects were projected from a synchronized high-
speed projector at the exact moment that the virtual
image of the projected imagery on a real surface is
located at a desired distance from ETLs.

Using ETLs as eyeglasses in conjunction with a
synchronized high-speed projector creates other novel
vision experiences that cannot be achieved using
projectors alone. Ueda et al. proposed using a high-
speed projector to illuminate a real scene rather than
overlaying images onto it. This approach allows for
spatially non-uniformly defocused real-world appear-
ances, irrespective of the distance from the user’s eyes

to observed real objects128) (Fig. 6). They achieved
this by periodically modulating the focal lengths of
the glasses at a rate exceeding 60Hz. During a
specific phase when optical power of ETLs is too high
for a user to adjust their vision to focus on the scene,
one part of the scene intended to appear blurred is
illuminated by the projector, whereas another part
intended to appear focused is illuminated during a
different phase. This process realizes the spatial
defocusing effect that can be used for gaze navi-
gation.129) Based on a similar principle, Ueda et al.
used two ETLs for each eye for spatial zooming,
where a part of a scene is zoomed in.130)

Although PM can be used to visually alter the
material of a real surface, it cannot simultaneously
reproduce view-dependent effects such as specular
reflections for multiple observers. Hamasaki et al.
addressed this issue by incorporating optical see-
through displays into PM.131) They displayed the
view-dependent components on an optical see-

a b

c d

e f

Fig. 6. (Color online) Combining near-eye optics with a high-
speed projector enables spatially non-uniformly defocused real-
world appearances.128) (a, b) Two ETLs, capable of quick focus
modulation, are used as eyeglasses. (c) The appearance of a
music score without the eyeglasses, and (d) with the eyeglasses,
where a spatially non-uniform blurring effect guides a player at
a fixed tempo. (e) The appearance of a human face without
the eyeglasses, and (f ) with the eyeglasses, where the facial
impression becomes younger by reducing wrinkles and minimiz-
ing stains. (IEEE Trans. Vis. Comput. Graph. 2020, 26, 2051–
2061)
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through display worn by each observer. They also
demonstrated that the system can extend the
dynamic range, i.e., contrast, of the displayed results.
Another intriguing research direction at the inter-
section of PM and optical see-through displays has
emerged. Itoh et al. realized a lightweight optical
see-through display comprising a screen and thin
optics onto which a pan-tilt telescopic projector
installed in the environment provides images on their
see-through display.132) They have continued to
improve the system, for example, by developing
thinner optics using holographic optical elements
(HOE)133) and achieving a low-latency PM on the
screen using a 2D lateral effect position sensor.134)

7.2. Perceptual tricks. Considering human
perceptual properties is useful in PM. Even if a
desired appearance is not physically reproducible by
projected imagery onto a physical surface, PM is
considered successful when observers perceive that
the desired appearance is displayed. Researchers have
explored the possibility of reproducing physically
unfeasible appearances in PM in a perceptually
equivalent manner. As the ultimate example, Sato
et al. made the motion trajectory of a real object
appear bent using a high-speed projector, although it
physically moved in a rectilinear manner.135)

The performance in radiometric compensation
(see Sec. 3) is significantly restricted by the limited
color space and dynamic range of projectors. Re-
searchers have addressed this issue by leveraging the
nonlinear properties of the human visual system.
Akiyama et al. developed a unique radiometric
compensation technique using the color constancy
of the human visual system and demonstrated that
their method can perceptually enlarge the display-
able color space beyond the capability of the
projector devicealone.136) Similarly, Nagata and
Amano used glare illusion to perceptually enhance
glossiness of a projected result.137)

Although deforming an actual surface is not
physically possible, Kawabe et al. demonstrated that
overlaying monochrome movement patterns onto a
2D static textured object, such as a painted picture,
induces illusory movement perception.138) Specifi-
cally, human observers perceive the projected results
as if the static picture is moving along with the
projected movements. Recent studies have extended
this technique to DPM, achieving the modulation of
the perceived stiffness of fabric139) and the low-
latency deformation of handheld rigid objects using a
high-speed projector.140) Fukiage et al. developed a
computational framework to optimize the projected

movement pattern to maximize the illusory effect.141)

Okutani et al. found that 3D deformation is also
possible when combining stereoscopic PM.142)

Researchers have experimentally proven that
the depth perception of a physical surface can be
manipulated without applying stereoscopic PM.
Kawabe et al. found that adding shadows induces
the perceived depth modulation of a 2D picture.143)

Schmidt et al. investigated how projected color
temperature, luminance contrast, and blur affect
the perceived depth of the projected surface through
a series of psychophysical experiments.144) They
found that perceived depth can be influenced by
projected illusions, and in particular, an increase in
the luminance contrast between an object and its
surroundings made the object appear close to the
observer.

The PM is a form of visual media, primarily
providing visual perception without directly engaging
other sensory modalities. Researchers have sought to
overcome this limitation by exploring cross-modal
interactions between visual stimuli and other sensory
experiences. In a recent study, it was demonstrated
that altering a user’s finger position in response to
the deformation of a physically touched surface in
stereoscopic PM can induce a change in the perceived
shape of the touched surface.145) Another study
reported that haptic sensations can be induced by
providing various visual effects to a virtual hand
projected onto physical surfaces. The projected hand
movement is determined by magnifying a user’s
physical hand movement on a touch panel. When the
projected hand movement is inconsistent with the
actual hand movement, users reported experiencing
haptic sensations.146) Researchers have also recently
investigated how the appearance manipulation of
food in PM affects its taste. Suzuki et al. projected
dynamic boiling texture onto foods and found that
it influences the perceived taste, such as saltiness.147)

Fujimoto demonstrated that modifying the color
saturation or the intensity at the highlight region of
food enhances the perceived deliciousness.148)

8. Future directions

A future direction, derived by a simple extrap-
olation of current research trends, is the development
of a low-latency DPM technique that simultaneously
addresses radiometric compensation, deblurring, and
shadow removal issues. This goal is not particularly
challenging when projection targets are rigid body
objects tracked using markers, as a recent study has
already addressed a part of the required issues.58)
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Alternatively, achieving the goal for non-rigid
surfaces without markers is not simple. Furthermore,
a recent study revealed that even with a 1,000-fps
projector and high-speed camera, achieving a motion-
to-projection latency of less than 6ms, the misalign-
ment between a moving target object and projected
image is sometimes noticeable.149) Therefore, achiev-
ing a much lower latency than 6ms is crucial in
DPM. Anticipating this, Nakagawa and Watanabe
developed a 5,600 fps projector.150)

Technical issues persist even in static PM
scenarios. Recently, an intriguing grand challenge
in display technologies was coined: achieving “per-
ceptual realism”, producing imagery indistinguish-
able from real-world 3D scenes.151) The most
significant discrepancy between the PM and real-
world 3D scenes arises from the fact that PM works
properly only in a dark environment. The PM in a
dark room tends to induce a self-luminous impression
for a projected object.152) Researchers have recently
started addressing this issue by substituting projec-
tors for room lights and reproducing the environ-
mental illumination while excluding the projection
target with the projectors.153)–156) As there are still
many technical difficulties including the above-
mentioned dark room constraint in realizing percep-
tual realism in PM, this research topic will be
intensively explored in the next decade.

Integrating projection systems of other sensory
modalities (referred to as X) into full-color PM (i.e.,
RGB-X PM) to expand user experiences is another
promising research direction. For instance, research-
ers have combined a typical RGB projector with a
thermal projector capable of changing the direction
of a far IR light spot, simultaneously providing
visible and thermal sensations on a user’s body.157) In
addition, an aerial vibrotactile display based on an
ultrasound phased array can provide vibrotactile
sensations to a user’s body without contact,158),159)

suggesting its potential integration with a typical
projector in PM. Olfactory projection systems160),161)

could also be integrated into PM, offering the
potential to provide novel visual-olfactory experien-
ces to users.

9. Conclusion

This review has introduced the current trends
in the PM research from 2018 and later, as well as
future directions. To recap, the notable trends
include low-latency DPM, high quality radiometric
compensation and deblurring by DNNs, delay-free
shadow removal by large aperture optics, unconven-

tional projectors for various tasks, and overcoming
technical limitations by combining near-eye optics
and perceptual tricks. Expected future directions
encompass much lower-latency DPM, the pursuit of
perceptual realism, and the development of RGB-X
PM. The field of PM research will continue to evolve,
integrating diverse disciplines such as computer
science, optics, psychology, and electrical and elec-
tronic engineering.
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