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ABSTRACT
Introduction Large language model (LLM)- linked 
chatbots are being increasingly applied in healthcare due 
to their impressive functionality and public availability. 
Studies have assessed the ability of LLM- linked chatbots 
to provide accurate clinical advice. However, the 
methods applied in these Chatbot Assessment Studies 
are inconsistent due to the lack of reporting standards 
available, which obscures the interpretation of their study 
findings. This protocol outlines the development of the 
Chatbot Assessment Reporting Tool (CHART) reporting 
guideline.
Methods and analysis The development of the CHART 
reporting guideline will consist of three phases, led 
by the Steering Committee. During phase one, the 
team will identify relevant reporting guidelines with 
artificial intelligence extensions that are published 
or in development by searching preprint servers, 
protocol databases, and the Enhancing the Quality and 
Transparency of health research Network. During phase 
two, we will conduct a scoping review to identify studies 
that have addressed the performance of LLM- linked 
chatbots in summarising evidence and providing clinical 
advice. The Steering Committee will identify methodology 
used in previous Chatbot Assessment Studies. Finally, the 
study team will use checklist items from prior reporting 
guidelines and findings from the scoping review to 
develop a draft reporting checklist. We will then perform 
a Delphi consensus and host two synchronous consensus 
meetings with an international, multidisciplinary group 
of stakeholders to refine reporting checklist items and 
develop a flow diagram.
Ethics and dissemination We will publish the final 
CHART reporting guideline in peer- reviewed journals 
and will present findings at peer- reviewed meetings. 
Ethical approval was submitted to the Hamilton Integrated 
Research Ethics Board and deemed “not required” in 
accordance with the Tri- Council Policy Statement (TCPS2) 
for the development of the CHART reporting guideline 
(#17025).
Registration This study protocol is preregistered with 
Open Science Framework: https://doi.org/10.17605/OSF. 
IO/59E2Q.

INTRODUCTION
Novel chatbots have been integrating large 
language models (LLMs), which are a 
popular technology in the field of natural 

language processing (NLP).1 LLMs are 
large neural networks often comprised of 
hundreds of billions of parameters, which 
impact the model’s input, size and shape, and 
output.2 LLMs are typically used to condition-
ally predict the next words in a sequence of 
text, given corresponding prompts (table 1).3 
LLMs can be trained on a collection of 
massive amounts of raw data from online text 
sources including books, articles, websites and 
more,1 4 coupled with reinforcement learning 
from human feedback.5 LLMs exhibit striking 
text generation capabilities, producing 
outputs that are often indistinguishable from 
human language.6 7 There has been a gold- 
rush movement of chatbots linked to LLMs, 
with recent releases including ChatGPT, Bing 
Chat, Google Bard, Med- PaLM and many 
more underway.8

Given their wide accessibility and ability to 
provide answers to lay prompts,8 investigators 

STRENGTHS AND LIMITATIONS OF THIS STUDY
 ⇒ This initiative will address a lack of reporting stan-
dards for Chatbot Assessment Studies and will 
provide a framework to increase the transparent 
conduct of these studies.

 ⇒ We will apply rigorous methodology of the high-
est standards to develop the Chatbot Assessment 
Reporting Tool (CHART) reporting guideline. A di-
verse group of international, multidisciplinary stake-
holders will inform the development of the CHART 
reporting checklist and flow diagram, with key input 
from experts in large language models (LLMs).

 ⇒ This reporting guideline will be developed swiftly 
while acknowledging the dynamically evolving tech-
nology of LLM- linked chatbots.

 ⇒ The CHART reporting guideline will apply specifi-
cally to studies assessing the ability of LLM- linked 
chatbots to summarise evidence and provide clinical 
advice. It will not apply to their use in other settings.

 ⇒ To avoid the limitation that this reporting checklist 
may become outdated sooner than conventional 
reporting tools, the Steering Committee will assess 
the need to update the checklist on an annual basis, 
driven by the junior primary investigator.
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have begun to assess LLM- linked chatbots as a poten-
tial source of health advice for both patients and clini-
cians.9–11 We refer to these studies as Chatbot Assessment 
Studies, and they evaluate the performance of LLM- 
linked chatbots in summarising health evidence and 
providing clinical advice. These studies represent a new 
genre of medical research, but the methodology and 
framing of results reported in these studies are highly 
variable. Inconsistent and incomplete reporting limits 
readers’ ability to judge the methodology and results 
of these studies, complicating their interpretation.12 A 
need exists to assess the rigour of their assessments,8 but 
currently, there are no standardised reporting tools for 
Chatbot Assessment Studies.

Instruments have been created to address issues of 
suboptimal reporting and raise the standard of research 
quality, such as the Consolidated Standards of Reporting 
Trials statement.13 14 Such reporting guidelines provide a 
checklist and a flow diagram for a given study type. Since 

their development, extensions to reporting guidelines 
have been created to facilitate the integration of artificial 
intelligence.15–17 However, LLM- linked chatbots and their 
accompanying applications have only recently emerged 
and are not captured by these reporting guidelines. This 
protocol outlines the development of a novel reporting 
checklist, the Chatbot Assessment Reporting Tool 
(CHART) to improve the reporting standards of Chatbot 
Assessment Studies.

Key terminology
Table 1 lists key terms included in this work.

METHODS AND ANALYSIS
Study overview and objectives
This study consists of three phases to address the following 
objectives:

Table 1 Glossary

Term Definition

Artificial intelligence (AI) The science of developing computer systems that can perform complex tasks approximating human 
cognitive performance.

Natural language processing (NLP) A branch of information science that seeks to enable computers to interpret and manipulate human 
text.

Large language model (LLM) A type of NLP model comprising large neural networks trained over large amounts of text, usually 
to produce an output of continuations of text from corresponding prompts, known as next word 
prediction.*

Multimodal LLM LLMs with the capacity to integrate input from various data types, including text, speech and/or 
visual sources.

Next word prediction The NLP task of predicting the next word in a sequence of text given context and model parameters.

Parameter A parameter within an AI algorithm is a variable that is tuned iteratively/automatically to optimise 
the intended outcome of the algorithm. Parameters may be at the model level to optimise tuning 
(hyperparameters) or ‘weights’ within the model linking layer to layer (parameters).

LLM- linked chatbot A program that permits users to interact with an algorithm (such as an LLM) designed to respond to 
user prompts.†

Chatbot Assessment Study Any research study assessing the performance of chatbots in summarising health evidence and/or 
providing clinical advice.

Chat instance An interface in a computing device through which communication takes place between a chatbot 
and its user through text with only one prompt.

Chat session An interface in a computing device through which communication takes place between a chatbot 
and its user through text with more than one prompt.

Query The act of communicating with an LLM by inputting a prompt into the chatbot which might be a 
question, comment or phrase to elicit specific desired outputs from an LLM. For example, one 
might input a prompt asking the LLM to summarise the evidence supporting the use of a given 
intervention.

Check query Following formal query completion and performance evaluation, the act of repeating the initial query 
to ensure that chatbot outputs are consistent in summarising the same evidence and providing the 
same clinical advice.

Prompt Text input by a user into the chatbot for the purpose of communicating with the LLM.

Prompt engineering An iterative testing phase where various pieces of text are inputted into a chatbot to achieve an 
output, informing the development of study prompts.

Delphi study A structured research method applied to answer a research question through the establishment of 
consensus across respondents.

*Generally speaking, ‘next word’ prediction is one basic ‘pre- training’ objective, but LLMs often undergo a subsequent round of ‘supervision’ in which 
they are guided by human feedback.
†Chatbots are not necessarily built atop LLMs, but the modern tools that have captured public imagination are.
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1. To identify checklist items used in previous reporting 
guidelines and identify related reporting standards 
for studies assessing the use of artificial intelligence in 
healthcare.

2. To perform a scoping review that will identify and char-
acterise studies that have addressed the performance 
of LLMs in summarising evidence and providing clin-
ical advice. Specifically, the review will identify how 
authors evaluate chatbot performance in summarising 
health evidence and providing clinical advice.

3. Informed by the scoping review and a review of prior 
checklists, to develop an evidence- informed, expert- 
derived reporting guideline comprised of a checklist 
and flow diagram for studies assessing chatbot perfor-
mance in summarising health evidence and providing 
clinical advice.

A Steering Committee will lead all key study initia-
tives. This group will include the following members: the 
project lead, the senior methodologist lead, an expert in 
Chatbot Assessment Studies, a reporting checklist devel-
oper and a journal editor. The group’s responsibilities will 
be to guide the initiatives involved in the development of 
the CHART checklist. They will lead the review of rele-
vant reporting checklists (phase one), the completion of 
the scoping review (phase two) and the development of 
the reporting guideline (phase three). Table 1 presents a 
glossary of key terms used in this work. Figure 1 demon-
strates the timeline for the development of the CHART 
reporting guideline, which began in November 2023 and 
will terminate in June 2024.

This reporting guideline will emphasise transparent 
reporting standards for studies evaluating the perfor-
mance of LLMs when providing clinical advice to patients 
and clinicians. It will apply to LLM- linked chatbots, but 
also LLMs more broadly. It will also apply to studies using 
both traditional and multimodal LLMs.

PHASE ONE
Objective
To identify checklist items used in previous reporting 
guidelines and identify related reporting standards for 
studies assessing the ability of LLMs to provide clinical 
advice.

Identification of existing reporting guidelines
To identify relevant health research reporting guidelines 
to inform the development of our reporting guideline 
and checklist, the study team will search the Enhancing 
the Quality and Transparency of health research 
(EQUATOR) network and identify reporting guidelines 
published prior to October 2023 that meet our inclusion 
criteria:

 ► Studies presenting primary data on the use of chat-
bots in any specialty in medicine.

 ► Studies applying chatbots to summarise evidence and 
provide clinical advice.

 ► Studies applying chatbots to answer one or more clin-
ical question(s).

 ► Any studies applying chatbots as an intervention, with 
or without the use of a comparator.

To achieve this, the study team will use the ‘search for 
reporting guidelines’ feature and toggle through each 
study type. We will review all reporting guidelines in each 
study type for comprehensiveness. We will review refer-
ences from relevant reporting guidelines and related 
citations listed on PubMed for retrieved articles. To 
identify protocols of reporting guidelines, we will search 
Open Science Framework as well as applicable results 
obtained from our scoping review. To identify ongoing 
or completed work not yet published in peer- reviewed 
sources, we will search Open Science Framework and 
MedRxiv.

Figure 1 Timeline for the development of the Chatbot Assessment Reporting Tool reporting guideline.
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Reporting guidelines obtained from the search from 
phase one will inform the development of items for a 
preliminary draft version of the checklist.

PHASE TWO
Objective
To perform a scoping review that will identify and char-
acterise studies that have addressed the performance of 
LLMs in summarising evidence and providing clinical 
advice. Specifically, the review will identify how authors 
evaluate chatbot performance in summarising health 
evidence and providing clinical advice.

For the scoping review, the project lead will recruit 
a team that will include two other members that have 
previous experience with performing systematic reviews 
and scoping reviews as well as the senior methodolog-
ical lead. The scoping review team will identify articles 
assessing the performance of chatbots when applied 
in healthcare. A separate protocol presents our search 
strategy, inclusion criteria, exclusion criteria and other 
details related to the scoping review, which is under 
consideration for publication. Its development will be 
aligned with methodology guidance from the JBI Scoping 
Review Methodology Group.18

In brief, the scoping review team will conduct a litera-
ture search using MEDLINE via Ovid, EMBASE via Else-
vier, Scopus via Elsevier and Web of Science to capture 
relevant studies published prior to October 2023. The 
team will identify studies that evaluate the performance of 
LLM- linked chatbots when providing clinical advice. We 
will only consider primary data. The team will complete 
two rounds of screening by title and abstract and full text to 
identify articles of interest. Next, we will perform manual 
forward and backward citation searching. The team will 
then perform data extraction to identify key items used in 
the reporting of these studies. The following variables will 
be extracted: clinical aims (health prevention, screening, 
differential diagnosis, diagnosis, treatment), prompt 
development (use of specific sources, engineering/
testing phase, standardised prompts, prompt structure, 
prompt inclusion in- text) of LLM, LLM model version, 
LLM characteristics (temperature, token length, fine- 
tuning availability, penalties, add- on availability, layers), 
date accessed/trained, language, location of query, use 
of chat windows/sessions, performance definition (objec-
tive use of literature such as guideline or systematic review 
vs subjective evaluation using experts), and whether a 
statement or discussion on ethics, regulation, or patient 
safety is included.

We will report findings using descriptive statistics 
for quantitative data and present results graphically in 
diagrammatic form. A narrative summary will accom-
pany the graphical results. The final report will adhere 
to reporting standards for the Preferred Reporting Items 
for Systematic Review and Meta- Analysis Extension for 
Scoping Reviews.19

PHASE THREE
Objective
Informed by the scoping review and a review of prior 
checklists, to develop an evidence- informed, expert- 
derived reporting guideline comprised of a checklist and 
flow diagram for studies assessing chatbot performance 
in summarising health evidence and providing clinical 
advice.

Advisory Committee and Delphi
An Advisory Committee will comprise epidemiologists, 
research methodologists, NLP researchers, journal 
editors, chatbot researchers, ethicists, regulatory experts, 
policy experts and patient partners. The Steering 
Committee will identify additional committee members 
by querying SCImago Journal Country Rank portal (www. 
scimagojr.com) to obtain a list of the top 10 journals in 
each specialty in medicine. Using this list of journals, the 
committee will query Web of Science to obtain a diverse 
list of researchers in medicine including general research 
methodologists and chatbot researchers. Patient partners 
will be identified through both public and internal calls 
through affiliate journals, as well as through the snow-
balling method via our panel, including patient partner 
members. We will send an invitation email to our final list 
of contacts to invite them to join the Advisory Committee.

The Steering Committee will hold a synchronous 
virtual meeting open to all Advisory Committee members 
as an introduction to the project, as well as their role. 
Through a series of questionnaires shared through an 
online platform, the team will apply a Delphi consensus. 
The Steering Committee will develop a draft checklist 
informed by the scoping review and review of existing 
reporting guidelines. They will circulate the draft check-
list to the Advisory Committee for a first round of voting. 
During this round, Advisory Committee members will 
select one of the following options for each checklist 
item: ‘include, maybe include, uncertain, maybe exclude, 
exclude’. There will be an additional option for Advisory 
Committee members to once more add checklist items. 
The Steering Committee will then revise the checklist 
using comments from the first round. The team will recir-
culate the updated draft checklist for a second round of 
voting, as above.

The Steering Committee will revise the checklist 
following the second round and present these items to 
the expert panel. In preparation for the next phase, the 
Steering Committee will meet with an ethicist and regula-
tory expert to review draft checklist items from the Delphi 
process to revise or add key principles for ethics and safety 
for discussion during the consensus meeting.

Expert panel
We will create an international, multidisciplinary panel 
as per Moher and colleagues.12 Participants will be 
purposefully selected to reflect a balanced represen-
tation of relevant stakeholders including statisticians, 
research methodologists, reporting checklist developers, 

https://www.scimagojr.com/
https://www.scimagojr.com/
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NLP researchers, journal editors, chatbot researchers, 
ethicists, regulatory experts and two patient partners. 
In advance of the consensus meetings, the Steering 
Committee will prompt panellists to share their conflicts 
of interest. Though we find it difficult to imagine circum-
stances that would lead to important conflicts, we will stay 
alert to unanticipated conflicts. Should these arise, we will 
consider any panel member with significant conflicts as 
consultant who will not vote on the final checklist. Prior 
to the first of two synchronous consensus meetings, the 
Steering Committee will share the candidate checklist 
items with the expert panel which will have been revised 
following two Delphi rounds with the Advisory Committee, 
informed by findings from the scoping review.

Additionally, the Steering Committee will construct a 
flow diagram prior to the consensus meetings based on 
the candidate checklist items. The purpose of the flow 
diagram is to provide an overview to guide authors in 
clearly reporting sequential stages of their study. The 
Steering Committee will also share this flow diagram with 
the panel prior to the consensus meetings.

In preparation for the synchronous consensus meet-
ings, the Steering Committee will share relevant materials 
with the panel such as the meeting agenda, participant 
list and the completed scoping review, highlighting the 
content and extent of reporting of the content area. 
The committee will also circulate the draft checklist that 
emerged from the Delphi process to the expert panel 
through an electronic survey in advance of the meeting. 
The steering group has prespecified an 80% threshold 
for inclusion to demonstrate majority consensus based on 
prior work.17 We will group items with ≥80% consensus 
with the selection of ‘include’ or ‘maybe include’ 
together, posing to the panellists: ‘These items have been 
recommended for inclusion in our checklist. Do you 
agree or disagree?’ Panellists will have the option of yes- 
include, no- exclude, unsure and an additional option for 
comments.

We will also group items with ≥80% consensus for items 
with the selection of ‘exclude’ or ‘maybe exclude,’ posing 
to the panellists: ‘These items have been recommended 
for exclusion in our checklist. Do you agree or disagree?’ 
Panellists will have the option of yes- exclude, no- include 
and an additional option for comments. Items without 
80% consensus will be gathered and panel members 
will indicate ‘include, maybe include, uncertain, maybe 
exclude, exclude’. There will also be an additional option 
for each question to suggest additional checklist items. 
We will collate the results of this survey in preparation for 
the consensus meetings.

Synchronous consensus meetings
The project lead will organise two synchronous consensus 
meetings that will be held over a video- conferencing plat-
form. The Steering Committee will encourage panellists 
to attend both meetings, with the expectation that panel-
lists must attend one meeting, at minimum. The Steering 
Committee will circulate an online scheduling survey in 

advance to control the number of participants in atten-
dance, while also selecting dates that optimise the atten-
dance of panel members. As we will hold these meetings 
virtually, no meeting will be longer than 4 hours in dura-
tion to mitigate burnout and encourage participation. 
The duration of both meetings will be 8 hours in total. A 
contingency plan is set to pre- emptively arrange and hold 
a third meeting of 2–4 hours should additional time be 
needed following the 8 hours of consensus meetings.

During checklist item discussion, we will put forth any 
items rated as ‘no- exclude’ by panellists during the pre- 
consensus meeting survey for exclusion from the check-
list. We will then discuss any items without consensus 
or rated as ‘uncertain’ with ≥80% consensus after the 
second Delphi round. Finally, we will offer items rated as 
‘yes- include’ to the panel for inclusion in the checklist. 
During the discussion for all checklist items, the meeting 
chair will present the following for each checklist item:

 ► Previous use in a Chatbot Assessment Study.
 ► Rationale for inclusion.
All voting will take place virtually and anonymously 

over the video- conferencing platform. A working CHART 
checklist will emerge from the synchronous consensus 
meetings. The panel will use this working checklist to 
revise the draft CHART flow diagram during the synchro-
nous consensus meeting.

Expert panel members who are unable to join will be 
able to review recordings of the meetings. The project 
lead will record the meeting(s), and they will share both 
the recording and a summary of checklist item decisions 
and rationale with absent panel members.

Following the meetings, the Steering Committee will 
circulate the working CHART checklist and flow diagram 
in the form of a survey reflecting checklist item decisions. 
This working checklist will outline a final list of items for 
inclusion. Panellists will have the opportunity to provide 
any final comments, which the Steering Committee will 
use to derive a preliminary CHART checklist. The prelim-
inary checklist will also be shared with the public for open 
comment on the EQUATOR website, while links to the 
checklist will be shared on the website of affiliate journals 
of editors involved in the development of the CHART 
reporting guideline.

Prior to pilot testing, the study team will share the 
preliminary checklist following the consensus meet-
ings with patient partners identified a priori through 
snowballing and journal contacts to ensure that 
themes of patient access and safety are sufficiently 
addressed.

Pilot testing
The Steering Committee will pilot the preliminary 
CHART checklist and flow diagram with researchers 
who have published Chatbot Assessment Studies and 
will identify authors by the included studies in the 
scoping review. The Steering Committee will conduct 
pilot testing via an iterative process. Groups of five 
authors will provide feedback in each round until 
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saturation is achieved, with a minimum of 10 authors 
over two rounds of pilot testing. Authors will not 
evaluate their own studies but will use the checklist 
to assess Chatbot Assessment Studies published by 
other authors. During synchronous sessions, we will 
ask authors to assess Chatbot Assessment Studies 
using the preliminary CHART checklist and flow 
diagram via think- aloud instrument testing. Authors 
will provide practical feedback regarding the devel-
opment of these studies in the context of checklist 
items. They will also provide feedback regarding 
the practical application of the preliminary CHART 
checklist with respect to the length and content of 
the checklist.

The Steering Committee will use the comments 
from Chatbot Assessment Study researchers to derive 
a final version of the CHART checklist and flow 
diagram.

Report generation
With the final CHART checklist and flow diagram, the 
Steering Committee will prepare a statement docu-
ment for submission for peer- reviewed conference 
presentation and publication. All panel members 
will have the chance to review the draft manuscript, 
and all members of the research team satisfying the 
International Committee of Medical Journal Editors 
criteria will join the group authorship.20 The state-
ment article will consist of the checklist and flow 
diagram. It will include the rationale for developing 
the CHART guideline and an overview of its devel-
opment, including a brief description of the meeting 
and participants involved.

Separately, the Steering Committee will prepare a 
detailed explanation and elaboration paper (E&E). 
This paper will provide more detail for the inclusion of 
items in the final CHART checklist. For each checklist 
item, the E&E report will include three parts: (1) an 
explanation of the rationale supporting the checklist 
item, as well as reference to any supporting evidence 
for its inclusion; (2) essential elements of the study 
that must be described to appropriately satisfy each 
checklist item; (3) additional elements of the study 
which may be considered by authors depending on 
the context. Both the statement and E&E articles will 
be written in collaboration with the multidisciplinary 
panel.

As per Moher and colleagues, we will simultane-
ously submit both the statement and E&E articles for 
peer- reviewed publication.12

Patient and public involvement
Patients will be involved in the development of the CHART 
reporting guideline through participation in the Delphi 
process, as outlined above. Two patients will also be involved 
in the revision of the reporting guideline including the check-
list, flow diagram and resulting reports as panel members.

Funding
This protocol submission is funded by the First Cut Research 
Competition at McMaster University. Organisers of the First Cut 
had no involvement in planning the design of this study, the 
writing of this protocol manuscript and will not be involved 
in the conduct of this study.

Updates and monitoring
The field of LLM- linked chatbot research is evolving, and it 
is paramount that the CHART reporting guidelines reflect 
the most modern advances in Chatbot Assessment Study 
research and LLM- linked technology. To address this need, 
the project lead and senior methodologist lead will actively 
survey news updates from both accessible and closed/propri-
etary chatbot models monthly. Beginning in 2025, the project 
lead will assess the need to initiate an updated scoping review 
annually if changes to the study aims, methodology and/or 
quantity of published literature in this area are significant.

To inform the necessity of updates to the CHART reporting 
guidelines, both the project lead and senior methodologist 
lead will consider a combination of the updates in LLM- 
linked chatbot technology, as well as the study aims, method-
ology and/or quantity of new Chatbot Assessment Studies.

Ethics
This study was submitted to the Hamilton Integrated 
Research Ethics Board (HiREB). It was deemed that HiREB 
review and approval were not required. This study will adhere 
to key principles. All work will adhere to the World Medical 
Association Declaration of Helsinki Ethical Principles for 
Medical Research Involving Human Subjects.21 Further-
more, all checklist items for future studies involving the use 
of LLMs for clinical advice will be reviewed in the context of 
these ethical principles.21 The involvement of ethicists and 
regulatory experts in health technology will aid the Steering 
Committee and panel in considering these key principles, 
including accessibility and patient safety.

Limitations
This study has limitations. The reporting checklist will be 
applicable to the most current, conventional LLMs at the 
time of publication due to the dynamic pace at which this 
field is evolving. To address this, the Steering Committee will 
assess the need to update the checklist on an annual basis, 
driven by the junior primary investigator.
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