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studies (GWAS) successfully identified a vast number of 
DNA variants associated with disease risk. To date, though, 
few if any of the identified variants have been shown to play 
a causative role. This finding highlights the fact that pheno-
typic setpoints are not fully genetically predetermined, and 
that environment, particularly during development, plays 
a significant role. Indeed this variability of phenotype has 
attracted attention of late, including an increased discussion 
of phenotypic plasticity, phenotypic noise, variable pen-
etrance, cellular memory, and developmental reprogram-
ming. Collectively, these notions embody the net product of 
an entire regulatory level that, while still poorly understood, 
is proving vital to understanding complex disease aetiology.

There is ample evidence that a complex network of 
chromatin-based systems exists that cause stable changes to 
genetically predetermined phenotypes. We know that multiple 
mechanisms exist to impose and maintain long-term changes 
in gene expression. Included, are protein networks that cova-
lently modify DNA and histones, and a wide variety of regu-
latory RNAs and proteins that associate with chromatin [1]. 
Some of the chromatin state patterns established by these sys-
tems are transmissible through cell division, and even through 
the germline. To date though, we know very little about how 
these processes define disease risk and outcome.

Simply put, the potential for impacting aetiology is 
immense. Chromatin-based paradigms have been reported 
to underpin endocrine regulation, learning, memory, neu-
rological and physiological abnormalities, autism, type 2 
diabetes, autoimmune diseases, and cancer [2–6]. Virtually 
every physiological process is amenable to epigenetic regu-
lation. Add to the cellular complexity a layer of physiologi-
cal complexity, for instance the potential to alter the number 
or connectivity of feeding neurons, and the number of ways 
to stably modify phenotype is vast. A case in point, “devel-
opmental reprogramming”, a process in which external cues 

Abstract The DNA sequence largely defines gene expres-
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Epigenetic potential in disease

One of the first movements to follow completion of the 
Human Genome Project, just over a decade ago, was an 
immense investment in large-scale association studies. 
Aimed at unravelling the genetic bases of common pheno-
typic variation and disease, these genome-wide association 
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during development cause phenotypic changes later in life, 
is thought to be chromatin-based; numerous molecular path-
ways and organ systems have been implicated in what is still 
a crude understanding of the topic.

Here, we review the recent explosion of genomic tech-
nologies and their potential in unravelling the epigenetic 
basis of disease aetiology. We summarize the essence of 
epigenomic analysis, the basis of its methodology, and the 
doors and challenges it is opening for the next generation of 
molecular geneticists.

Chromatin: from form to function

The first step in understanding how epigenomics will 
impact contemporary molecular medicine is understand-
ing the epigenome itself. Eukaryotic DNA is present in the 
cell in either chromosomal or extrachromosomal forms. 
Whereas the latter, primarily mitochondrial DNA, exists in 
a relatively disorganized circular form, chromosomal DNA 
is packaged in multiple hierarchical levels of a repetitive 
structure collectively known as chromatin. In it’s most basic 
form, chromatin comprises a 147-bp nucleic acid stretch 
wrapped one and a half times around a nucleosome. Like 
pearls on a string, chains of nucleosomes organize into 
30-nm fibres and higher order structures eventually forming 
chromatids at the peak of the cell cycle. Besides packag-
ing metres of DNA into a picolitre volume, chromatin sub-
compartmentalizes DNA for efficient regulatory processing 
of about 23,000 genes in a cell-type and stimulus-specific 
manner. Active areas of the genome are found in regions of 
euchromatin, loosely packed, and more or less accessible to 
regulatory factors, while inactive areas are found as more 
densely packed heterochromatin. Heterochromatin can be 
further divided either constitutive heterochromatin, silenced 
in all cell types (e.g. pericentric or telomeric regions), and 
facultative heterochromatin, regions that need to be on in 
some cell types and off in others. Importantly, because of 
its physical form, chromatin state information can be cop-
ied and passed on from mother cell to daughter cell, and in 
some circumstances from one generation to the next.

Broadly speaking, the chromatin state results from the 
convergence of dynamic interactions between DNA, RNA, 
and an estimate of about 1,200 proteins. Core chromatin-
defining components, however, are typically described as 
falling into one of three categories: DNA modification, post-
translational histone modification, and noncoding RNA.

DNA modification

Our genomes comprise relatively equal proportions of the 
four DNA bases A, G, C, T. In addition to their native states, 
some of these bases can be found in modified forms. The 

most common modification by far is cytosine methylation. 
It is found on approximately 1 % of all cytosine residues. 
Of this, about 30 % is distributed among CA, CT, and CC 
dinucleotides, with no known functional role to date and 
the remaining majority of about 70 % occurs at CG or CpG 
(C-phosphate-G) dinucleotides (not to be confused with C-G 
base pairs) [7–9]. Though historically thought to be stable, 
DNA methylation has been recently shown to undergo active 
demethylation, yielding multiple intermediate forms of CpG 
modification, including hydroxymethylation, formylation 
and carboxylation [10–12]. As early as 1975, DNA meth-
ylation was linked to X-inactivation, and later identified as a 
hallmark of genomic imprinting [13] and tissue specificity of 
gene expression [14]. Seminal works include the demonstra-
tions that tissue-specific genes are undermethylated in their 
tissue of expression [15] and that housekeeping genes are 
controlled by a unique family of nonmethylated CpG island 
promoters [16].

A cursory examination of CpG methylation across the 
genome will immediately reveal four striking features: first, 
CpGs are not found randomly through the genome, but 
rather clustered in what are known as CpG islands; second, 
these CpG islands are highly enriched at or near promoter 
regions, implicating them in transcriptional regulation; 
third, one female X-chromosome, the inactive X, is broadly 
and heavily DNA-methylated; and fourth, about 100 loci 
across the genome display methylation patterns as direct 
copies of either the maternal or paternal methylation status, 
a phenomenon known as imprinting.

CpG islands are short (almost 1 kb) genomic regions pre-
sent in more than half of the genes in the human genome. 
They are mainly localized at gene promoters and remain 
mostly unmethylated in somatic cells. The smaller fraction 
of CpGs not found clustered in islands, but rather located 
on gene bodies or distal regulatory regions, are less well 
understood. A subset of these elements, CpG-poor, low-
methylated regions (LMRs; about 30 % methylation) can 
be found mostly methylated in somatic cells and histori-
cally have been associated with actively transcribed genes 
[17]. Recently, convincing evidence has emerged that these 
regions mark enhancers and insulators, inducible, cell-type 
specific elements formed by transcription factor binding to 
the underlying DNA.

Noncoding RNA

In recent years pioneering genomic studies have shown that 
as much as 90 % of the mammalian genome is transcribed 
[18]. While it is still debated as to how many of these tran-
scripts are simply unannotated or real non-protein-coding 
RNAs (ncRNA), the findings indicate that a substantially 
larger part of the genome is transcribed than can be accounted 
for by annotated genes [19, 20]. Indeed, a growing number 
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of ncRNAs are being assigned important regulatory func-
tions, suggesting the existence of a substantial regulatory 
layer. Considering the number and diversity of ncRNAs, it 
is beyond the scope of this review to describe all of them 
and their associated functions. Below, however, we provide 
a cursory description of each of the major classes and touch 
briefly upon their potential in rerouting phenotypes.

miRNAs

miRNAs, also known as micro-RNAs, are the best-char-
acterized family of small ncRNAs. Approximately 19–24 
nucleotides in length in their mature processed form, they 
have been shown to regulate hundreds of genes by sequence-
specific post-translational gene silencing. miRNAs in meta-
zoans do not need to form a perfect base-pair match to their 
target site, and thus one miRNA can regulate many genes. 
It has been estimated that they could regulate 74–92 % of 
all protein-coding mRNAs in one cell type or another [21]. 
miRNAs function by recruiting a protein complex, called 
RISC (RNA-induced silencing complex), to target gene 
transcripts leading to silencing via degradation of the mes-
senger RNA or by preventing translation. Alterations in 
specific miR levels and/or in miR machinery have been 
shown to be a hallmark of processes such as cell growth and 
proliferation, development, differentiation, organogenesis, 
metabolism, immunity and multiple diseases including obe-
sity, cancer, cardiovascular disease, and diabetes [22] (for 
review see Esteller 2011).

piRNAs

piRNAs, or piwi-interacting RNAs (25–30 nt), are the larg-
est class of small ncRNAs. Less conserved, more diverse, 
and more distinct in their biogenesis than miRNAs, piR-
NAs maintain genome integrity by silencing transposable 
elements in gametes of the germline [23, 24]. Importantly, 
this role, which involves guiding deposition of silencing 
marks such as DNA methylation, has also been suggested 
to regulate function in somatic stem cells [25, 26]. A recent 
study in Aplysia linked piRNAs to the establishment of a 
stable long-term change in neurons for the persistence of 
memory [27].

snoRNAs

Moving ever larger, a family of intermediate sized small 
nucleolar RNAs (snoRNA; 60–300 nt) can be found prefer-
entially located in the nucleolus [28], the ribosome assem-
bly compartment of the cell. snoRNAs comprise part of the 
snoRNP complex responsible for post-transcriptional modi-
fication (methylation and pseudouridylation) of ribosomal 
RNA [29, 30] and snRNAs [31]. The role of the snoRNA 

is to guide by sequence homology. These modifications 
facilitate folding and stability of the RNA molecules [32]. 
It is worth mentioning though that snoRNAs showing no 
sequence homology with the above-mentioned targets have 
been discovered [33, 34]. These so-called orphan snoRNAs 
are predicted to direct mRNA modification, but involvement 
in alternative splicing has also been suggested [35].

lncRNAs

Most variable in length, long ncRNAs (lncRNAs; 300 nt 
to several kb) are a heterogeneous group of RNAs some of 
which have been implicated in epigenetic regulation of gene 
expression. They are diverse and the majority are without 
functional annotation. The most well-known examples of 
the involvement of lncRNA in epigenetic regulation of gene 
expression are X-chromosome inactivation (Xist RNA), 
genomic imprinting (Air, H19 RNA), dosage compensa-
tion (Rox1/2 RNA), nuclear organization and compartmen-
talization, and nuclear–cytoplasmic trafficking [36, 37]. 
Intriguingly, a subset of lncRNA has also been implicated 
in the maintenance of pluripotency by serving as a guide or 
scaffold for chromatin-modifying enzymes at pluripotency 
genes [38].

Post-translational modifications of histones and nonhistone 
proteins

The fundamental repeating structural unit of chromatin, 
the nucleosome, comprises about 147 bp of DNA wrapped 
around a histone octamer, called a nucleosome. In most 
cells, the octamer is made up of dimers of the tetrameric 
H2A, H2B, H3 and H4. Histone H1 binds to the linker 
DNA region between the nucleosomes and helps stabilize 
higher order chromatin structure. Protruding away from 
the globular domain octamer of each nucleosome are rela-
tively unstructured N-terminal histone tails. These tails can 
be post-translationally modified, thus altering their struc-
tural and functional properties. Two obvious examples are 
the creation of novel motifs for recognition by proteins or 
enzyme complexes and altered accessibility of DNA for 
transcription factor binding. Histone modifications come 
in a wide range of flavours, from the well-studied acetyla-
tion, methylation, ubiquitination and phosphorylation, to 
the more recently uncovered crotonylation, butyrylation, 
palmitoylation etc. In 2011, Tan et al. [39] identified 67 pre-
viously undescribed histone modifications in a single study. 
It is likely that at least a portion of these novel modifications 
will have specific enzyme complements for their deposition 
and removal, implying that we understand only the tip of 
the iceberg.

Post-translational histone modifications play a crucial 
role in many biological processes, including organismal 
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development. A number of them are substantially dysregu-
lated in cancer [40]. The best-characterized histone modi-
fications are lysine methylations and lysine acetylations. 
Albeit oversimplified, acetylation of lysines can be thought 
of as relaxing the structure of chromatin and is therefore 
mainly associated with transcriptional activation. Histone 
methylation can have both silencing and activating effects, 
depending on the number of methyl groups attached (up to 
three) and the type of histone that carries the modification. 
Heterochromatin, for instance, is enriched in H3 lysine 9 
di- and trimethylation and poor in acetylation. Euchromatin, 
typically more gene-rich, shows enrichment in H3 and H4 
acetylation and H3K4 methylation. Importantly, a number 
of histone-modifying enzymes have been shown to play a 
role in the control of metabolism and metabolic adaptation 
[41–45]. Studies have similarly linked intracellular energy 
status to the activity of histone deacetylases (HDACs). In 
particular, calorie restriction has been shown to activate 
the sirtuin class of HDACs [46], a NAD+-sensitive enzyme 
class which exerts broad functions in chromatin organiza-
tion, development, metabolism and cellular proliferation.

Equally important, metabolism itself, via metabolite–sub-
strate links, directly impinges not only upon acetylation and 
methylation of histones but also on all protein substrates. 
Lysine acetylation is a prevalent modification in proteins 
involved in disparate cellular functions. Several disease-
associated proteins have been shown to be regulated by  
post-translational modifications like the products of the onco-
suppressor genes pRb [47] and p53 [48], the master regulator 
of mitochondrial biogenesis and function PGC-1 [49], and 
enzymes that catalyse intermediate metabolism [50]. Three 
independent proteomic analyses have shown that virtually 
every enzyme in glycolysis, gluconeogenesis, the tricarbox-
ylic acid (TCA) cycle, the urea cycle, fatty acid metabolism, 
and glycogen metabolism is acetylated in human liver tis-
sue [50–52]. Interestingly, comparison of these three acety-
lome datasets indicates that there is extremely high similarity 
in the spectrum of acetylated proteins between mouse and 
human liver, but there is a big variation between liver and, for 
example, leukaemia cells [50]. Intriguingly, Zhao et al. also 
showed in this study [50] that the concentration of metabolic 
fuels, such as glucose, amino acids and fatty acids, influ-
ences the acetylation status of metabolic enzymes.

Epigenomics: from techniques to technologies

The three biological paradigms above, DNA modification, 
ncRNA, and histone modification, combine functionally to 
impose a vast regulatory complexity in the form of chroma-
tin dynamics. They create site-specific docking for enzyme 
complexes and modify accessibility to DNA regulatory ele-
ments and open reading frames. The last decade has seen 

the rapid emergence of key technologies that are redefin-
ing molecular genetics as a field, in many cases posing as 
many new challenges as the advantages they bring. Unfor-
tunately, because of explosive rapidity in the emergence of 
these technologies and the mind-boggling amounts of data 
and insights spewed out of the technology platforms, the 
assumptions and technical limitations upon which the final 
conclusions are based are too often discounted or, simply 
put, too complicated for the newcomer. Below, we summa-
rize the most common experimental approaches based on 
next- or second-generation sequencing (NGS) from their 
biochemical basis to the technologies that are boosting their 
potential.

Three techniques: harnessing mother nature

Epigenomics comprises the interrogation of protein–DNA–
RNA interactions on a genome-wide scale to gain insight 
into the chromatin state. Our ability to read and analyse 
chromatin patterns gigabase-genomes at a time relies 
wholly on a few key biochemical techniques developed over 
about the last 100 years. Together they provide the stability, 
sensitivity, and specificity required for modern genomics.

PCR, reverse transcription, and restriction digests

One foundation of contemporary genetics is polymerase 
chain reaction (PCR). Developed in 1983 by Mullis it com-
prises the successive duplication of the desired DNA frag-
ments a million-fold. Together with restriction digestion (the 
use of unique bacterial enzymes to sequence specifically cut 
DNA) and reverse transcription (the ability to reverse copy 
RNA back into a DNA template), PCR has revolutionized 
our ability to detect, read, modify and manipulate even the 
smallest amounts of genetic material. Together they set the 
stage for modern molecular genetics, including the vast 
potential of the current NGS boom.

Immunoprecipitation and pull-downs

The techniques mentioned above focus on the nucleic acids. 
Chromatin though is composed of DNA and a wide array of 
protein constituents either directly or indirectly bound to or 
forming chromatin itself. In order to achieve the necessary 
specificity to investigate single protein species we have to go 
back to the 1890s when Buchner and Ehrlich, two German 
scientists, discovered a substance in cell-free blood serum 
which was able to kill bacteria. Ehrlich was the first one 
to use the word “Antikoerper” in one of his publications in 
1891. It took almost another 40 years until it was shown by 
Heidelberger that antibodies are able to precipitate antigens, 
a study that would pave the way for protein biochemistry. 
This discovery is the foundation of all immunoprecipitation 
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methods. In 1984 Gilmour and Lis [53] expanded upon this 
idea and used UV-light to crosslink proteins to DNA. This 
pioneering work led to the development of chromatin immu-
noprecipitation (ChIP) [54] and the use of immunoprecipita-
tion to gather protein-bound DNA target sequences, and thus 
laid the foundation for the current chromatin mapping era.

Simple chemistry

The last set of techniques are little more than chemical enti-
ties. The first is sodium bisulphite, which was recognized 
by Frommer et al. in 1992 [55] for its utility in detecting 
DNA methylation. Treatment of DNA with bisulphite con-
verts cytosines into uracil, but it does not affect methylated 
cytosines. Thus the changes in the DNA sequence introduced 
by bisulphite treatment reflect the methylation status of the 
DNA. Two decades later, this stable reproducible technique 
serves as the basis of gold-standard measures of DNA meth-
ylation. The second is simple fixation chemistry. The final 
piece of the puzzle needed to produce reproducible reliable 
results in large-scale epigenomics was stability. Borrowing 
from the knowledge of histochemistry and biochemistry, 
multiple fixatives including the commonly used formalin 
and paraformaldehyde added the key element of consistent 
stabilization necessary for genome-wide upscaling.

Together this small handful of everyday biochemistry 
and molecular biology techniques represent the real founda-
tion of the epigenomic era.

Three technologies: next generation sequencing

Sequencing

With the above techniques at hand, one simply needs the 
capacity to read hundreds of millions of nucleotides of DNA 
sequence per day, and we have “epigenomics”. Sequencing 
technology as we know it was first developed by Sanger et 
al. in 1975 [56, 57]. This first process, called the chain-ter-
mination method, forced labelled, terminating nucleotides 
into a PCR reaction. The result, a series of DNA fragments 
of increasing length, terminated at every possible position, 
and were readily detectable according to the incorporated 
terminating nucleotide. Four reactions were run, each with a 
different terminating nucleotide. When run and detected in 
parallel, the four reactions combined to reveal the aligned 
underlying sequence, and history was made. Since the 
inception of the technique using radioactive terminating 
nucleotides and long polyacrylamide gels, it has undergone 
several rounds of improvement, increasing both efficiency 
and reducing cost. As a testament to the invention, however, 
the current setup now based on fluorescent nucleotides and 
polymer-filled capillaries, still remains essentially the same. 
Indeed, Sanger sequencing formed the technical basis of 

the 1990 initiation of Human Genome Project, a projected 
15 years, 3 billion dollar expedition. With unpredicted 
genomics and computing advances the project eventually 
outperformed expectations, computing the first draft of the 
human genome 5 years ahead of schedule.

Next generation sequencing

Perhaps surprisingly, the biggest challenge to increasing 
the practical productivity of Sanger-type sequencing was 
spatial, a challenge that led to the pursuit of micro-sizing 
sequencing reactions and ultimately implementation of a 
solid support towards this end. Coupled with improvements 
in sample preparation, sequencing and imaging this led to 
the development of NGS, a technology platform capable of 
concomitant optical analyses of millions of clonal sequenc-
ing reactions occurring as “spots” on a glass slide. The 
advent of this technology, almost a decade old now, led to 
much higher throughput and dramatically reduced per-base 
sequencing costs. The first commercial NGS device was 
released in 2005. To give a quantitative value to the sum 
of the technological leap, NGS sequencing of the human 
genome on new platforms could have been accomplished in 
days to weeks with a cost in the tens of thousands.

The third/fourth generation

In part due to the immense commercial potential of such 
platforms (Illumina’s estimated value about 6 billion USD 
in 2012), the “next” NGS was sure to be a short time com-
ing. Given the number of approaches being pursued, as well 
as the pace and proprietary nature of development, there is 
actually no consensus on what exact technologies represent 
third-generation sequencing. Some consider the sequencing 
of individual DNA molecules (vs. groups of PCR-amplified 
clones) sufficient grounds [58] and indeed, numerous efforts 
are underway in this regard. Others, however, feel this is sim-
ply optimization of the current mode and falls short of a major 
advance in capability [59, 60]. A clear step forward will cer-
tainly be the use of nanopore technology to directly sequence 
individual raw biological DNA molecules themselves. In 
theory, this would “bypass” the need for costly and highly 
variable amplification procedures, thus alone eliminating one 
of the greatest bioinformatics hurdles of data interpretation 
from NGS platforms, that is the filtering and normalization of 
data for amplification artefacts. For a concise review on the 
latest technologies in DNA sequencing see Schadt et al. [60].

Epigenomics: back to biology

Like many rapid biotechnological advances, a major driving 
force for the epigenomics movement has been the posing 
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of pertinent biological questions. In general these can be 
placed into five categories, some simply building upon 
already well-developed areas of “omic” investigation (e.g. 
transcriptomics), and others tapping into the unknown (e.g. 
the omics of chromatin conformation and chromatin state). 
In short, the driving force has been pursuit of insight into (1) 
3-D cis/trans interactions such as understanding distal regu-
latory element function, (2) the number, nature and distribu-
tion of chromatin states, (3) the distribution and targeting 
principles of chromatin-associated proteins, including tran-
scription factors and chromatin readers, writers and erasers, 
(4) the frequency and identity of RNA–protein interactions, 
and (5) RNA abundance and transcriptional control, both 
coding and noncoding. In addition to covering the majority 
of genomics as a field, these questions impact all of medical 
and cellular biology and thus underscore their potential for 
medicine. Below, in an effort to highlight their potential, we 
group and summarize the dozens of NGS techniques that 
have popped up over the last 5–10 years and highlight some 
of the contributions they have already made to the field.

3-D organization, looping, and macroregulatory domains

It has been known for decades that many cell types can be 
identified under the microscope solely on the basis of the 
gross ultrastructure of their nuclei. This is a testament to the 
highly defined chromatin organization that occurs during 
cell-type specification and differentiation. Indeed, active and 
inactive chromatins localize differently within the nucleus 
and establish much of this reproducible variation [61]. How 
this complex structure–function dynamic is established and 
maintained has become a recent focus of attention.

Both histone post-translational modifications and ncR-
NAs affect genome conformation and its spatial organi-
zation in the nucleus. A myriad of enhancers, promoters 
and insulators together with transcriptional and splicing 
machinery assemble large, defined, 3-D mega-complexes 
critical to proper gene expression. To evaluate the spatial 
organization of chromatin, chromosome conformation cap-
ture (3C) [62] arose, a chemical fixation-dependent inter-
rogation of inter- and intrachromosomal proximity. DNA 
fragments covalently bound through fixation are captured, 
amplified, sequenced and aligned to the genome, yielding 
intra- and interchromosomal chromatin interaction maps. 
Since its inception, the single-gene/single-target focused 
3C technique has undergone an evolutionary process in its 
own right. First, to 4C or circular chromosome conforma-
tion capture, broadening the output to all interacting regions 
for a specific DNA locus [63], then to 5C (carbon-copy 
chromosome conformation capture) providing a matrix of 
interaction frequencies for many pairs of sites [64], and 
finally to Hi-C, which allows concomitant examination of 
all DNA–DNA interactions in the genome at any one time 

[65]. Along similar lines, alterations in DNA purification 
principles and increases in signal to noise ratio achieved by 
coupling 3C and chromatin immunoprecipitation (ChIA-
PET) have allowed genome-wide interaction analysis for 
any given protein of interest [66].

Together these developments have taught us the basic 
principles of the genomic “interactome”, how regulatory 
modules are physically bounded and defined, and provided a 
template for understanding coregulation of gene expression, 
cell-type-specific enhancer function and locus evolution.

Chromatin state, binding profiles/distribution

Perhaps the biggest impact of epigenomics has been the 
large-scale mapping of epigenetic marks and DNA-binding 
proteins. Because of their multitude in number and function, 
the effort has led to monumental additions to our under-
standing of gene regulation. Biologically, these techniques 
can be grouped very loosely into those examining DNA 
methylation, those examining DNA–protein interactions, 
and those interrogating enzyme sensitivity. Technically they 
all rely on either immunoprecipitation of protein-associated 
DNA, methylation-specific restriction/conversion/PCR, or 
specific enzyme digestion of chromatin. Since sequencing 
technologies have essentially replaced hybridization to tiled 
microarrays we only mention sequencing below. Impor-
tantly, though, citations have been given to those who made 
first use of the technique whether the readout was based on 
hybridization or sequencing.

DNA methylation

The most definitive tools to assess DNA methylation levels 
have certainly been based upon sodium bisulphite treatment 
of DNA, a process that converts unmethylated cytosines 
into uracil. By using different primers recognizing either 
cytosine or uracil one can distinguish between unmethyl-
ated and methylated DNA sequences in a targeted fashion. 
Coupling to random amplification and sequencing (bisul-
phite sequencing) subsequently gave insight into the DNA 
methylome as a whole [67]. Until very recently, the price of 
such studies was prohibitive and an avalanche of analytical 
tools emerged as an interim solution. These include but are 
not limited to the following techniques. Methylated DNA 
immunoprecipitation sequencing (MeDIP-seq) that, as the 
name implies, involves immunoprecipitation of fragmented 
DNA with an antibody selective for methyl cytosine [68, 69]. 
Similarly methyl-CpG binding domain protein sequencing 
(MBD-seq) pulls down methylated DNA using biotinylated 
methyl-CpG binding domain protein rather than an antibody 
[70]. Methylation-sensitive restriction enzyme sequencing 
(MRE-seq) [71] uses restriction enzymes, which cut only 
unmethylated DNA, and the resulting short fragments are 
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analysed by sequencing. A method based on the original 
bisulphite sequencing is reduced representation bisulphite 
sequencing (RRBS-seq) [72], which is a combination of 
restriction enzyme digestion with bisulphite treatment of 
the short fragments, which increases the efficiency of the 
bisulphite reaction, leading to less false-negatives in the 
analysis. An alternative enzyme-based method to map the 
methylome uses McrBC, a restriction enzyme [73] which 
cleaves DNA containing methylcytosine but not unmethyl-
ated DNA. Each of these tools has its own independent set 
of pros and cons that have been extensively reviewed.

DNA–protein interactions

The field-defining ENCODE project relied heavily on map-
ping binding profiles of dozens of transcription factors, 
histone marks and other chromatin-associated proteins by 
ChIP sequencing (ChIP-seq). Originally used in a targeted 
approach coupled to quantitative real-time PCR detection 
[54], ChIP uses protein-specific antibodies to pull down 
DNA associated with the protein of interest. Whereas qPCR 
is still used as a gold standard for verification in large-scale 
studies, ChIP has been used extensively with microarrays 
(ChIP-chip) [74] and more recently sequencing [75] as 
the readout. The result provides a genome-wide picture of 
binding sites. Collectively, this tool has revealed a marking  
system for identification of enhancer and promoters genome-
wide, has identified “all” the cis-regulatory sequences of 
the mouse genome [76], and has shown the genome to be 
organized into at least about 15 distinct chromatin states 
[77, 78]. The key caveats of ChIP-seq as an approach are 
twofold. First, as an antibody-based system, the results are 
only as good as the antibody used. It is essentially impos-
sible to rule out the possibility that an antibody crossreacts 
with unknown factors. Second, the approach provides a 
snapshot, and therefore highly dynamic processes can eas-
ily be missed, and the user receives no information about the 
kinetics of change over time. While more cumbersome to 
establish, and based on chimeric proteins rather than endog-
enous ones, some techniques such as DamID have evolved 
to circumvent some of these issues. Because of their own 
substantial drawbacks such techniques have failed to gain 
general acceptance however. Perhaps most importantly, due 
to its reliance on expression of chimeric protein, the DamID 
tool cannot be used to examine raw patient material.

DNA accessibility

Considered as readouts or the “sum consequence” of the 
many DNA–protein interactions targeted by ChIP-seq, sev-
eral technologies have been developed to assess genome 
accessibility. The parameter is used to define regions that 
are active or open, and thus presumably important for the 

cell type in question. Most promoters, transcriptional start 
sites, and regulatory enhancers, for instance, are highly 
“accessible”, and DNA accessibility can therefore be used 
in an unbiased manner to predict or support evidence for 
regulatory region function. Three techniques are primarily 
used, two based on restriction enzymes and one on simple 
fixation chemistry.

DNaseI and MNase (micrococcal nuclease) hypersensitiv-
ity analyses rely on exposure of chromatin to endonucleases  
that cut naked DNA more or less at random. The methods 
take advantage of the fact that in condensed chromatin  
DNA is less accessible to the enzymes. The right enzyme 
titration reveals DNA cleavage only where no nucleosomes 
are bound. Sequencing of the short DNA fragments pro-
duced, DNase-seq [79] and MNase-seq [80], provides a 
detailed map of accessibility. Similarly, FAIRE-seq (for-
maldehyde-assisted isolation of regulatory elements) [81] 
exploits chemical fixation and sedimentation to very simply 
purify open DNA that cannot be crosslinked to a nucleo-
some, i.e. the most accessible part of chromatin, and has 
been shown to correlate highly with DNaseI hypersensitive 
sites.

Unravelling the world of RNA

Perhaps the most obvious and widespread use of NGS tech-
nology has been a switch from microarray-based quantifi-
cation of the transcriptome, to RNA-seq. RT-PCR-coupled 
sequencing allows unprecedented quantitation of coding 
and noncoding transcriptomes within days. In addition 
to a much greater quantitative dynamic range, the great-
est advantage of RNA-seq is its unbiased nature. Whereas 
cDNA microarrays only interrogate specific probes placed 
on the array, RNA-seq more or less reads whatever is there. 
Of course, preparation biases do exist for RNA-seq. One 
of the most recent findings that could not have been made 
using hybridization technologies has been the identification 
of chimeric proteins and their transcripts [82].

Transcriptomics aside, NGS technology has been inte-
gral to the emergence of a series of new regulatory RNA 
paradigms. To help understand these processes, ChIP tech-
niques have been developed to investigate RNA–protein 
interactions. RIP (RNA immunoprecipitation) was devel-
oped by Niranjanakumari et al. in 2002 [83], and involves 
performing a pull down of an RNA binding protein and its 
associated RNAs. Using the technique, the user can iden-
tify many of the RNAs interacting with a given protein of 
interest. Suffering from low resolution and the ability to 
only examine very stable complexes, RIP has now been 
largely replaced by techniques such as CLIP (crosslink-
ing and immunoprecipitation) [84]. CLIP uses in vivo UV 
crosslinking to covalently stabilize RNA–protein inter-
actions, allowing more stringent purification procedures 
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and resolutions up to 30 nucleotides. Coupled with high-
throughput sequencing, this method is called (HITS-CLIP 
or CLIP-seq) [85, 86]. Two recent modifications of the 
CLIP protocol led to an advance towards single nucleo-
tide resolution. One of these methods is called PAR-CLIP 
(photoactivatable ribonucleoside-enhanced CLIP) and 
uses a photoactivatable nucleotide, which leads to a base 
transition during reverse transcription at the crosslinked 
nucleotide [87]. Similarly, iCLIP (Individual nucleotide 
resolution CLIP) [88] exploits the apparent limitation of 
the CLIP methods that the vast majority of cDNAs prema-
turely truncate immediately before the crosslinked nucleo-
tide (Fig. 1).

Chromatin biology and pathogenesis

Chromatin to disease to chromatin

Research indicates shared roles for the genome and epig-
enome in the pathogenesis of complex diseases. Phenotypic 
variability associated with diseases such as cancer, obesity 
and diabetes, cannot be explained by genetic variation alone. 
More than a decade of GWAS has uncovered more than 800 
single nucleotide polymorphisms (SNPs) associated with 
disease predisposition, development and progression. Few 
of these have, however, been shown to play a causative role. 
Given the pivotal role of the chromatin state in phenotypic 
plasticity and presumably disease susceptibility, there is 
now increasing interest in exploring nongenetic variation on 
a genome-wide scale, representing a shift from genomic to 
epigenomic research [89–91].

The epigenome represents a platform for stably trans-
lating gene–environment interactions into phenotype. 
Environmental signals are transferred to the epigenome 

directly or via signalling cascades and metabolic circuitry, 
and stabilized through modifications of both histones and 
DNA and potentially in stable alterations in ncRNAs. One 
of the first examples of a definitive disease-relevant gene–
environment interaction came from studies on the Agouti 
mouse model [92]. This mouse model is characterized by a 
continuum in the coat colour phenotype, which ranges from 
completely yellow to degrees of yellow/agouti mottling to 
completely agouti. The extent of yellow coat colour cor-
relates with adiposity, with yellow mice being obese and 
completely agouti mice lean. The difference in coat colour, 
and in body weight, reflect the methylation state in a retro-
transposon (the IAP element) inserted in the promoter of 
the Agouti locus—with the unmethylated IAP giving rise to 
yellow/obese animals as a result of ectopic Agouti expres-
sion. This model clearly shows that a simple external inter-
vention, for example a diet poor in methyl donors, can drive 
phenotype in isogenic animals through a defined epigenetic 
mechanism.

Following some of these proof-of-principle studies, 
maternal care and multiple aspects of maternal environment 
have been shown to alter DNA methylation patterns yielding 
long-term phenotypic consequence [93]. Both mouse [94] 
and human studies [95] have shown that maternal nutrition 
during gestation can leave epigenomic footprints in the form 
of DNA methylation causing obesity in offspring. Some of 
these effects have more recently been shown to cross the 
generational divide [96–98]. Evidence has also been accu-
mulating for ageing-associated changes in CpG island 
methylation. One study [99] showed that although monozy-
gotic twins exhibit far less variation in CpG methylation and 
histone acetylation in early life and the epigenome appears 
to significantly diverge with time.

DNA methylation aside, chromatin-modifying enzymes 
(such as histone methyltransferases/histone demethylases or 
histone acetyltransferases/HDACs) are sensitive to environ-
mental perturbations. Their activity relies on the availability 
of small metabolites (such as AcCoA, SAM, NAD, FAD, 
and KG), generated by primary metabolism (glycolysis, 
Krebs cycle and mitochondrial oxidative phosphorylation). 
Evidence has emerged that alteration in the activity of chro-
matin-modifying enzymes is associated with substantially 
impaired metabolic phenotypes, as it is for the SET domain-
containing methyltransferase SET7 [100, 101], the FAD-
dependent demethylase LSD-1 [100] and the KG-dependent 
Jumonji domain-containing demethylase Jhdm2a/KDM3a 
[102]. Besides histone methyltransferases and histone dem-
ethylases, the role of histone acetyltransferases and HDACs 
is also well established and already extensively reviewed 
[41, 42, 46]. These studies, and others, highlight a direct 
link between metabolism and epigenetics. They underscore 
how epigenomics will move forward our understanding of 
metabolic disease aetiology.

Fig. 1  Representative collection of the most widely used epigenomic 
techniques
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The recent technological explosion has already had an 
impact on how we view pathogenesis. The use of ChIP-Seq 
to monitor chromatin dynamics during human adipogenesis 
[103], for instance, has provided a list of novel transcrip-
tional regulators relevant for obesity. The genome-wide 
profiling of transcription factor 7 like 2 (TCF7L2) binding 
[104] in hepatocytes provided novel insight into the regu-
lation of hepatic glucose production. TCF7L2 is the most 
significantly scoring type-2 diabetes SNP to emerge from 
GWAS [105, 106]. Also, liver-specific genome-wide circa-
dian distribution of HDAC3 [107], whose deletion (as well 
as the deletion of the transcription factor Rev-erb) in mouse 
liver causes hepatic steatosis, has stimulated substantial 
interest in the circadian variation in epigenome and tran-
scriptome regulation and function.

Epigenomics and epigenome-wide association studies 
(EWAS)

One future direction for epigenomic research is population-
based studies, and the determination of phenotypic variation 
attributable to interindividual epigenomic variation. Most 
attempts to do so have so far failed because of either inad-
equate genome coverage or inadequate sample size. One 
approach to solving this problem is by large-scale, system-
atic epigenomic equivalents of GWAS—epigenome-wide 
association studies (EWAS). Technology has just become 
available that is comparable in resolution and throughput 
to the highly successful GWAS chips that allow genotyp-
ing of around 500,000 (500K) SNPs. One major challenge 
in EWAS, however, relative to GWAS (cost–benefit ratio 
aside) is that the signals obtained, beyond being simply 
correlative, may actually be consequences of the condition. 
Although any human disease epiallele association represents 
advanced knowledge with potentially diagnostic applicabil-
ity, identifying causal potentially targetable variants must be 
the major goal.

To date, early EWASs of DNA methylation variation in 
complex disease have mainly been focused on cancer, where 
both gain and loss of DNA methylation at CpG islands and 
satellite DNA have been associated with tumour develop-
ment [108]. For nonmalignant, common complex diseases 
such as diabetes and autoimmunity, the epigenetic compo-
nent is only just beginning to be investigated. Some observa-
tions, such as MZ twin discordance and rising incidence of 
some complex diseases in migrant populations, e.g. type-1 
diabetes [109], support the involvement of epigenetics. 
Given the predominant confounding role of the environment 
in generating epigenetic variation and phenotypic plasticity 
among populations and individuals of the same population, 
the most critical step in approaching EWAS is study design. 
A myriad of background genetic and life-history parameters 
will need to be critically catalogued, and tissue specificity 

purity and consistency will be of paramount importance as 
profound cell-type specificity exists for virtually all epige-
netic marks examined to date. These problems have been 
systematically addressed in a recent review [110].

One strategy pursued by the same authors is to perform 
retrospective follow-up using sample banks [110]. Guthrie 
Cards, a biobanking resource created from blood samples 
from newborns and used since the late 1960s for life-threat-
ening infantile metabolic disease screening, represents an 
immediate, well-preserved source of DNA for mapping with 
decades of follow-up data already at hand. Since blood cells 
are found in highly defined ratios, some of the critical fac-
tors regarding cell type etc. are already addressed. Design-
ing follow-up studies, starting from selected populations 
going back to their newborn states will help researchers dis-
tinguish epigenomic variables introduced during life (and 
potentially important for age-related diseases) from those 
present at birth, defining both causal and disease-unrelated 
epigenomic fingerprints.

International human epigenome consortium

In pursuit of a more comprehensive understanding of our 
epigenomes, global efforts are underway. The International 
Human Epigenome Consortium (IHEC) has been estab-
lished with the key goals of producing and analysing at least 
1,000 reference maps of human epigenomes across multiple 
cellular states. These aim to catalyse basic biology and focus 
primarily on disease-relevant tissues and models and include 
multiple metabolic and inflammatory systems, human and 
murine, and critically, have been designed with public 
resource creation in mind (http://www.ihec-epigenomes. 
org/ and http://www.roadmapepigenomics.org). An imme-
diate product of the effort will be generation of large sets 
of highly comparable datasets to define internal epigenomic 
variability of “healthy” people.

Back to the bedside

Disease epigenetics is moving faster than ever expected a 
decade ago, with achievements as important as the approval 
by the FDA of the first epigenetic-based drug in 2004. Three 
more drugs were approved between 2004 and 2009 and 
many others are in different developmental stages [111]. 
Most have been identified as potential therapeutic agents 
for cancers and belong to methyltransferase and deacety-
lase inhibitor classes. Further, there has been an explosive 
growth in commercial diagnostic solutions based, for exam-
ple, on DNA methylation patterns. Until now, both diagnos-
tics and therapeutics derived from the epigenomic research 
have been focused on malignancies and some inflammatory 
diseases (such as arthritis). The expectation though, is that, 
as far as research goes, this field of application will expand 

http://www.ihec-epigenomes.org/
http://www.ihec-epigenomes.org/
http://www.roadmapepigenomics.org
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and involve other nonmendelian diseases, including meta-
bolic diseases in which the stability of epigenetic signatures 
will be their power.

The next frontier will certainly be merging epigenom-
ics with deep sequencing of patient DNA and inevitably 
much more personalized medicine. The dramatic reduction 
in both the cost per experiment and the time-to-results for 
NGS-based sequencing holds the promise of translating 
epigenomic research into clinical practice in the next few 
years and bringing personalized medicine one step closer 
to reality.
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