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Abstract. Specific protein-protein interactions are
essential for cellular functions. Experimentally deter-
mined three-dimensional structures of protein-pro-
tein complexes offer the possibility to characterize
binding interfaces in terms of size, shape and packing
density. Comparison with crystal-packing interfaces
representing nonspecific protein-protein contacts
gives insight into how specific binding differs from
nonspecific low-affinity binding. An overview is given
on empirical structural rules for specific protein-
protein recognition derived from known complex

structures. Although single parameters such as inter-
face size, shape or surface complementary show clear
trends for different interface types, each parameter
alone is insufficient to fully distinguish between
specific versus crystal-packing contacts. A combina-
tion of interface parameters is, however, well suited to
characterize a specific interface. This knowledge
provides us with the essential ingredients that make
up a specific protein recognition site. It is also of great
value for the prediction of protein binding sites and for
the evaluation of predicted complex structures.

Keywords. Protein-protein interactions, protein-protein docking, protein-binding region, crystal packing,
nonspecific interaction, protein interface description, binding site prediction.

Introduction

Almost all biological processes involve protein-pro-
tein interactions ranging from essential functions in
the immune system, the regulation of enzymes, signal
transduction or mediating the adhesion of cells.
Furthermore, many (if not most) biological functions
require not only pair-wise but multiple protein-
protein interactions. These interactions form the
basis of the quaternary structure of multimeric
proteins, and represent one of the most complex
levels of structural organization in biological mole-
cules. To mediate a specific biological function or to

form a defined multimeric structure the specificity of
protein-protein interactions is of crucial importance.
The immense importance of these interactions in
biological systems has made the protein-protein
recognition process an area of significant interest.
The understanding of protein-protein interactions and
its specificity at atomic detail requires the knowledge
of the three-dimensional (3D) structure of protein
complexes and protein-protein interfaces.
Protein X-ray crystallography, nuclear magnetic res-
onance (NMR) spectroscopy and cryo-electron mi-
croscopy (CryoEM) are the main experimental tech-
niques that have provided the atomic structure of
many protein-protein complexes. During the last
three decades, structural biologists have provided
the 3D structures of a large number of protein-protein* Corresponding author.
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complexes ranging from binary (homodimer, enzyme-
inhibitor, antigen-antibody) to multi-subunit (oligom-
ers, chaperones, virus capsid) complexes, which have
helped immensely for the understanding of the
recognition processes. Recently, large-scale studies
of protein complexes in yeast have demonstrated that
the majority of proteins in the cell exist as parts of
multi-component assemblies, to a large degree novel
and of unknown function [1]. The structural and
functional analysis of these complexes could become a
priority for structural biologists in the coming years. A
wealth of chemical, physical and geometrical data on
protein-protein complexes has already become acces-
sible through the Protein Data Bank (PDB;
www.rcsb.org) [2], and several Web servers for the
structural analysis of the protein-protein complexes
(Table 1). General analysis on structural aspects of
protein-protein interactions has been carried out in
detail by the comparison of protein-protein complex
structures [3 – 18]. In the following, an overview is
given on the interface analysis of known protein-
protein complex structures and how this knowledge
can be used to gain a better understanding of the
mechanism of specific recognition. The focus is on
observed types of contacts at protein interfaces and on
the structural as well as physicochemical character of
protein-protein interfaces. The analysis is restricted to
those protein-protein complexes for which atomic
resolution structures are available. Furthermore,
interface analysis can also be helpful to predict the
geometry of protein-protein binding structures and
may also give hints to specifically influence protein-
protein interactions. Its possible impact on identifying
protein-binding regions and prediction of protein
complex geometries is also discussed.

Structural diversity of protein-protein recognition

Among the protein-protein complexes that have been
determined experimentally one can distinguish two
major groups: binary and multi-subunit complexes.

Depending on the nature of the polypeptide chain, the
binary complexes can be further subdivided into two
major classes: homodimers, where two interacting
polypeptide chains have identical amino acid se-
quence; and heterodimeric complexes, where the
sequence of two interacting polypeptide chains is
different. The subunits that form homodimers are
typically not found as stable structures inside the cell
and the complex formation occurs simultaneously
during the folding process. On the other hand the
subunits of heterodimeric complexes are often, but
not always, independently stable inside the cell and
they interact with each other to carry out a specific
function in the cell. Most of the 3D structures of
protein-protein complexes have been determined
using X-ray crystallography. Formation of such pro-
tein crystals also involves non-covalent interactions
similar to those found in homodimers and hetero-
dimers, yet they are not subject to any natural
selection and, thus, they lack biological specificity
[19]. In the following, interfaces formed in homodim-
ers and heterodimers are termed specific interfaces as
they occur within the living cell, whereas the interfaces
formed by the crystal contacts (also between mono-
meric proteins) are called nonspecific interfaces as
they typically do not occur in biological processes and
are �artifacts� of the crystallization process.

Interfaces in homodimeric and oligomeric proteins

3D atomic structures of homodimeric proteins are
abundantly represented in the PDB. Generally, most
of the homodimers are permanent and their assembly
and folding process take place simultaneously; but
some may dissociate into monomers or form larger
oligomers depending on concentration, pH, ligand
binding, and other parameters that can modulate
protein–protein interactions. An example for an
“obligate” dimer is the bacteriophage P22 Arc re-
pressor DNA binding protein (pdb:1arr). It consists of
two identical chains that associate and fold simulta-

Table 1. List of the web servers for the analysis of protein-protein interfaces.

Name of the servers Web address

Protein-protein interaction server http://www.biochem.ucl.ac.uk/bsm/PP/server/

DIP : Database of interacting proteins http://dip.doe-mbi.ucla.edu/

CAPRI: Critical assessment of prediction of interactions http://capri.ebi.ac.uk

PROFACE: A server for the analysis of the physicochemical features of protein-protein
interfaces

http://www.boseinst.ernet.in/resources/
bioinfo.stag.html

The morphology of protein-protein interfaces http://mgl.scripps.edu/people/goodsell/interface

PISA: Protein interfaces, surfaces and assemblies http://www.ebi.ac.uk/msd-srv/prot_int/
pistart.html
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neously, and exists only as dimer in solution [20]. On
the other hand, “non-obligate” dimers are active as
monomers and become inactive upon dimer forma-
tion (reviewed in [20]). Figure 1A shows the contact
between two subunits in dimeric asparagine synthe-
tase. The surface involved in these contacts is more
hydrophobic than the rest of the protein surface and
also similar to the protein interior [15, 21].
In the higher order of the homo-oligomeric assembly,
such as tetramer, hexamer, octomer, and dodecamer,
etc. , more than two identical subunits come in contact.
Oligomerization occurs due to strong selection pres-
sure for the evolution of monomeric proteins into
oligomeric complexes, driven by benefits such as
reduction of surface area, increased stability and novel
function through inter-subunit communication [20 –
31]. As an example, the tetrameric association of the
hemoglobin is shown in Figure 1B. The protein is
viewed along its molecular twofold rotation axis
(shown as red circular dot), which relates the two a

b protomers.

Interfaces in heterodimeric complexes

Typical heterodimeric complexes are non-covalent
assemblies of proteins that fold separately to carry out
independent functions and associate under certain

physiological conditions. These types of interactions
are found in protease-inhibitor, antigen-antibody,
enzyme complexes, and many signal transduction
and cell cycle proteins [9, 12, 13]. Although their
recognition sites share some common properties,
protein hetero-complexes are extremely diverse in
their cellular functions. Figure 1C shows an antigen-
antibody complex (monoclonal antibody D1.3 inter-
acting with hen egg lysozyme) as a typical example of a
stable heterodimeric complex. Many cellular func-
tions are mediated through transient protein-protein
interactions with short lifetimes. The structure deter-
mination by protein crystallography, however, re-
quires stable complex structures that can form well-
ordered crystals. The present analysis is restricted to
sufficiently stable protein-protein complexes and it
might be possible that the recognition principles for
such stable interactions differ from interfaces formed
during transient interactions with a short lifetime.

Crystal-packing interfaces and nonspecific
protein-protein interactions

Crystal contacts are made by molecules related by the
symmetries and translations of the crystal lattice
(Fig. 1D). These contacts are essential to build up a
well-ordered assembly that attains macroscopic di-

Figure 1. Assembly of protein-
protein complexes. (A) Homodi-
meric assembly of asparagine syn-
thetase (pdb:12as [95]). The two
subunits are colored red and blue,
respectively. (B) Hemoglobin tet-
ramer (pdb:1fsx [96]). The two
chains in the alpha subunit are
colored in blue and green, and the
other two chains in beta subunit
are colored in red and magenta,
respectively. (C) Heterocomplex
assembly of antigen and antibody:
Crystal structure of the FV frag-
ment of mouse monoclonal anti-
body D1.3 (the light and heavy
chains are colored red and blue,
respectively) complexed with hen
egg lysozyme (in magenta,
pdb:1vfb [97]). (D) Crystal-pack-
ing interactions in crystal lattice:
Crystal contacts in monomeric
chymosin (pdb:3cms [98]). One
central biologically active mono-
mer subunit is shown in blue.
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mensions. Many crystal contacts are artifacts of
crystallization that may not occur in solution or in
the physiological state to any significant extend.
Although some of these observed contacts may have
biological relevance, in the majority of cases such
contact interfaces represent short-lived protein-pro-
tein associations, which can occur transiently between
any pair of proteins in a cell. These interfaces are
called nonspecific interfaces as they do not have any
biological specificity, and are abundantly available in
the PDB as they govern the molecular packing of
protein crystals.
In crystals the major types of interactions are found
where the subunit contacts are related by a twofold
symmetry (180 degree rotation about an axis called
twofold axis). Besides the twofold symmetry, crystal-
contact interfaces can also have higher point group
symmetry, which are, however, quite rare [24]. Janin
and Rodier [19] have shown that crystal interfaces that
incorporate a twofold symmetry, on average, produce
larger and probably more stable interfaces than those,
which do not have this symmetry. It has been found
that the physicochemical properties of large crystal-
packing interfaces varied widely compared to the
specific interfaces, which are very useful features that
help to discriminate between the specific and non-
specific interfaces [16, 32 – 40]. The comparison of the
physicochemical character of interfaces due to crystal
contacts, and in particular bound protein-protein
complexes, can also help to identify the key features
that distinguish specific from nonspecific contacts (see
below).

Structural properties of the interfaces

Size of the interfaces: Interface area
The size of the protein-protein interfaces can be
quantified by calculating the interface area (given as
B). It can be calculated in terms of the solvent
accessible surface area (SASA) [41 – 43] of the protein
molecules and is given by the following equation:

B = SASAsubunit1 + SASAsubunit2 – SASAcomplex (1)

The first two terms on the right hand side of the
equation gives the SASA of two interacting subunit
and the last term represents the same for the complex
(Fig. 2). The interface area B is the area of the two
interacting protein surfaces that becomes buried when
two molecules associate. The SASA can be calculated
from the atomic coordinates of the isolated subunit by
rolling a solvent probe (with the radius of a water
molecule) over the surface of the protein. Table 2
gives the average size of the protein-protein interfaces

in specific and nonspecific complexes (values are
taken from [16]). On average, specific interfaces are
larger in size compared to nonspecific interfaces.
Homodimers are on average 2-fold larger than
heteromeric protein-protein complexes and about
2.5-fold larger than the crystal-packing interfaces of
monomeric proteins. Most of the heterodimeric
protein-protein complexes bury a surface area in the
range of 1200 – 2000 �2, which is a “standard size”
interface according to Lo Conte et al. [12]. It should
be noted that the average buried surface area in the
case of crystal-packing interfaces given in Table 2 was
obtained from a subset of 188 unique pair-wise crystal-
packing interfaces with a significant B value of
�800 �2 [16]. A smaller average B of 570 �2 has
been obtained in a sample of 1320 packing interfaces
found in 152 crystals of monomeric proteins [19].
There are also cases of exceptionally large crystal-
packing interfaces. For example, the crystal dimers of
hexokinase (pdb:1qha), creatine kinase (pdb:1cki_1)
and a MHC class I homologue (1b3j) have interfaces
with B near 3400 �2, equivalent in size to the average
homodimer interface. As further illustrated in Fig-
ure 3 the distribution of interface sizes for homodi-
meric, heterodimeric proteins as well as for crystal
contacts is quite broad, so that the corresponding
distributions overlap significantly. In general, the size
of the interfaces ranges from as small as ~ 800 �2 to
very large with buried surface area more than
10 000 �2 (in some homodimeric complexes, e.g.,
copper amine oxidase dimer which buries 14 300 �2

at the dimer interface). This result indicates that the
size of the buried surface area alone is not sufficient to
distinguish specific contacts in protein-protein com-
plexes from crystal contacts.
However, the analysis clearly indicates that there
seems to be a lower limit of the buried surface area for
specific recognition. The lack of interfaces with a size
below 800 �2 indicates that the formation of a stable
and specific complex between two proteins requires a
sufficient number of contacts and removing water at
least from part of the protein interface.

Shape of the interfaces
Besides of the size of a protein-protein interface the
shape or curvature of an interface could be an
interesting feature to distinguish specific and non-
specific recognition. Jones and Thornton [9] derived a
parameter termed planarity to assess whether a
protein-protein interface is flat or curved. The �pla-
narity� of the surfaces between two components of a
complex is analyzed by calculating the root mean
square deviation of all the interface atoms from the
least-squares plane through the atoms. If all atoms
would exactly fit to a plane, the planarity index would
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be zero. The average value of the planarity is
3.5 � 1.7 � for homodimers and 2.8 � 0.9 � for
heterocomplexes [9]. Crystal-packing interfaces are
also as planar as protein heterocomplex interfaces
with an average planarity index of 2.8 � 0.8 �. This
result indicates that protein-protein interfaces, wheth-
er homo- or hetero, are generally flat in shape [4, 9].
Exceptions are, however, some enzyme-inhibitor
complexes, where the inhibitor site forms a convex
surface fitting to the often concave shape of the
enzyme active site. It should also be mentioned that in
contrast to protein-protein interfaces binding sites for
enzyme substrates of small organic ligands are usually
very non-planar allowing contacts to the ligand from
many different sides.
Another parameter to characterize the shape of
protein binding sites is the �circularity� of the inter-
face, which was also calculated by Jones and Thorn-
ton [9]. The circularity is the ratio of the lengths of
the principal axes of the least-squares plane through
the atoms in the interface. A ratio near 1.0 indicates
that an interface is approximately circular meaning
that the atoms that form the buried interface are all
within a circular plane. On average, the interfaces are
not perfectly circular. In general, all the three types
of interfaces, interfaces of homodimers (0.71 � 0.17),
heterocomplexes (0.73 � 0.05) and crystal-packing

of monomers (0.77 � 0.09) do not significantly differ
in terms of circularity.
Shape complementarity is a measure for the interfa-
cial packing of protein complexes. One way to
calculate shape complementarity is to relate the
volume of the interface cavities to the interface area.
Laskowski [43] defined an index called gap volume
(GV) index, which is given by the following equation:

GV (�) = gap volume between molecules (�3)/
interface area (�2) (per complex) (2)

The GV corresponds to the volume of interface
cavities normalized with respect to the buried surface
area [43]. The average value of the Gap index is
2.10 � 1.2 � for homodimers, 2.5 � 1.0 � for protein
heterocomplexes, and 4.4 � 1.9 � for crystal-packing
interfaces (Table 2) [9, 16]. The large value of GV in
crystal-packing interfaces suggests that they contain a
significantly larger cavity volume per unit area of the
interface compared to homodimers and heterocom-
plexes. In the above example, the GV index for the
dimeric alkaline phosphatase is 1.09 �, meaning that
it is very well packed compared to the average GV
index of homodimeric and heterodimeric complexes.
A combination of interface area and GV packing
index appears to be a quite effective measure to

Table 2. Structural features of the protein-protein recognition sites (from [16]).

Parameters Homodimers Heterodimers Crystal packing

Number of complexes 122 70 188

Interface area BSA (�2) 3880 1910 1510

Number of interface

Atoms 396 204 160

Residues 104 57 48

Fraction of

Non-polar area (f_np) 65 58 58

Buried atoms (f_bu) 36 34 21

Core residues 77 72 –

Hydrogen bonds

Number per interface 19 10 5

BSA per bond ( �2) 210 190 280

Interface waters

Number per interface 44 20 23

Number per 1000 �2 BSA 11 10 15

Planarity index 3.46 2.80 2.77

Circularity index 0.71 0.73 0.77

GV index 2.1 2.5 4.4

SC score 0.70 0.69 0.63

LD index 45 42 32

GD index 1.30 1.32 0.96
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distinguish specific interfaces from nonspecific crys-
tal-packing interfaces (Fig. 4).
Bahadur et al. [16] have developed two packing
indices that are less sensitive to errors in the atomic
positions of the X-ray structures than methods that
explicitly consider the size of interface cavities. The
local density (LD) index is the mean number of
interface atoms that are within 12 � of another
interface atom. This measures the packing density at
each point of the interface. The average value of LD
index is 42 –45 (neighboring interface atoms) for the
specific interfaces and almost 30 % lower in the
crystal-packing interfaces, which suggests that the
specific interfaces are significantly better packed
compared to the nonspecific interfaces. The other
packing index parameter called the global density
(GD) index measures the atomic density at the

interface atoms normalized to the dimensions of the
interface [16]. In Table 2 the average values of the GD
index suggests that the atom density at the interface in
specific protein-protein complexes is significantly
higher compared to the nonspecific interfaces. The
comparative analysis using different methods to
define interface-packing density consistently indicates
that surface complementarity (as measured by pack-
ing density) is a parameter to distinguish between
specific and nonspecific (crystal) protein-protein
contacts. The differences in interface packing for a
nonspecific crystal contact and a specific homodimer
complex are illustrated in Figure 5.

Clustering of interface atoms
Interface atoms may form one contiguous patch or
they can be distributed in several patches throughout
the interface. Patches are clusters of residues or atoms
in contact with the partner protein separated from
other patches by surface residues or atoms that are not
in contact with the protein-binding partner. One
possibility to identify such patches is to perform a
cluster analysis of the distances between interface
residues or atoms using the average-linkage clustering
algorithm [44]. Residues belonging to one patch have
distances smaller than a threshold distance (D) to
separate residues that belong to a different patch. This
method has been applied to heterodimeric and
homodimeric protein complexes [13, 15]. Depending
on the value of D, the interfaces may be considered to
be made up of a single patch or multiple patches. In
general, most of the single patch interfaces in homo-
dimers and in heterodimers are standard size inter-
faces (single patch), and large interfaces contain more
than one recognition patch. Figure 6A and B shows a
typical example of a single patch interface of dimeric
asparagine synthetase and a two-patch interface of the
BTB domain of promyelocytic leukemia zinc finger
protein. The larger interfaces involving several patch-
es in protein-protein complexes are often contributed
by separate structural domains [13]. In crystal-packing
interfaces of monomeric proteins, the interface atoms
are scattered throughout the interfaces and a single
significant patch cannot be defined [16].

Spatial distribution of interface residues
Interface residues can be divided into two distinct
regions, the �core� and the �rim� region, based on their
accessibility to solvent (illustrated in Fig. 6C, D). The
�core� region contains residues that have at least one
fully buried interface atom (i.e. , zero SASA after
complex formation) surrounded by the �rim� region,
which contains residues having accessible atoms only
[13]. Core residues having at least one or more atoms
with zero SASA are colored in red, whereas rim

Figure 2. Change in solvent accessible surface area upon complex
formation. The solvent accessible surface (shown in dark gray) is
computed by rolling a water probe over the surface of molecules. In
the complex, the water (shown as a sphere marked w) is excluded
from the interface between two subunits and the surface area lost
by them is called buried surface area or interface area.
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residues, which are accessible to the solvent, are
colored in blue. The two regions differ in their amino
acid composition: The rim is very similar to the
remainder of the protein surface, whereas the core
region depicts the protein interior. On average the
�core� constitutes 72 – 77 % of the interface area of
homodimers and heterodimeric complexes [13, 15]. In
crystal-packing interfaces of monomeric proteins one
cannot define any �core� and �rim� region, since they
contains very few buried atoms and the amino acid
composition of the interface is similar to the rest of the
protein surface [16].

Chemical composition of the protein-protein
interfaces
The composition of amino acid residues at the specific
interfaces differs from the rest of the protein surface.
Relative to the solvent-accessible protein surface,
homodimer and heterodimer complex interfaces are
enriched in aliphatic (Leu, Val, Ile, Met) and aromatic
(His, Phe, Tyr, Trp) residues, and depleted in charged
residues (Asp, Glu, Lys) other than arginine [9, 11 –15,
22, 26]. Arginine makes overall similar contributions
to all the three kinds of protein-protein interfaces.
Lysine is more abundant than arginine on the protein
surface, but it is largely excluded from homodimer
interfaces [8, 12 –15]. The greater capacity of the
guanidinium group in Arg to form hydrogen bonds
compared to the amino group of Lys is a likely reason

Figure 3. Size distribution of the
protein-protein interfaces. Inter-
face distributions in homodimers,
heterodimers and crystal packing
of monomeric proteins are shown
in black, dash and white bars re-
spectively. Data sets are the same
as used for average interface char-
acteristics presented in Table 2 (see
also text for details and [15]). Note
that only significant crystal con-
tact areas above 800 �2 have been
included.

Figure 4. Discriminating homo-
dimers and crystal-packing inter-
faces. In the scatter plot of the
interface area (�2) versus the gap
volume index (GV, in �), region
D contains mainly dimeric inter-
faces and region C corresponds
mainly to crystal-packing interfa-
ces. These two regions can be
separated with a straight line
(given by: GV = 0.00125 � inter-
face size).

Cell. Mol. Life Sci. Vol. 65, 2008 Review Article 1065



for the preference of Arg at interfaces over Lys. In
contrast, the composition of the large crystal-packing
interfaces is not significantly different from that of the
accessible protein surface [16]. Polar and charged
residues (Asn, Gln, Glu, Lys) are abundant and
hydrophobic residues (Ile, Leu, Met, Val) are depleted
in the crystal-packing interfaces as observed in rest of
the protein surface.
At a higher resolution, the chemical groups at the
protein surface may be divided into two types: non-
polar (carbon containing) and polar (N, O, and S
containing). On average non-polar chemical groups
contribute 58 % of the protein surface area buried in
large crystal-packing interfaces [16] , which is very
close to the average composition of the SASA of
proteins [12] . Interfaces formed in heterodimeric
and homodimeric proteins tend to be more hydro-
phobic : on average 65 % non-polar and 35 % polar
[8, 15, 22] . These differences must relate to the
modes of assembly in these three types of proteins.
The protein surface that is buried at the interface of
protein heterodimers is in contact with water until
the complex assembles. Large hydrophobic patches
on the surface would increase the tendency of
aggregation, which would make the protein insolu-
ble. In contrast, burying of hydrophobic patches in
homodimers favors the formation of a permanent
assembly that can form already during folding of the
protein (coupled structure formation and dimeriza-
tion).

Upon association, polar groups at interfaces can form
hydrogen bonds (H-bond). The comparative analysis
of protein complexes indicates that there are on
average about 10 direct H-bonds in each protein
heterodimer and 19 in each homodimer [12, 15]. In
both cases, one H-bond corresponds to about 200 �2

of buried surface area (Table 2). The hydrogen-bond-
ing interactions in crystal-packing interfaces of mono-
meric proteins are smaller in number (only 5 per
interface and 280 �2 of buried surface area per H-
bond) compared to specific interfaces [16].
Besides of hydrophobic contributions due to the
desolvation of non-polar groups, complex formation
can also create tight van der Waals contacts that are
weaker but are more abundant at interfaces than H-
bonds. Van der Waals interactions are due to the
polarizability of atoms and act only over short
distances. As indicated in the previous paragraph the
interface of specific protein complexes is much more
tightly packed with few cavities and it is expected that
van der Waals interactions make a significant favor-
able contribution to specific protein-protein recogni-
tion.
Electrostatic interactions have much longer range
than van der Waals interactions. Apart from an
influence on protein-protein affinity and specificity,
electrostatic interactions can also have an influence on
the process (diffusional encounter) of protein associ-
ation. Although high ion concentration can efficiently
screen electrostatic interactions, it can influence the

Figure 5. Shape and comple-
mentarity of interfaces. (A) Slab
mode presentation of a crystal-
packing dimer (cut in the middle,
left) and the corresponding inter-
face (perpendicular view, right)
of monomeric N-myristoyl trans-
ferase (pdb:1nmt [99]). (B) Met
repressor homodimer (pdb:1cmb
[100]) interface (right: slab
mode; left: interface atoms). In
both cases, subunits are colored
in white and gray, respectively.
Crystal-packing interface is
loosely packed with large num-
ber of cavities at the interface
compared to the tightly packed
homodimer interface without
any interface cavity.
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rate of collision between two macromolecules bearing
net electric charges or dipoles and can pre-orient
protein partners to guide association [45]. The Cou-
lomb attraction between charges of opposite sign can
make collisions more frequent. An example is the
barnase/barstar system (a protease/inhibitor com-
plex) where the net positive charge on barnase and
net negative charge on barstar results in an enhanced
association rate that is more sensitive to ionic strength
than the association for other enzyme inhibitor
systems (e.g., trypsin-PTI) or the association of
lysozyme and an antibody [46].

Role of water molecules in protein-protein
association
Water molecules are present in abundance at the
protein-protein interfaces, and play a major role in

polar interactions that stabilize the complexes [12, 23,
47 – 57]. When two polypeptide chains interact with
each other and form a stable specific complex or
oligomeric structures, bulk solvent is excluded from
the interface, which allows direct protein-protein
contacts, creating a favorable hydrophobic effect as
a major driving force for association. In spite of this
phenomenon, structural biologists often report water
molecules in the X-ray structures, which are bound to
the interfaces between the polypeptide chains. These
solvent molecules are supposed to contribute to the
stability of the quaternary structure by forming
extensive hydrogen-bonding networks with the
amino acid residues at both sides of the interface.
Bhat et al. [47] explored the role of interface water
molecules in stabilizing the antigen-antibody associ-
ation (Fig. 7). Extensive water-mediated H-bonds at

Figure 6. Architecture of protein-protein interfaces. (A) Single patch interface (in orange) of dimeric asparagine synthetase (pdb:12as
[95]). (B) Two patch interface (in orange and magenta) of the BTB domain of promyelocytic leukemia zinc finger protein (pdb:1buo [101]).
The two patches mainly represent the two classes of intersubunit contacts of this domain swapped protein. The patch colored in magenta
corresponds to the “closed interface”, involving mainly beta sheets, and that colored in orange corresponds to the central “open interface”,
mainly involving alpha helices [101]. In both the diagrams one subunit is shown in molecular surface representation and the other subunit is
drawn as tube. (C) �Core� and �rim� interface of a protein-protein interface. One subunit is shown as molecular surface, and the other
subunit is drawn as tube representation. The interface �core� and �rim� are colored in red and blue respectively. (D) Subunit interface is
colored according to the hydrophobic (red) and hydrophilic (blue) surface area. Residues Ala, Gly, Ile, Leu, Met, Phe, Pro, and Val are
considered as hydrophobic and the rest are hydrophilic. Note, one of the central residues is a Tyr, which although counted as hydrophilic
could, however, also counted as hydrophobic.
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the proteinase-inhibitor interface were also identified
by Huang et al. [48].

For the analysis of the water–protein interactions, only
high-resolution X-ray structures can be used because
water positions are often not reported in medium
resolution coordinate sets. A general study on the
interface water molecules at the interfaces of protein
hetero- and homo-complexes revealed that there is an
average of one interface water molecule per 100 �2

(Table 2) of the interface area, suggesting that water-
mediated polar interactions are even more numerous
than direct hydrogen bonds (one H-bond per 200 �2

of interface area). Crystal-packing interfaces are
relatively more hydrated with one interface water
per 65 �2 of the interface area [12, 52]. This suggests
that the water-mediated polar interactions contribute
(in terms of the number of interactions) as much as
direct protein-protein hydrogen bonds to the stability
of protein-protein complexes. At the protein-protein
interfaces, Rodier et al. [52] found that each water
molecule makes on average one hydrogen bond with
the interface amino acids, which is equivalent to
~1.5 kcal/mol energy contributed by each interface
water molecule.
According to the spatial distribution of the interface
water molecules, Janin [49] distinguished between two
types of interface: One is the �dry� interface where
water molecules forming a ring around interface
atoms and are almost completely excluded from the
center of the interface. Another is the “wet” interface
with water molecules scattered throughout the inter-
face. Rodier et al. [52] developed a parameter that
quantifies this phenomenon and have found that the
specific interfaces are generally �dry� in nature, where-

as most of the crystal-packing interfaces are �wet�. This
suggests that specific interfaces are well packed and
the interface residues are well shielded from the
solvent molecules, thus, maximizing the hydrophobic
effect during the complex formation.

Conformational changes upon protein-protein
complex formation
An essential feature of protein-protein association is
the way it affects the conformation of the protein
components. Conformational changes may mediate
signaling events or trigger allosteric effects. The extent
and nature of the conformational changes can be
assessed when the X-ray structures of the individual
components and that of the complex are known
independently. For moderate changes, a convenient
measure of the extent of the changes is the root-mean-
square distance (rmsd) of equivalent main chain
atoms after least-squares superimposition of the
bound and free components. Many protein-protein
complexes display an rmsd in the range 0.5– 1.0 �. At
the interface, the main chain can often move by 1 –2 �
and a few surface side chains reorient [5, 12, 58]. Local
movements of up to 1 � and side chain rotations are
also seen at crystal contacts when different crystal
structures of the same protein are compared [59]. A
majority of the protein antigens also undergo main
chain movements of 1 – 2 � as they bind antibodies
[12].
There are, however, complexes where the rmsd
between bound and unbound protein partners is well
over 2 � and large movements take place. The
conformational change modifies the shape and chem-
ical character of regions of the protein surface
(induced fit). It may be localized to loop regions at
the interface or affect the whole protein structure
(e.g., the movement of whole domains upon associa-
tion). Essentially all complexes with interface area
larger than 2000 �2 for which the structures of the free
components are known, undergo large changes upon
association. One plausible explanation is that, for
large interface sizes, the pre-formation of a stable
(rigid) protein surface that exactly fits to the surface of
a partner protein is more difficult than for a smaller
interface. Hence, for larger interfaces a greater
capacity for conformational adaptation is required to
form a stable protein-protein complex.

Computational approaches for predicting
protein-protein complex structures

Experimental structure determination of protein
complexes for example by X-ray crystallography
requires purification of large amounts of proteins

Figure 7. Distribution of water molecules at a protein-protein
interface. Water molecules (shown as light gray sphere) at the
interface of the Fv fragment of mouse monoclonal antibody D1.3
(the light and heavy chains are shown as black cartoon) complexed
with hen egg lysozyme (gray cartoon; pdb:1vfb [47]).
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and the ability to crystallize the protein-protein
complex. Ultimately, the knowledge of all protein-
protein complex structures is desirable but experi-
mental determination is costly and may not be feasible
for all known interacting proteins. The realistic
prediction of protein-protein complex structures
(protein-protein docking) is therefore of increasing
importance.
The analysis of known protein-protein complexes as
described above could be helpful to guide predictive
methods and to evaluate predicted protein-protein
complex structures. The problem of docking a protein,
rather than a small ligand, onto another protein was
first considered by Wodak and Janin [60]. Since then,
many algorithms for docking two macromolecules
have been developed based on different approaches,
such as: simplified protein models [60– 62]; shape
complementarity [63– 69]; geometric hashing [70, 71];
or correlation methods [72 – 74]. An essential test of a
docking procedure is its capacity to handle “unbound”
molecules, that is, atomic coordinate derived from the
structure of the isolated partner proteins.
The CAPRI (critical assessment of prediction of
interactions; [75]) experiment for assessing blind
predictions of protein-protein interactions is playing
an important role in the development of docking
procedures. CAPRI (http://capri.ebi.ac.uk) is a com-
munity-wide docking experiment analogous to CASP
(critical assessment of structure prediction; http://
predictioncenter.llnl.gov/casp1/Casp1.html), but
aimed at assessing the performance of protein-protein
docking procedures. The predictions are performed
blindly and assessed by an independent team by
comparison to X-ray structures. The structures of the
complex are revealed only at the time of the evalua-
tion [75, 76].
Docking procedures start from the atomic coordinates
of the two interacting proteins, generate putative
complexes, and give them a score [77]. In principle,
there are computational methods such as molecular
dynamics (MD) simulations available that can treat
both binding partners as fully flexible. However, these
techniques are very time consuming and limited to
cases where the binding placement is approximately
known and if experimental data can be included to
restrict the search for putative protein-protein dock-
ing geometries [78]. To reduce the computational
complexity most of the current systematic protein-
protein docking procedures assume rigid-body asso-
ciation. Within the rigid-body approximation, the
problem has only six degrees of freedom (three
translational degrees and three rotational degrees).
Conformational changes are then only taken into
account in a second refinement stage (reviewed in
Smith and Sternberg [79]). More recently, however,

methods have also been developed that cover both
local conformational changes of side chains [62, 80, 81]
and loop motions [82] as well as global motions at least
approximately during systematic docking searches
[83 – 85].

Identification of protein-binding sites and scoring of
predicted protein-protein complex structures
Beside of the appropriate inclusion of conformational
flexibility during docking, a major problem of protein-
protein docking is the realistic scoring of docked
complexes. One major reason is that the understand-
ing of the many energetic and entropic contributions
to bio-molecular association is still incomplete. Sec-
ondly, even computationally demanding calculations
at atomic resolution including explicit solvent mole-
cules often fail to give quantitative agreement with
experiment due to force field artifacts or sampling
problems. For scoring of docked solutions, the addi-
tional difficulty is encountered that it should be
computationally sufficiently fast to allow for screening
thousands of solutions within a few hours of computer
time. A promising alternative is the application of
knowledge-based energy functions. These knowledge-
based energy functions are based on the contact
frequencies of amino acid residues (or atoms) at the
interface of known protein-protein complexes. A
“free energy”-like score can be defined for each
contact by calculating the logarithm of the frequency
of that observed divided by the frequency of expected
contacts (expected based on the general occurrence of
amino acids on protein surfaces). This approach can
be extended to look also at a distance dependence of
contacts and it is also frequently used to evaluate
models of folded proteins (e.g., protein threading
approach, [86]). Such knowledge-based scoring func-
tions have been used frequently to score protein-
protein docking solutions (e.g., [87, 88]).
A step further in this direction is to make use of the
whole information extracted from the analysis of
known protein-protein interfaces as presented in the
previous paragraphs. The analysis could be used in two
different ways to improve the prediction accuracy of
protein-protein docking: It can be applied to predict
putative binding regions on known protein structures
and to restrict the docking search to just these regions
[78]. Secondly, it could also be used to design a scoring
function based on comparison of the predicted inter-
face with interfaces in known complexes.
Indeed, the possibility to predict putative protein-
binding sites (often called hotspots) on protein
surfaces has been quite intensively investigated in
recent years (reviewed in Moreira et al. [89]). Many
methods to discover binding hotspots on protein
surfaces through biochemical information, sequence

Cell. Mol. Life Sci. Vol. 65, 2008 Review Article 1069



conservation or physicochemical properties have
been developed [10, 90 – 92]. The inclusion of such
information as bias during docking or to evaluate final
results could be a promising route to achieve realistic
predictions.
It has also been suggested that the total number of
interaction types is limited (proteins sharing similar
sequences tend to interact similarly). Aloy et al. [93]
have estimated that most interactions in nature may
conform to 1 of about 10 000 types similar to the 1000
natural protein folds that have been suggested by
Chothia [94]. Such a limited set of specific protein-
protein interfaces would allow the prediction of how
two proteins may interact based on “homology” to a
known interface type.

Conclusions

The comparative analysis of specific and nonspecific
protein-protein binding interfaces (crystal-packing
contacts) indicates several parameters that help to
distinguish specific from nonspecific contacts. On
average, the size of the buried interface differs
between specific and nonspecific complexes; how-
ever, since the size distribution is for all types
relatively broad, a clear classification based only on
interface size is not possible. Similarly, the shape does
not differ significantly between specific and nonspe-
cific crystal-packing interfaces. However, there ap-
pears to be a clear lower limit for the size of an
interface that is sufficient for specific protein-protein
recognition, which is ~ 1000 �2. Specific and non-
specific interfaces differ significantly in terms of
surface complementarity. Nonspecific protein crystal
contacts contain many cavities that are also often
water filled and the interfaces are not as well packed
compared to specific protein-protein binding inter-
faces. It should be kept in mind that weak protein-
protein contacts similar to the low-affinity contacts
between proteins that are formed during crystalliza-
tion at high protein concentration may in some cases
have specific biological roles. Because of the transient
nature many signal transduction events may involve
only weak protein-protein interactions. Also, since
cells are densely filled with proteins and other
biomolecules even weak interactions may influence
the spatial distribution of proteins.
Most specific protein binding sites have a defined
structural organization consisting of a more hydro-
phobic central part and a hydrophilic rim region,
whereas the distribution of hydrophobic and hydro-
philic residues at crystal-packing interfaces is more
random. The comparative analysis of protein-protein
interfaces indicates that, despite the great variability

of interfaces, a combination of interface properties
like surface complementarity, packing and distribu-
tion of hydrophobic and hydrophilic interface residues
allows for the classification of specific and nonspecific
interfaces purely based on rules extracted from known
structures. It is also possible to derive empirical rules
for how a specific protein-protein interface has to
look, in terms of limits for the size, packing, surface
complementarity and amino acid composition. These
rules are very valuable for understanding and evalu-
ating specific recognition but also for the design or
redesign of new specific protein-protein interactions.
For structural biologists, the analysis can help to
distinguish specific interactions observed in protein
crystals from interactions due to crystal packing.
As also discussed, this knowledge can be very helpful
for a better prediction of putative protein-binding
sites on protein surfaces and to improve the realistic
docking prediction of protein-protein complex geo-
metries based on the structure of the individual
partner proteins.
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