
Abstract. Computer simulations at the atomic level have
arrived at a stage where they provide realistic modeling of
flexibility in proteins (and the mobility of their associated
solvent) that is important in understanding the nature of
molecular motions. This can now be extended to the mol-
ecular and atomic motions that are associated with pro-
tein mechanisms. Moreover, the derived data agree rea-
sonably accurately with experimental measurements of
several kinetic and thermodynamic parameters. Funda-
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mental insights emerge on the roles that this intrinsic
flexibility plays in the thermodynamic characteristics of
macromolecules in solution; these equip the investigator
to probe the consequences of cognate interactions and
ligand binding on entropy and enthalpy. Thus simulations
can now provide a powerful tool for investigating protein
mechanisms that complements the existing and the
emerging experimental techniques.

Key words. Protein structure-function mechanism; flexibility; atomistic simulation; buried water; lipase; chaperone;
prion.

Introduction

The enormous advances in the molecular sciences over
the last 30 years have had an immense impact on biolog-
ical science, indeed they have played a large part in defin-
ing it. In particular, the scale and scope of the crystallo-
graphic analysis of macromolecules has followed ad-
vances in synchrotron radiation technology, in molecular
biology and, of course, relevant to this review, in compu-
tational methods and computing technology. At the same
time nuclear magnetic resonance (NMR) spectroscopy is
now making a significant contribution to structure deter-
mination and to characterizing protein mobility. In the
last 15 years or so, structural research has led to accurate,

sometimes very accurate, three-dimensional structures of
a wide range of biochemically and biologically active
proteins. This expanding avalanche of structural informa-
tion, all available from the Protein Data Bank [1], in-
cludes details of proteins and macromolecular organiza-
tion, of protein interactions with nucleic acids, other bio-
logical molecules and ligands and, again relevant to this
review, of conformational behavior. Thus, structural data
have provided the essential framework for characterizing
mechanisms, for analyzing evolutionary relationships
and illuminating the understanding of function. Quite
clear now, however, is that the flexibility in proteins, or-
chestrated with the chemical requirements at each stage
of their reactions, is a major component in creating their
specificity and catalytic power. Indeed, a very useful
database of macromolecular movements is now available
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that demonstrates nicely the extent of the inherent flexi-
bility of proteins [2] (http://www.molmovdb.org).
X-ray analysis has laid crucial foundations in modern bi-
ology, but while it provides an image of unparalleled de-
tail, this is a static image, the molecules are trapped in a
lattice. If the analysis is carried out at a reasonably high
resolution, 2.5 Å or better, then the crystal structure does
give usefully accurate thermal, or vibrational parameters.
But owing to the crystal contacts, these data do not nec-
essarily allow one to predict the dynamic character of
macromolecules. For example, the presence of substan-
tial >1 Å breathing motions in proteins has been recog-
nized since Wuthrich’s observations on the flipping of the
buried aromatic residues in pancreatic trypsin inhibitor
[3]. The breathing motions required to accommodate the
flipping are not deducible from the X-ray crystallogra-
phic diffraction data. Nonetheless, there have been calcu-
lations in which the crystallographic thermal parameters
have been used to derive overall molecular motions.
Those of Phillips in 1979 on lysozyme [4] and those of
Karplus and colleagues [5] on several proteins address
the potential for extrapolating from thermal parameters to
intrinsic molecular motions. 
Most importantly, Artymiuk et al. [6] identified distinctly
higher atomic mobility at the lysozyme active site and ar-
gued this reflected a functional property. Moreover, they
deduced correctly from other experimental data that it
was possible to allocate a component in the amplitudes of
atomic vibration that derived from the overall global mo-
tion of the protein. Incoherent scattering is another source
of information about molecular motions. This is rather of-
ten detected in proteins and there have been some careful
and detailed analyses of the phenomenon, such as that by
Caspar and colleagues on the insulin hexamer [7]. How-
ever, the general difficulty in extracting the appropriate
atomic motions in macromolecules from X-ray diffrac-
tion data is very much more serious when one considers
structural behavior in protein mechanisms – which is the
subject of this review. For example, in the case of insulin
in the hexameric organization, the N-terminal B chain
residues assume two conformations: extended and helical
[8]. This conformational flexibility is possibly exploited
in receptor binding but this structural capacity is not evi-
dent from the thermal parameters in a number of struc-
tures in which these different N-terminal B chain confor-
mations occur. It is important to recognize this limitation
in crystallographic analysis. 
The nature of the motions in protein and macromolecular
mechanisms clearly depends on local, and probably glo-
bal, fluctuations, but these generally appear to be modu-
lated by interactions between the protein concerned and
its ligands or cognate partners. Solution structures de-
rived from NMR [9] can reveal some aspects of protein
flexibility but rather special techniques are required to
characterize their specific features and, as with crystal-

lography, the NMR approach faces limiting technical
problems in determining the structures or dynamic equi-
libria associated with interactions and chemical events
[10]. In addition there are fundamental molecular prop-
erties that are significantly affected by the flexibilities
in the macromolecules under consideration, such as the
structures of transition states, ligand affinities and the
effects of mutations on reactivity, to say nothing of the
complexities in thermodynamic parameters and the im-
portant influence of solvation. However, encouragingly,
recent advances in optical spectroscopy, particularly
time-resolved spectroscopy [11, 12], promise fundamen-
tal benefits for the applications of simulation methods.
Another technique, FRET, is now allowing intramolecu-
lar interactions to be identified [13]. When these interac-
tions are generated by conformational change then, of
course, one has a measure of the real-time dynamics, but
not of the structural changes themselves. Such observa-
tions, nonetheless, are going to be invaluable, since they
place a timescale on the structural changes and the asso-
ciated mechanisms. 
Over the last 10 years, a major impetus to understanding
the links between flexibility and function has come from
the applications of computer ‘experiments,’ based on
molecular dynamics (MD) simulations. Modern MD sim-
ulations have roots in the seminal work of Alder and
Wainright [14], Lifson and Warshel [15] and Rahman and
Stillinger [16]. However applications to biological sys-
tems were essentially pioneered (and continue to be so) in
the work of Martin Karplus and colleagues [5, 17, 18]. A
combination of improvements in computer power, and in
the representations of the parameters that define the
physicochemical properties of biological systems, has
meant that detailed simulations of thousands of atoms
involved in various complex physical and chemical re-
actions are now routinely carried out. These yield details
of atomic motions, flexibility, titration characteristics,
effects of mutations and pathways of conformational
changes on the one hand, and complex chemical pro-
cesses on the other, particularly when combined with
quantum mechanical methods. One also notes an encour-
aging close agreement between the root-mean-squared
fluctuations and motions from simulations and those ob-
served in high-resolution static and time-resolved rapid
crystallographic experiments; this validates the individ-
ual MD trajectories in a particularly convincing manner
[19, 20]. Several reviews [21–26] have covered various
aspects of the field, including one extensive review that
has been provided by Norberg and Nilsson [27]. Regular
updates on advances in methodology are found in the
journal Current Opinions in Structural Biology (for ex-
ample the April 2005 issue). On the future of this tech-
nology, Norberg and Nilsson state [27]: “On the horizon
one may find MD simulations covering the dynamics of
viruses, the protein-folding process, and various large
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protein complexes making up the molecular machines
that we now begin to perceive in the ‘biological cell’.”
The following review focuses on local structural move-
ments in proteins derived by molecular simulations.
These are associated with the mechanism of action of the
protein concerned and we examine them in the context of
the global oscillations. The proteins chosen here were se-
lected to illustrate the character of functional motions, in
particular their dependence on water or particular amino
acid residues or the presence of ligand. 

Protein flexibility and buried water molecules 

The first recognition that protein molecules were intrinsi-
cally mobile and that these motions had coherence came
from the NMR observations reported by Wuthrich and
colleagues in 1976 [28]. The concept of inherent and cor-
related motions was a landmark in protein physics and
structural biology. These ideas and the associated recent
developments by Halle and colleagues [29] now also un-
derlie our understanding of buried water and ligand bind-
ing in proteins. Buried waters, which occur in most pro-
teins, are generally seen to be serving a structural role in
filling space and in completing H bond potentials when
the requirements of the protein fold lead to some ineffi-
cient packing of the non-polar core. Usually, these buried
water molecules are in a locally polar, or mostly so, envi-
ronment, and because protein interiors contain mostly
non-polar side chains, their H bonds generally include
mainchain NH and CO atoms. The binding and departure
of buried water can tell us a great deal about protein flex-
ibility, possibly more than ligand exchange, since the ex-
tent of the protein atom fluctuations is usually larger, and

the necessity to preserve chemically and thermodynami-
cally appropriate pathways is more demanding. 
The long-known example of a buried water molecule in the
small protein bovine pancreatic trypsin inhibitor (BPTI)
has proved to be a key system conceptually and experi-
mentally. This water molecule is completely hidden from
the surface (fig. 1A) but Halle and colleagues [29], using
refined NMR methods, showed that this water does ex-
change at a frequency of microseconds. Exchange with
surface molecules at the microsecond timescale even with
a degree of flexibility in the protein looked unlikely in the
extreme, since this property implied large and concerted
fluctuations in the host protein. These fluctuations were,
however, detected by molecular calculations [30, 31]. The
calculations revealed first that the water while inside the
molecule underwent librational motions of about 10 de-
grees in which its H bonding contacts were maintained, but
stretched; these motions were, however, punctuated by the
occasional C2 flip, through which the water H bond part-
ners switched at a microsecond frequency (see www.bii.a-
star.edu.sg/~chandra/CMLS-Movie1). The pathway(s) by
which the buried water escapes from and arrives at the
buried site, and the accompanying protein motions, have
been modeled [30]. Striking in these calculations was that
as the water migrated from its internal site (see www.bii.a-
star.edu.sg/~chandra/CMLS-Movie2), its H bond forming
oxygen, hydrogens and the empty orbitals formed succes-
sive branched interactions, most reminiscent of Tarzan
(water) swinging his way with hands and feet through the
jungle (protein) on successive vines (H bonds). 
There is another important aspect to these calculations:
the energy landscape associated with these linked tran-
sient H bonding structures has low values (fig. 1B). The
activation energy required to remove the water from the
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Figure 1 (A) The secondary structure of bovine pancreatic trypsin inhibitor (BPTI) with the molecular surface and the locations of four
buried water molecules shown as spheres. The most buried water is shown in green. (B) The energy landscape associated with one of the
several pathways available for a water molecule to enter an enclosed cavity in the protein BPTI. 
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BPTI interior with little internal flexibility is about 25
kcal/mol; in contrast, the maximum value of the profile
generated by including concerted protein motions is 13–
15 kcal/mol, while the individual maxima associated with
each structural step are 1–2 kcal/mol. Thus the computa-
tions reveal both a structural mechanism of the water es-
caping from and returning to its buried site and an energy
barrier profile consistent with the observed timescale of
exchange and the thermodynamic parameters [29].
The studies on BPTI extend to the analysis of the thermo-
dynamic parameters of ligand binding. For many years, it
has been widely assumed, for intuitive reasons, that ligand
binding generally increased the order in the ligand and
host molecules, leading to a drop in the entropy of the sys-
tem and a corresponding increase in the entropy of the sol-
vent displaced by binding. Crystallography provided sup-
port for this concept, since in many cases, the complexes
were better ordered in the crystal than in the free protein.
The issue of the entropic state of a protein on ligand bind-
ing was raised by Dunitz [32]. A series of detailed calcu-
lations [33–35], however, showed that the effect of ligand
binding (in this case a buried water) is to decrease the en-
tropy locally, which we would expect, but that the low-or-
der modes of vibration (those associated with large-scale
fluctuations) of the protein increased significantly. This
behavior increases the total entropy associated with bind-
ing. Given that ligand binding lies at the heart of bio-
chemical and biological processes, it is vital that there is a
secure comprehension of the physicochemical basis for
ligand-host interactions that includes the dynamics of the
system. 
The analysis of the BPTI structure was further refined by
calculations on BPTI mutants. One of these, Gly36Ser, in
which the Ser side chain replaces the bound water in the
cavity, has been shown to reduce inhibitor activity [36].
Calculations [31] suggest that the reduced activity of the
mutant is a consequence of reduced fluctuations and flex-
ibility in the molecule, the latter leading to a significant
reduction in the entropy. In particular, there is a correla-
tion between the number of hydrogen bonds formed
within the cavity and binding affinity, a reduction in hy-
drogen bond numbers leading to a reduction in activity.
The obvious conclusion is that the loss of hydrogen bond-
ing in the cavity is modifying the overall flexibility of the
molecule away from that which has evolved for optimal
binding. 

Solvent structure in large cavities

A number of larger cavities with room for more than one
water occur in proteins, and these sometimes exhibit no
well-defined electron density. The most likely explana-
tion for this phenomenon has always been that the water
molecules in the cavity are very mobile and populate sev-

eral sites – thus their electron density is smeared out. One
buried volume of particular interest occurs in interleukin-
1b; it is considered here because its internal surface is
non-polar and thus H bonding can exist only between
buried water molecules. In the X-ray analysis, there is no
evidence for well-defined electron density that would
identify stable water molecules in the cavity [37]. An
NMR study, by contrast, identified the presence of water
molecules in this cavity but was unable to characterize
their number, or the extent, of their mobility [38]. A later
very detailed crystallographic study by Yu et al. [39], in
which all the low-order diffraction amplitudes were mea-
sured, showed, however, convincing evidence for poorly
defined, partially occupied water positions. 
Computations [S. Somani, C.-P. Choon, C. S. Verma, un-
published data] carried out on this cavity populated by up
to four water molecules revealed that water clusters in
varying formations can exist in this environment for peri-
ods exceeding 1 ns (fig. 2), the lower limit for detectable
nuclear overhauser effect (NOEs) [38]. Moreover, con-
sistent with their not being detected by the initial X-ray
analysis, the water molecules undergo large-scale fluctu-
ations with no positions being highly populated. The
complementary X-ray crystallographic, NMR and simu-
lation studies on interleukin provide a convincing demon-
stration of how the water molecules behave in the limited
volume. The matches between the low-resolution electron
density, the computation of the most populated states and
the residence times (>1 ns) are very promising (fig. 3).
The simulations suggest that there are more entry-exit
pathways available to the water than suggested by the X-
ray analysis. This is not surprising, since the crystal lat-
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Figure 2. Patterns of hydrogen-bonded clusters of water molecules
that are observed in the hydrophobic cavity of interleukin-1b as
seen in MD simulations.



tice will introduce elements of rigidity that are likely to
inhibit diffusion of water molecules.
The buried waters in interleukin are apparently also play-
ing a critical role in relaying the intrinsic modes of vibra-
tions across the molecule. Mutations that are 8–20 Å
from the functional loop that binds to its receptor are
known to interfere with binding [40]. These mutations
may alter the character of the global motions of the mol-
ecule. But the key observation is that the simulations
show that in the absence of water in the cavity, there are
no correlated motions that couple the sites of mutations
and the binding loop. This observation highlights the
complex and subtle requirements needed by proteins for
their natural vibrational behavior, and it is not surprising
that such properties can be incorporated into the func-
tional behavior of proteins. 

Local flexibility and its role in mechanism 
in selected proteins

The intrinsic flexibility of the polypeptide chain is dis-
ciplined in proteins by its organization into secondary, ter-
tiary and where this occurs, quaternary, structures. Poly-
peptide chains not in secondary-structure elements are,

however, often flexible and such structural variability has
been exploited in a number of regulatory systems in which
the protein is activated by a structural element changing
conformation, often after a chemical modification. We
now examine a selected set of studies where simulations
reveal loop conformational behavior and have provided
invaluable insights into experimental observations.

Liganded calmodulin
Calmodulin is a protein involved in the regulation of mus-
cle and a number of other mechanisms. It consists of an
N- and C-terminal domain; each homologous and each
made up of two smaller, and again homologous, calcium-
binding domains. The domains consist of well-defined
secondary-structure elements linked by peptide seg-
ments. In the presence of calcium ions, the domains form
a tighter structure that facilitates binding to the cognate
peptide ligands of the protein with very high affinity and
activating the system concerned. Calmodulin thus acts as
a molecular switch, controlled by calcium levels. The
molecule is remarkable in that it binds many peptide
fragments with very different sequences and with very
high affinity [41, 42]. Exactly how the same sequence can
adapt to the varying sequences of the substrate peptides is
an interesting and important question. On binding to
calmodulin, the cognate peptide usually develops into a
helix about which the four component calcium-binding
domains are wrapped. The different sequences of the
bound peptide segments generate helices with distinctly
variable surface properties. Comparison of different
calmodulin-peptide complexes shows that the individual
helix of the bound ligand and the individual helices in
camodulin preserve their structure. For example, in the
complexes between the target peptide in skeletal muscle,
myosin light-chain kinase and the phosphofructose ki-
nase, the Calpha atom positions in the helical structures
agree to within ca 0.3 Å. [P. Bayley, unpublished data].
The completely different helical ligand surfaces are
partly accommodated in the complex by movements in
the very flexible loops of calmodulin between the N&C
domain pairs, in the short links between the individual
Ca-binding helical segments within the N&C domains
and in the Ca-binding motifs. These flexible segments po-
sition the four domains and their helices appropriately, al-
lowing fine-tuned adjustments by the individual side
chains on the host and substrate. The nature of the inter-
actions in different complexes has been investigated both
by mutations and by some computational analysis [43].
The distinct character of the two calmodulin domains is
reflected in different calcium and target interaction affini-
ties, with the C-terminal domain generally showing the
higher affinities. From this sample of conformations,
multiple normal-mode analyses revealed the vibrational
and thermodynamic properties in the molecule. We see
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Figure 3. Similarity in the experimentally derived and the computed
profiles for the distribution of water molecules in the hydrophobic
cavity of human interleukin-(IL)1b. (A) The experimental differ-
ence electron density map distribution within the cavity region of
the human IL-1 molecule within a sphere of 10-Å radius is dis-
played inside the C trace of the human IL-1 molecule viewed from
the side containing the C terminus (center) and N terminus (top),
with ball-and-stick representations of the cavity-forming residues.
The methyl groups of the aliphatic residues are drawn as large tan
spheres, and the aromatic carbons are smaller, light-blue spheres.
Every tenth C atom is labeled, except 120, which is obscured behind
the cavity density map. The red contours contain 70% of the total of
18 solvent electrons integrated in the cavity region, and the blue
contours contain 50% of these electrons. Figure taken from Yu et al.
[39] with permission; copyright (1999) National Academy of Sci-
ences, USA. (B) The figure illustrates the computed density of wa-
ters in the cavity derived from the MD simulation. The region in
blue is the binding loop that interacts with the receptor. Regions in
yellow and purple are sites of mutations that affect receptor binding



higher intrinsic flexibility of the C domain compared
with that of the N domain. Furthermore, in a simulation
of a calmodulin-target peptide complex, the C domain
conformation maintains its conformation better and has
lower atomic root mean squared (RMS) fluctuations than
the N domain. These results tie in with the observed dif-
ferentiation of roles of the calmodulin domains [44]. The
system does present computational difficulties partly be-
cause of the large conformational changes that occur
upon calcium binding and to a further degree upon pep-
tide binding. However, there are extensive NMR data on
the system and these, and some thermodynamic parame-
ters, have been reasonably matched by computations [42,
45]. This is one system where research in the future is un-
doubtedly going to be productive.

Chaperonin-10
Chaperonins are an important class of proteins which
help manage the folding process in certain systems. Con-
formational changes will obviously be involved in their
mechanisms and they have been extensively investigated
by biochemical, genetic, structural and computational ex-
periments [46, 47]. Recently, some structural and compu-
tational studies have been carried out on GroES alone
[48]. This ubiquitous heptameric protein, also referred to
as Chaperonin-10, exploits metal ion binding, an event
which modulates the flexibility and specificity in its
functionally important binding loop. X-ray crystallo-
graphic analysis of the Chaperonin-10 assembly shows
that the segment, identified as a GroEL binding determi-
nant loop, is mobile [49]. Small-angle scattering suggests
that the perimeter of the dome, and the orifice connected
to this, are highly plastic [50]. Fluorescence spectroscopy
experiments demonstrated that calcium ions interact with
the molecule bringing about a reversible change in the
Trp environment [51]. 
These structural results stimulated detailed MD simula-
tions in which the affects of calcium ions on the atomic pa-
rameters, derived from the crystal structure, were explored
[48]. The calculations showed that the binding of calcium
ions led to a widening of the central orifice, an increase in
mobility in the GroEL-binding loop, and the generation of
concerted motions in the seven subunits. The simulations
also suggest interplay between two distantly spaced loops,
the metal-binding ‘dome loop’ and the GroEL-binding
‘mobile loop,’ implying an important cation-mediated role
in the recognition of Chaperonin-60 (fig. 4A). In the pres-
ence of cations, the mobile loop appears poised ready to
dock onto the Chaperonin-60 structure (fig. 4B). Analysis
of correlated motions reveal that in the presence of calcium
ions, there is a significant increase in correlated motion, in
the heptamer as well as in each monomer. 
The enhanced flexibility in the presence of ions has been
postulated elsewhere [52] and could well turn out to be a
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Figure 4. (A) View of the crystal structure of the Mycobacterium tu-
berculosis Cpn-10 with metal ions. The ribbon diagram was drawn
with MOLSCRIPT. Each subunit is shown in a different color and
the metal ions are colored in white. The loop regions have been
marked accordingly. (B) A detailed picture of the various confor-
mations sampled by the mobile loop of subunit A during the last 1.8
ns of both MD simulations. From the crystal structure taken as the
starting conformation, snapshots of the mobile loop were taken
every 100 ps and superimposed. A, in the presence of calcium ions;
B, in the absence of calcium ions. 

A



general mechanism to assist a disorder-to-order transition
by creating a large population of structures from which
the binding structure is selected, or in the thermodynamic
view, by lowering the barriers for this conformational
change. Increased correlated motions in the presence of
metal suggests that Chaperonin-10 may exploit breathing
modes to bind to Chaperonin-60 and to carry out its fold-
ing and allosteric functions efficiently. The tight coupling
between loops also suggests that metal ions may assist in
the transmission of signals across the molecule via the
global oscillations.

Lipases
Lipases are enzymes that cleave triglycerides; their reac-
tivity depends crucially on conformational flexibility
which is governed by the nature of the solvent conditions.
The enzymes are generally inactive in aqueous conditions
and are activated by an organic phase, a process referred
to as interfacial activation [53]. Crystallographic analysis
of the lipase from Thermomyces lanuginosa has shown
that there is a helix segment that covers its catalytic site in
polar conditions (closed state), and that this is displaced
on interfacial activation, revealing the catalytic residues
to the glyceride substrate (open state) [54]. X-ray analy-
sis of the native enzyme in the presence of increasing lev-
els of lipid showed that there were three well-defined po-
sitions for the protecting helix, a closed inactive state, a
partially closed low-activity state and an open fully active
state [55]. This suggests that, in solution, there is a dy-
namic motion of this helix, covering the active site, be-
tween at least three states identified in the crystallo-
graphic studies (fig. 5). The simulations showed that the

three states were separated by low (ca 11 kcal/mol) en-
ergy barriers and that exchange occurred at the microsec-
ond timescale. 
The plasticity in the lipase specificity pocket plays an im-
portant part in the recognition specificity and products of
the enzyme. Because lipases are able to carry out very
difficult chemistry, they are often used in synthesis; for
example, in the monoacylation of sucrose, a regioselec-
tive reaction. Depending on conditions, lipases produce
different positional isomers. The lipase from T. lanugi-
nosa displays a high regioselectivity for the 6-hydroxyl
position in the acylation of sucrose [56] while that from
Candida antarctica B yields a mixture of two monoesters
(the 6-hydroxyl and the 6¢-hydroxyl position) [57]. Inves-
tigation into general lipase motions in the C. antarctica B
and T. lanuginosa species identifies modes of molecular
vibrations that can be associated with the enzyme speci-
ficites. These are linked to the movements that protect
and expose the catalytic and binding site [58]. 
To understand the observed regioselective transesterifi-
cation, computational analyses of putative transition
states in the reaction of sucrose with vinyl laurate cat-
alyzed by lipases from C. antarctica B and T. lanuginosa
have been carried out (fig. 6). The binding pocket of li-
pase from Candida is large and plastic, and it adapts to
the conformational variability of the ligand substrates by
small, rapid local adjustments. This leads to the identifi-
cation of one large pocket in Candida that accommodates
both the sucrose and the lauroyl moieties of the transition
state leading to a broad specificity and mixed products. In
contrast, the smaller pocket of the Thermomyces lipase is
divided into two volumes, one polar and the other non-
polar. There are no significant local motions detected in
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Figure 5. Pathway of conformational change in the Thermomyces (Humicola) lanuginosa lipase showing the hinge at Arg84 associated with
the lid helix movement. The figure shows 19 computed states that occur between the active and inactive forms. Conformational states are
shown with the order of events from dark blue (first three structures) to dark red (last three structures), and by the direction of the arrows;
key residues are labeled (divergent stereo). Taken from Brzozwski et al. [55] with permission.



these two pockets which impose more specific constraints
on the ligand. Thus the different capacity to adapt to vary-
ing conformations of the ligands in the two enzymes oc-
curs as a result of the specificity pocket being a single
mobile cavity in one case and a split but more rigid cav-
ity in the other. The relatively well-defined structure of
the two pockets in the enzyme from T. lanuginosa partly
rationalizes its tighter specificity.

Prions
Prions have very unusual properties that present both ex-
perimental and conceptual problems to protein science
[59–61]. The protein is abundant and thought to be in-
volved in diurnal rhythms [62] as well as, more recently,
as a genetic element [63], thereby challenging the long-
held central dogma of molecular biology [64] ‘…all
genetic information is stored and transferred digitally
through DNA – the only possible explanation of how life

evolved. Indeed, it seems that we see growing evidence
that information can be transferred genetically in an
analogous way through the prion’. Prions have a strong
tendency to form amyloid fibers in which the native
structured prion, PrPc, is altered in conformation, evi-
dently containing more beta strand and sheet structure
and probably in part unfolded, to form the so-called
PrPSc. PrPSc is associated with transmissible spongi-
form encephalopathies, an infectious condition in which
the patient suffers major lesions in the brain leading to
incapacity and inevitable death. The infectious mecha-
nism is not understood but it is evidently based on the
molecular properties of the prion in which PrPSc inter-
acts with PrPc and generates more PrPSc until cell dam-
age results. These events represent a new disease mech-
anism and present protein science with a fascinating and
fundamental problem. Attempts to investigate the phe-
nomenon by experimental methods have however been
frustrated by the so-far intractable difficulties associated
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Figure 6. Contour plots of the correlations between distributions of the Calpha positions in lipases. Positive values are shown above the di-
agonal and negative values are shown below the diagonal. The contours correspond to correlations of –0.6, –0.3, 0.3 and 0.6 in lipases from
C. antarctica B (A) and T. lanuginosa (B); the dashed lines show the location of the lid region. (C) Stereoview of the Calpha trace of T
lanuginosa in blue ribbon with ligands shown in green spheres; the lid region in red is anti-correlated in motions with the regions in yel-
low and the black arrows depicts this motion. (D) Stereoview of the Calpha-trace of T. lanuginosa in blue ribbon with ligands shown in
green spheres; the 200–250 subdomain region in red is anti-correlated in motion with the regions in yellow, and the black arrow depicts
this motion. C, D are viewed in two roughly perpendicular directions. Figure taken from Fuentes et al. [58] with permission.



construct at 129–131 and 161–163, and in the human at
189–193 and its twofold equivalent in the other monomer.
The segment 189–193 contains four Thr residues. In the
sheep prion C-terminal domain, the crystal structure con-
tains further beta strand interactions at 129–131, forming
an intramolecular anti-parallel beta sheet with 161–163.
Its extension in the crystal lattice to a four-stranded sheet
around the crystal twofold axis is an indication of a pos-
sible pathway toward an amyloid structure. 
In the human prion C-terminal dimer, helix 3 swaps with
its partner with a concomitant reduction and oxidation of

with a complex pattern of oligomeric intermediates and
insoluble fibers [65, 66]. 
The crystal structures of the sheep and human C-terminal
prion domain have revealed first that the molecule is able
to undergo a spectacular helical rearrangement that in-
cludes both reduction and oxidation of buried disulfide
bonds [67, 68]. This behavior illustrates just how exten-
sive the conformational properties of proteins can be –
this flexibility in the prion is likely a factor in its en-
hanced ability to form fibers. Secondly, in both dimers
there are anti-parallel beta sheet interactions, in the sheep
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Figure 7. (A) A possible model for the development of aggregates in
prion proteins using the crystal structures of sheep and human pri-
ons. (B) Simulated conversion of Syrian hamster D147N PrPC to
PrPSc at low pH. a, the wild-type NMR structure is shown (left)
with the helices and strands labeled. A representative PrPSc-like
structure (8-ns snapshot) is shown (right). b, hydrogen-bonding net-
work of the PrPC strands S1 and S2 and the in silico PrPSc sheet
E1–E3. Taken from De Marco and Dagget [71] with permission.
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the disulfide bond 179–214. The beta strand 189–193 de-
velops from a helix and this indicates that there is a po-
tential in this particular sequence for beta strand transi-
tion. Figure 7A illustrates the sheep prion monomer with
the conformation seen in the crystal and the sheep prion
monomer with the conformation modeled from the hu-
man dimer. This modified monomer has a beta strand be-
tween 189 and 193 instead of a helix. The sequence in this
region is most unusual consisting of TVTTTT. In the sim-
ulations, between the two conformations, it could be seen
that the Thr OG was satisfying the hydrogen-bonding po-
tential of the main chain as it switched from helix to
strand. This property reduced the activation energy for
the transition and the question now arises as to whether
this behavior is a factor in the instability at the C-termi-
nal residues of helix 2 identified by Dima and Thriumalai
[69]. These calculations are based on an analysis of heli-
cal sequences and charge in the PDB which suggested
that there were unusual characteristics in the prion he-
lices, especially 2 and 3. By concentrating their simula-
tions on segments of helical instability, Thriumalai and
his colleagues propose that helix 1 is not involved but that
the second half of helix 2, and some of helix 3 lose helic-
ity and form either beta strands or random coil. This find-
ing is consistent with the development of beta strand
structure at 188–193 in the human prion dimer observed
in the crystals and does suggest that this region of the
prion is plastic [68]. This encouraging picture is however
weakened by the findings that an Fab, whose epitope is at
the helix 2 C terminus 190–193, binds to both PrPc and
PrPSc, suggesting that this element of structure does not
undergo conformational change in amyloid formation
[71]. This conflict is a reminder of the primitive state of
prion fiber research.
The experimental frustrations and the advances in compu-
tational power and methods have encouraged MD simula-
tions not just of isolated conformational events but also of
the PrPcÆPrPSc conversion. Even though the outcomes
of such calculations are unlikely to be correct in any de-
tail, they have real value in identifying conformational po-
tential in the molecule which can aid our understanding of
the phenomenon of amyloid fiber formation. The simula-
tions by DeMarco and Daggett on PrPcÆPrPSc have gen-
erated extra beta strands (fig. 7B), especially at low pH,
and suggest possible interactions that lead to the develop-
ment of amyloid structure [71]. The authors have built a
model for the fiber which they have mapped on to elec-
tromicroscope images and in which the sugar-binding
sites have been successfully included, which is encourag-
ing. However, this model differs from other proposals
[69], an obvious indication of present inadequacies in
treating (un)folding processes.
Evidence that solvent-protein interactions are critical in
fiber formation [67] has prompted calculations on the
behavior of solvent at prion surfaces. Fernandez’s analy-

sis of the prion PrPc H bonding pattern [72] reveals that
the prion C-terminal domain has a unusually low ratio of
protected and unprotected main chain H bonds. These re-
gions turn out to be populated by polar residues with the
capacity to H bond to water molecules and, one pre-
sumes, stabilize them locally to some degree. Compari-
son with D-exchange by NMR methods showed an ex-
cellent correlation with the predicted unprotected main
chain H bonds which encouraged a full MD simulation
of the pattern of solvation at the surface [73]. These cal-
culations reveal that at the unprotected sites, the water is
extremely mobile, essentially like bulk water. Thus the
side chain polar groups are not stabilizing water mole-
cules but serving to create a highly dynamic population
which, in the event of local fluctuations of the main
chain H bonds, will be well placed to invade the protein
and favor unfolding and fiber formation. Characteriza-
tion of the solvent-protein interface is likely to be a crit-
ically important factor in understanding stability, confor-
mational change, denaturation and the formation of
fibers.

Discussion

There is obvious scope for more research in developing
techniques. In addition to the analyses we have described,
there have been other very penetrating studies on systems
such as myoglobin, alpha-lytic protease, cysteine pro-
teases and dihydrofolate reductase, all of which demon-
strate the important connections between molecular mo-
tions and reactivity [74]. 
The rate of progress in molecular calculations is making
feasible analyses of larger and more complex dynamic
systems, for example the ribosome [75]. By contrast, an-
other and very different example where insight is still
needed is the nature of the patterns of interactions made
by water and counterions at the protein surfaces. These
interactions are important if we are to understand the na-
ture of the structural, chemical and thermodynamic fac-
tors that govern protein stability, leading from this to
fiber formation, one of the most important unresolved is-
sues in protein science.
The knowledge of the important role particular amino
acid side chains can play in molecular motion provides a
wider reference for the involvement of amino acids in
protein structure and function. Thus global modes of vi-
bration can provide a very satisfactory explanation for
how mutations distant from active sites can affect activity
[76]. Consequently, we should emphasize that selection
pressure operates just as much on molecular motions of
amino acid side chains as on amino acid chemistry, and
one of the beauties of molecular calculations is that ef-
fects of mutations on protein function, both positive and
negative, can be so effectively explored.
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These patterns of molecular flexibility are clearly intrin-
sic to proteins and, as Miller and Agard [77] say, “have
two possible implications. The first pertains to protein en-
gineering, and is the idea that desired patterns of flexibil-
ity might be ‘designed into’ a protein by specific muta-
tion, as a means of either selecting or regulating a given
function. The second pertains to rational drug design. If
dynamics are important for enzyme function, and if the
protein regions most responsible for the motion can be
identified, they might present a potential target for small-
molecule drug binding and inhibition.” Finally, it must be
remembered that calculations on protein motions are still
in an early stage and better approximations of the com-
plexities in macromolecular systems together with fur-
ther advances in computer power are needed. We also
need much more refined analyses of the effects of muta-
tions both near and distant to the active sites on reaction
rates and specificities. 

Conclusion

The most important development in the field is that the
validity of simulated models of molecular behavior is
now being established convincingly through their ability
to match reasonably well the spectroscopic, thermody-
namic, kinetic and other experimental observations.
These experimental data are the essential test which the
computational models have to satisfy. As the examples
discussed above, and increasingly others in the literature
show, advanced MD simulations can generate satisfac-
tory values for the reaction kinetics, residency times and
thermodynamic parameters for protein mechanisms, in a
range of protein systems. This ability of simulations to
model atomic and molecular events matters because it
brings in a new dimension to structural biology. It extends
the understanding of biological mechanisms from local
structural and chemical events to include specific molec-
ular motions. In this connection, it seems to us that the
catalytic process in enzymes is likely to exploit the en-
ergy available from local and global molecular motions
just as much as from the particular chemical environ-
ment. With the development of computing there is little
doubt that we shall see many more such studies, and very
valuable they will be in providing a new, and much
needed level of structural and mechanistic insight. What-
ever the problems still ahead, the extent of progress in
molecular simulations is remarkable and the long-stand-
ing skepticism of the experimentalists is no longer justi-
fied. 
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