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Background: Although surveillance systems
used to mitigate disasters serve essential public
health functions, communities of color have
experienced disproportionate harms (eg, crimi-
nalization) as a result of historic and enhanced
surveillance.

Methods: To address this, we developed and
piloted a novel, equity-based scoring system to
evaluate surveillance systems regarding their
potential and actual risk of adverse effects on
communities made vulnerable through in-
creased exposure to policing, detention/incar-
ceration, deportation, and disruption of access
to social services or public resources. To develop
the scoring system, we reviewed the literature
and surveyed an expert panel on surveillance to
identify specific harms (eg, increased policing)
that occur through surveillance approaches.

Results: Scores were based on type of infor-
mation collected (individual and/or neighbor-
hood level) and evidence of sharing information
with law enforcement. Scores were 0 (no risk of
harm identified), 1 (potential for risk), 2
(evidence of risk), and U (data not publicly
accessible). To pilot the scoring system, 44
surveillance systems were identified between
June 2020 and October 2020 through an
environmental scan of systems directly related to
COVID-19 (n¼21), behavioral and health-related
services (n¼11), and racism and racism-related
factors (n¼12). A score of 0-2 was assigned to
91% (n¼40) of the systems; 9% were scored U;
30% (n¼13) scored a 0. Half scored a 1 (n¼22),
indicating a “potential for the types of harm of
concern in this analysis.” “Evidence of harm,” a
score of 2, was found for 12% (n¼5).

Conclusions: The potential for surveillance
systems to compromise the health and well-
being of racialized and/or vulnerable popula-
tions has been understudied. This project
developed and piloted a scoring system to
accomplish this equity-based imperative. The
nobler pursuits of public health to improve the
health for all must be reconciled with these

potential harms. Ethn Dis. 2023;33(1):63–75;
doi:10.18865/ed.33.1.63

Keywords: COVID; Policing; Big Data; Health
Inequities/Health Equity; Racism

1 Department of Urban Public Health, Charles R.
Drew University of Medicine and Science, Los
Angeles, CA
2 Center for the Study of Racism, Social Justice &
Health, Department of Community Health Sci-
ences, UCLA Fielding School of Public Health,
Los Angeles, CA
3 Department of Epidemiology, University of
Washington, Seattle, WA
4 Department of Communication, Culture &
Media Studies, Cathy Hughes School of Com-
munications, Howard University, Washington,
DC
5 Stop LAPD Spying Coalition, Abolitionist Or-
ganization, Los Angeles, CA
6 Departments of Behavioral, Social and Health
Education Sciences and African American Stud-
ies, Emory University, Atlanta, GA

Address correspondence to Bita Amani, PhD,
MHS; Department of Urban Public Health,
Charles R. Drew University of Medicine and
Science, Los Angeles, CA. bitaamani@cdrewu.
edu

INTRODUCTION

In the United States, securing and
managing land, resources, and popu-
lations to the benefit of white suprem-
acy occurs through policing.1–4

Policing has recently been established
within the public health field as
harming the Black, Indigenous, and
People of Color (BIPOC) community

well-being in a myriad of ways, as it
increases exposure to violence
(through shootings), mental distress
(consistent threat of harassment), and
increased risk of incarceration,5–7

detention, deportation, and denial or
disruption of services. Surveillance is
central to mediating these harms, yet
the role of surveillance in policing is
underappreciated within public
health.8–10 Surveillance is widely used
within public health and integrates
many if not all public health func-
tions, in particular those needed
during disasters such as COVID-
19.11–14 Within health sciences, pub-
lic health surveillance has been an
essential state function for preventing
and mitigating adverse health out-
comes amongst groups (community,
local, state, and national level).
Efforts to monitor and mitigate

public health disasters that intersect
policing can harm BIPOC communi-
ties by stigmatizing them and encour-
aging law enforcement to intervene
(eg, incarceration, deportation). Given
these connections, what then is the
relationship between public health,
surveillance, and policing? As public
health data systems are expanding and
being integrated into other surveil-
lance systems (and as pandemics
emerge), it is important for the public
health workforce to be aware of these
connections—to specifically know the
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role of data to policing, and its points
of intersect with public health.
Though the need exists, we are aware
of no systematic approach within the
field to assess these connections and
their associated harm of increased
exposure to incarceration, detention,
deportation, and denial/disruption of
services (ie, access to housing). This
article explains how a novel scoring
system was developed to guide the
assessment of these potential harms
and presents the results of a pilot study
that applied the scoring system to
COVID surveillance systems and oth-
er surveillance tools used to track
health inequities. The scoring system
assesses the potential for public health
systems to contribute harm to BIPOC
communities through information use
by and sharing with law enforcement.
Below, we define surveillance-relat-

ed harm due to policing, discuss its
history and its relationship to public
health crises, and present the novel
scoring system development and pilot
results.

SURVEILLANCE-RELATED

HARM: HISTORY AND

INTERSECTIONS OF POLICING,
RACISM, AND PUBLIC

HEALTH

In 2018, the American Public
Health Association declared that po-
licing harms BIPOC communities in a
myriad of ways. It increases mental
distress due to, for instance, the
persistent threat of police harassment
(eg, stop and frisk), exposure to
violence from law enforcement, and
increased risk of incarceration, deten-
tion, deportation, and denial/disrup-
tion of services.5–7 Surveillance plays a
key role in enabling these harms, yet
little evidence exists of the effects of
such surveillance on public health
crises, in particular inequities in infec-
tious disease disasters. Surveillance, as

the systematic monitoring of groups
for a wide array of factors, is used
within public health (public health
surveillance) as well as in policing.
Surveillance-related harm attributable
to policing occurs through a number
of ways including physical violence
(eg, beatings and shootings); mental
distress (eg, due to perpetual risk of
being stopped and frisked by police);
incarceration, detention by local or
federal authorities (ie, immigration
and naturalization enforcement
[ICE]); and denial or disruption of
access to services (eg, public housing).
The literature summarized below in-
dicates it is important to consider (1)
the historical relationship between
surveillance, racism, and public health;
(2) the contemporary relationships
between surveillance, policing, and
the technology industry; and (3) recent
examples of surveillance and criminal-
ization specific to COVID-19.
Historically, the forms of state-

sanctioned violence on which the
United States was founded, which
include settler-colonialism, chattel
slavery, and segregation,3,8,15 relied
heavily upon the surveillance technol-
ogies available at the time. Table 1
includes 3 historical examples of the
relationship between surveillance, pub-
lic health, and racism and describes the
harms on both the individual and
community level associated with the
public health and law enforcement
partnerships and sharing of informa-
tion. Historically, elected officials and
others believed that infectious condi-
tions originated among or were exac-
erbated within racially stigmatized
populations.16 Health surveillance
and research provided the tools and
data needed for other agencies, such as
law enforcement, to take actions to
protect the health and interests of
more privileged, “desirable,” and white
populations and corporations.
Surveillance strategies and rationales

reflect the particular contexts of state
crises and emergencies.17,18 In the last

3 decades, the “War on Terror” has
bolstered the unprecedented expansion
of the surveillance industry and this is
directly connected to policing in the
United States.9,19,20 Since the passing
of the 2004 Intelligence Reform and
Terrorism Prevention Act, the techno-
logic industry has established the
infrastructure needed to work across
the public and private sectors in the
United States, including policing. The
effect of these changes have resulted in
considerable and disproportionate sur-
veilling of BIPOC communities, bor-
ders, and nations as their land and
movement are inherently believed to
be simultaneously desirable (ie, for
gentrification; resources) and more
threatening (ie, needing policing or
military intervention).9,21–23 For ex-
ample, Palantir, a US-based software
company founded in 2003 with mul-
tiple defense, law enforcement, and
enforcement-related contracts, has
been drawing concern by both its
own employees and the general public
over the use of its software in the
apprehension and detention of mi-
grants at the US-Mexico border.24,25

US Immigration and Customs En-
forcement (ICE) has become the
largest domestic surveillance agency
in the nation.26 Securitization is
historical and racially complex, con-
necting histories of colonialism and
imperialism. While it is not new, it has
scaled up considerably, resulting in a
complex “information-sharing envi-
ronment” with many public health
and equity-relevant consequences. The
mechanisms by which it operates are
typically obscured, with abolitionist
organizations such as Stop LAPD
Spying Coalition seeking to illuminate
these mechanisms. Figure 1 describes
the surveillance architecture by which
such data sharing occurs in Los
Angeles County and connects this to
national and global institutions. In this
diagram, private and public refers to
how these entities are funded and does
not describe data availability.

Evaluating Surveillance-Related Harm – Amani et al

64 Ethnicity & Disease, Volume 33, Number 1, Winter 2023



Ta
b
le

1.
Th

e
in
te
rs
ec

ti
o
n
o
f
p
u
b
lic

h
ea

lt
h
su

rv
ei
lla

n
ce

,
p
o
lic

in
g
,
an

d
ra
ci
sm

:
h
is
to

ri
ca

l
an

d
co

n
te
m
p
o
ra
ry

ex
am

p
le
s

C
o
m
m
u
n
it
y

D
is
ea

se
C
o
n
te
xt

Pu
b
lic

h
ea

lt
h
su

rv
ei
lla

n
ce

Su
rv
ei
lla

n
ce

-r
el
at
ed

h
ar
m

H
is
to
ric

al
ca
se
s

Ch
in
es
e
re
si
de

nt
s
of

Sa
n

Fr
an

ci
sc
o
la
te

18
00

s
Ch

ol
er
a

Ch
in
es
e
pe

op
le

st
ig
m
at
iz
ed

as
di
se
as
ed

,
cu

ltu
ra
lly

in
fe
rio

r,
an

d
ris
k
to

w
hi
te

co
m
m
un

iti
es

Pu
bl
ic

he
al
th

m
ap

s
pr
od

uc
ed

“
ev
id
en

ce
”
th
at

ci
ty

of
fic
ia
ls
us
ed

to
ta
rg
et
,
ci
te

Ch
in
es
e
re
si
de

nt
s

M
ap

s
w
er
e
us
ed

in
th
e
po

lic
in
g
of

Ch
in
es
e
re
si
de

nt
s,

an
d
da

ta
pr
ov
id
ed

ra
tio

na
le

fo
r
th
ei
r

ec
on

om
ic

an
d
so
ci
al

ex
cl
us
io
n

M
ex
ic
an

co
m
m
un

iti
es
,
Lo
s

A
ng

el
es

19
30

s
Tu
be

rc
ul
os
is
an

d
sy
ph

ili
s

M
ex
ic
an

co
m
m
un

iti
es

w
er
e
m
ar
ke
d

bo
th

ill
an

d
ill
eg

al
,
th
er
ef
or
e
a

ris
k
of

di
se
as
e
tr
an

sm
is
si
on

fo
r

“
in
no

ce
nt
,”

“
cl
ea
n”

re
si
de

nt
s

H
ea
lth

or
ga

ni
za
tio

ns
tr
ac
ke
d

M
ex
ic
an

pa
tie

nt
s
to

de
te
rm

in
e

w
he

th
er

th
ey

di
sc
on

tin
ue

d
th
ei
r

sy
ph

ili
s
an

d/
or

tu
be

rc
ul
os
is

tr
ea
tm

en
t
re
gi
m
en

s

M
ex
ic
an

pa
tie

nt
s
no

t
co

m
pl
et
in
g

tr
ea
tm

en
t
w
er
e
de

po
rt
ed

.
Th

is
ra
tio

na
le

al
so

re
su
lte

d
in

M
ex
ic
an

pa
tie

nt
s
w
ith

ou
t
tu
be

rc
ul
os
is

be
in
g
de

po
rt
ed

Bl
ac
k
Pa
nt
he

r
Pa
rt
y
an

d
Co

al
iti
on

ac
tiv
is
m

ea
rly

19
70

s

V
io
le
nc

e
as
so
ci
at
ed

w
ith

“
ur
ba

n”
ce
nt
er
s

G
ov
er
nm

en
t
ag

en
ci
es

so
ug

ht
to

su
rv
ei
la

nd
in
ca
rc
er
at
e
ac
tu
al

an
d

po
te
nt
ia
la

ct
iv
is
ts

th
at

w
er
e

pr
ot
es
tin

g
an

d
or
ga

ni
zi
ng

ag
ai
ns
t

ra
ci
al

an
d
ot
he

r
so
ci
al

in
ju
st
ic
es

U
CL

A
so
ug

ht
to

es
ta
bl
is
h
a
Ce

nt
er

w
ho

se
fr
am

ew
or
k
w
as

th
at

vi
ol
en

ce
is
tr
ea
ta
bl
e
th
ro
ug

h
m
ed

ic
al

in
te
rv
en

tio
n
by

in
ve
st
in
g

in
da

ta
(ie

,
be

ha
vi
or
al
)
fo
r
th
e

st
ud

y
an

d
tr
ea
tm

en
t
of

“
vi
ol
en

t”
pe

rs
on

s

W
hi
le

ac
tiv
is
ts

ch
al
le
ng

ed
th
e

de
ve
lo
pm

en
t
of

th
e
Ce

nt
er
,

m
ed

ic
al
iz
at
io
n
of

vi
ol
en

ce
in
cr
ea
se
s
cr
im

in
al
iz
at
io
n
of

BI
PO

C
co

m
m
un

iti
es

as
it
lo
ca
te
s
vi
ol
en

ce
w
ith

in
th
em

an
d
no

t
st
ru
ct
ur
es

Co
nt
em

po
ra
ry

ca
se
s

BI
PO

C
co

m
m
un

ity
,

pr
ed

om
in
an

tly
Bl
ac
k;

D
et
ro
it,

M
I3
7

CO
V
ID
-1
9

Po
lic
e
al
re
ad

y
us
e
fa
ci
al

re
co

gn
iti
on

te
ch

no
lo
gy

an
d
ca
m
er
as

to
su
rv
ei
l

re
si
de

nt
s
fo
r
ac
tu
al

or
po

te
nt
ia
l

cr
im

e

Em
er
ge

nc
y
st
ay
-a
t-
ho

m
e
or
de

rs
is
su
ed

to
re
du

ce
CO

V
ID

sp
re
ad

.
Po

lic
e
us
ed

te
ch

no
lo
gy

to
id
en

tif
y

no
nc

om
pl
ia
nc

e
w
ith

CO
V
ID

em
er
ge

nc
y
or
de

rs

BI
PO

C
di
sp
ro
po

rt
io
na

te
ly
id
en

tif
ie
d

us
in
g
po

lic
e
su
rv
ei
lla
nc

e
da

ta
fo
r

no
nc

om
pl
ia
nc

e,
an

d
fin

ed
(e
g,

$1
00

0)
an

d/
or

in
ca
rc
er
at
ed

BI
PO

C
co

m
m
un

ity
,

pr
ed

om
in
an

tly
Bl
ac
k;

N
ew

Yo
rk

Ci
ty
,
N
Y3

8

CO
V
ID
-1
9

Be
fo
re

th
e
pa

nd
em

ic
,
st
op

an
d
fr
is
k

ta
ct
ic
s
us
ed

by
N
ew

Yo
rk

po
lic
e

do
cu

m
en

te
d
as

ra
ci
st

an
d
ca
us
in
g

ha
rm

Po
lic
e
en

fo
rc
e
CO

V
ID

so
ci
al
-

di
st
an

ci
ng

or
de

rs
O
f
40

pe
rs
on

s
ar
re
st
ed

fo
r

no
nc

om
pl
ia
nc

e
w
ith

th
e
or
de

rs
,

35
w
er
e
Bl
ac
k

Re
si
de

nt
s
of

Lo
ui
sv
ill
e,

KY
3
9

CO
V
ID
-1
9

Th
e
G
PS

m
on

ito
rs

w
er
e
de

sc
rib

ed
as

a
be

tt
er

al
te
rn
at
iv
e
to

ar
re
st
in
g

an
d
de

ta
in
in
g
pe

rs
on

s

G
PS

an
kl
e
m
on

ito
rs

w
er
e
be

in
g

us
ed

to
en

fo
rc
e
or
de

rs
of

is
ol
at
io
n
on

in
di
vi
du

al
s
w
ho

te
st
ed

po
si
tiv
e
fo
r
CO

V
ID
-1
9
an

d
al
le
ge

dl
y
no

nc
om

pl
ia
nt

w
ith

st
ay
-

at
-h
om

e
or
de

rs

El
ec
tr
on

ic
m
on

ito
rin

g
ha

s
be

en
kn

ow
n
to

ha
ve

ad
ve
rs
e
ef
fe
ct
s
fo
r

th
os
e
w
ho

ar
e
sh
ac
kl
ed

to
it

BI
PO

C,
Bl
ac
k,

In
di
ge

no
us
,
an

d
Pe
op

le
of

Co
lo
r

Evaluating Surveillance-Related Harm – Amani et al

Ethnicity & Disease, Volume 33, Number 1, Winter 2023 65



As with historical epidemics, surveil-
lance efforts to mitigate the COVID
pandemic continue to lead to height-
ened surveillance of BIPOC commu-
nities owing to racist assumptions
about disease and criminality among
them. The implications are exacerbated
by the dominance of the surveillance
industry, which criminalizes diverse
populations more efficiently. The in-
dustry has been expanding its focus to
manage public health disasters.27 For
example, Palantir has been awarded
COVID-19–related contracts and has
sought pandemic management con-
tracts in other countries as well.28,29

There have been many reasons why
adherence to COVID-19 mitigation
and containment strategies have been
challenging for racially marginalized
communities.30–32 These challenges
include being overrepresented in essen-
tial workforces that had to be in person
and underrepresentation in workforces
that allowed for working from home or
remotely.33,34 In addition, communi-
ties of color were overrepresented in
dense and overcrowded housing in-

cluding those where disease transmis-
sion risk was high such as prisons, jails,
and detention centers.35,36 In BIPOC
communities, residents who do not
comply with COVID-19 public health
strategies experience heightened risk of
being cited or arrested for the viola-
tions (Table 1).37–39

DEVELOPMENT OF THE

NOVEL SCORING SYSTEM

To develop the scoring system and
establish the criteria for each score, we
conducted a review of the literature on
the intersections between race and risk
assessments and convened an expert
panel. The scores were developed to
assess public health surveillance sys-
tems’ potential to facilitate harm
through increased exposure to polic-
ing, detention/incarceration, deporta-
tion, and disruption of access to social
services or public resources. The scores
assess harm by type of data that is
collected and whether the data are
used or shared with law enforcement

or law enforcement–like agencies. We
consider a public health surveillance
system to be any technology (ie,
database) that systematically collects
health or health-related information
on population well-being and well-
being–related factors. Given our focus
on equity-based work, this includes
systems that examine structural racism
or racism-related factors (such as
discrimination).
The purpose of our literature review

was to focus on race and risk assess-
ments (including predictive tools such
as algorithms). We reviewed and went
beyond typical databases (such as
PubMed, JSTOR, and Lexus Nexus)
and identified publications produced
by nonprofits and community organi-
zations, ranging from mainstream
reformist criminal justice entities to
abolitionist ones that are referenced
below. We focused on historic case
studies of public health surveillance,
racialization, and racism and identified
contemporary examples of increased
criminalization, stigmatization, and
harm associated with COVID-19 sur-

Figure 1. Information-sharing environment: the Stalker State
Source: Developed by StopLAPDspying.org and reproduced with permission from Stop LAPD Spying Coalition
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veillance and the expansion of the
surveillance industry. Across all of
these explorations were considerations
in regard to (1) de-identified data,
confidentiality, and anonymity; (2)
public versus private use datasets; (3)
reproduction of racism within data-
bases and analytic techniques; and (4)
data used to develop predictive ana-
lytics and assessments.
We examined ideas raised in the

literature with an expert panel on
surveillance with whom we conducted
three 2-hour sessions between Decem-
ber 2020 and January 2021. Expert
panel members (N¼8) were public
health practitioners, epidemiologists,
and community-based organizers. The
members of the panel had extensive
and a wide range of expertise on
surveillance with different members
having developed public health sur-
veillance systems, used surveillance
systems to address health inequities
or public health crises, and/or orga-
nized political education and commu-
nity-based actions around police and
surveillance abolition. Between n¼4
and n¼6 members of the expert panel
participated in each session. Two
members of the research team facili-
tated each session. The research assis-
tants recorded and transcribed panel
discussions verbatim, using Zoom
technology. Two independent review-
ers used NVIVO, a qualitative analysis
software, to code, identify themes, and
discuss recurring points, which were
later shared and clarified with the
panel in subsequent meetings.
Prior evidence40–42 indicates wide-

spread agreement that the growth of
the surveillance industry is forming a
new “data environment” characterized
by (1) the development and adoption
of new technologies; (2) the reliance
on systems and strategies to increase
data collection, sharing, and operabil-
ity; (3) algorithms and other analytic
strategies to use the data to “prevent”
terrorism and/or crime; (4) a focus on
infrastructure that allows for informa-

tion to be digitized and shared and
communicated more rapidly; and (5)
automation of racial profiling. The
role of police officers here then is aid
in the obtaining of data to be used in
this data environment.43 In other
words, the police departments them-
selves are a source of data for surveil-
lance.
In the development of the scoring

system, we reviewed the literature to
explore whether de-identified data
within existing surveillance systems
used by public health, in particular
during crises, can aid law enforcement
in finding specific individuals. Debates
about whether the de-identification of
surveillance data guarantees the ano-
nymity of individuals exist in the
literature; re-identification may be
possible whether the data included are
samples or entire populations.44–52

Additionally, we reviewed the growing
development of and reliance on pre-
dictive tools in policing and prosecu-
tion for the type of data they use and
whether they exacerbate the potential
for harm. These tools purport to be
able to assess future criminality by
profiling individuals and their commu-
nities based on such information as the
ZIP code and demographic character-
istics (eg, employment history) and use
data on neighborhoods and networks
(social network analysis) to build
associations across groups of peo-
ple.53–56 Evidence on the effect of gang
injunctions shows how these databases
can have collateral consequences, such
as longer sentences and denial of
resources, and increase racial stigmati-
zation.57 Finally, the review also raised
concerns about an emerging practice
among public health units: the adop-
tion of policing-like applications (such
as Citizen App) in COVID-19 contact
tracing. These policing tools are known
to racially profile neighborhoods.
While contact tracing is an important
public health strategy for disease pre-
vention and mitigation, if COVID-19
data generated by this app were shared

with law or immigration enforcers,
could it in turn support large-scale
criminalization of groups of people
through network associations and im-
pede long-term public health goals of
community well-being?
The expert panel interviews shed

light on the tension between public
health needing to scale up and inte-
grate surveillance systems, so that data
can be readily available for use in real
time during crises, and the uncertainty
as to how law enforcement and social
service institutions would use COV-
ID-19 data, or public health data more
broadly, to police, incarcerate/detain,
deport, or deny access to housing and
social services. Particularly salient and
relevant to the development of the
score is the potential implication there
is to the increased value of data of all
types in both the development and
implementation of tools and algo-
rithms to automate risk profiling of
individuals, neighborhoods, and com-
munities. The literature supports in-
sights from the expert panel as
well.22,58,59

Scoring System
Based on the literature review and

expert panel results, the scoring system
focused on operationalizing 2 charac-
teristics that may contribute to harm
when they co-occur. First, racial
profiling occurs when data and algo-
rithms are used to make decisions
about the level of “criminality” or
“eligibility” for social services of an
individual or of members of a com-
munity. Therefore, the first criterion
was whether the data are reported and
therefore publicly available, at both the
individual and neighborhood levels,
which has the “potential” to harm
either through data being associated
with the individual or being used to
predict how other individuals or
neighborhoods would behave. The
second criterion was whether the data
are either used or shared with law
enforcement. Racial profiling occurs
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through the use of data and algorithms
to make decisions about an individu-
al’s or neighborhoods’ “criminality” or
“eligibility” for needed services. Law
enforcement and others (eg, social
service agencies such as those granting
government subsidies) have used both
neighborhood- (less than county-level)
and individual-level data to asses
risk.22,58,60 During COVID-19, we
found evidence of police labelling
neighborhoods as COVID-19 “hot-
spots” on the basis of COVID-19
data.61,62 There is the potential then
for these marked neighborhoods to
either attract more surveillance
through policing or to result in police
feeling more threatened by “hotspot”
residents and therefore increasing po-
lice violence.
To score the evidence of risk

associated with each system, we con-
ducted searches of general and aca-
demic audience publications (such as
newspapers and investigative-reporting
sources) for reports of the specific data
within that surveillance system being
used or shared in a way that caused
increased exposure to policing, incar-
ceration, detention, deportation, and/
or disruption/denial of social services.
The surveillance system website docu-
mentation that was readily and easily
available was reviewed for published
information on sharing and data use
histories or policies. The risks are
inherently greater than the informa-
tion available would suggest because
for instance future technologies may
be able to exploit the data in ways we
cannot currently anticipate. It is not
possible to quantify the level of risk of
any particular system fully, based on
the information that is available pub-
licly. Therefore, our goal was to use
publicly available information to iden-
tify the specific potential or actual
harms of each surveillance tool being
examined. The focus on publicly
available data sources and evidence is
important, because it renders this
approach readily adaptable by com-

munity-based organizations that may
have limited access to academic and
other sources of information.
The final scoring system is an

ordinal measure of 3 levels of potential
harm as indicated by the scores 0, 1,
and 2: 0¼the data are aggregated by
county level or greater; 1¼a potential
for harm exists because the system
reports information about individuals
or neighborhoods and shares this
information with other agencies,
though no evidence was found of data
use or sharing with law enforcement
and/or resulting in denial or disrup-
tion of social services; 2¼both individ-
ua l - and ne i ghbo rhood - l e v e l
information is reported and the search
retrieved evidence that the data the
system collected about individuals
were used by or shared with law
enforcement and/or it resulted in the
denial or disruption of social services.
A fourth score, U, not included in the
ranked levels, is also a part of the
measure with U assigned to systems
where the data were not publicly easily
accessible or available about the system
to see how the information is reported.

Applying and Piloting the
Scoring System
We piloted the equity-based scor-

ing system on 3 different types of
public health surveillance systems: (1)
COVID-19 monitoring systems (n¼
21), (2) non-COVID behavioral and
health service surveillance systems (n¼
11), and (3) databases used in track-
ing racism and/or discrimination
(n¼12). This last category of systems
is not those traditionally classified as
public health systems. In recent years,
public health scientists have been
using nontraditional health surveil-
lance systems to do public health
equity–related work, such as Google
Search Terms database by Google or
Twitter Search by Twitter.63,64

Therefore, we have included them in
this pilot. We included them here
with certainty that their functions and

algorithms have been used heavily for
these purposes.
For the purposes of the pilot, we

applied the scoring system to the 44
public health surveillance systems
identified via a series of environmental
scans conducted between June and
October 2020 to inform Centers for
Disease Control and Prevention
(CDC) COVID response and we
excluded those with insufficient infor-
mation available publicly to conduct
the review. The environmental scan
occurred as part of a larger project. For
this larger project, a multidisciplinary
team of experts in epidemiology,
community health, critical race theory,
policy, and data science were conduct-
ing a rapid environmental scan of
existing surveillance systems on which
to build a future COVID-19 surveil-
lance system. This team of experts
included technical monitors from the
CDC. Expert input was intended to
quickly assess the resources available
for conducting public health surveil-
lance at the time the environmental
scan was undertaken. More detail
about the methods used to conduct
the environmental scans and the
results are published elsewhere.65

Three members of the research team
independently scored each system. The
final scores were reached through
iterative reviews of any discrepancies
to achieve consensus. The section
below summarizes the findings upon
application of the scoring system to
the surveillance systems identified
through the series of environmental
scans.

RESULTS

The results of the pilot test are
presented in Tables 2 and 3. The
environmental scan identified 44 sur-
veillance systems with sufficient infor-
mation about them available publicly
so that they could be scored (COVID-
19 [n¼21]; other behavioral and health
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service surveillance systems [n¼11];
systems that track racism, discrimina-
tion, or stigma [n¼12]). Overall, a
score of 0-2, which indicates having
enough minimal information to eval-
uate how the data are reported, was
assigned to 91% (n¼40) of the
systems. Approximately one-third
(30%) (n¼13) scored a 0. Half were
assigned a score of 1 (n¼22), indicat-
ing a “potential for the types of harm
of concern in this analysis.” “Evidence
of harm” was found for 12% (n¼5).
Table 2 summarizes the results by type
of surveillance system (ie, COVID,
non–COVID-19, racism-based sys-
tem), for those systems with sufficient
information available; it excludes the
n¼4 (Amerispeak/NORC General So-
cial Survey, CDC INFO Query, CDC
National Syndromic Surveillance Pro-
gram, and Porter Novelli/Summer
Styles) that were scored U owing to
not having easily accessible public-
facing information.
Table 3 lists those surveillance

systems that received a 0-2 score
(n¼40). Of the 5 surveillance systems
that scored a 2, indicating the highest
level of risk, n¼3 were owned by
Google (COVID19 Search Symptoms
by Google,66 COVID-19 Community
Mobility by Google, and Google
Search Terms), n¼1 was owned by
Twitter (Twitter Search), and n¼1 was
owned by US law enforcement (FBI
Hate Crimes).67 While Google and
Twitter received scores of 2 owing to

evidence of their data being used or
shared with law enforcement,68–71 the
FBI Hate Crimes database is created
and maintained by the nation’s highest
law enforcement agency, a criterion for
this score.
Of the n¼22 (55%) systems scored

“1,” n¼5 were connected to COVID
dashboards developed and used by
local jurisdictions to track the pan-
demic in those communities. The
score of 1 indicated the availability of
the information at the neighborhood
level. Another COVID-related data-
base scoring 1 was the COVID-19
UCLA Law Behind Bars Project, a
database tracking the epidemiology of
COVID-19 in incarcerated settings
including prisons, jails, and detention
centers. This database was given a 1
owing to the potential for prison and
jail staff to treat and stigmatize
incarcerated populations because of
COVID-19 disease case rates and to
label facilities themselves as “hotspots.”
US Census data reported on the

individual/neighborhood level (such as
US Census Household Pulse Survey,
American Community Survey, and
Decennial Census) also scored a 1
even though the Census is clear it does
not share its data with law enforce-
ment.72,73 These systems received a 1
because data from the Census can be
used to describe neighborhoods, and
therefore are also vulnerable to creat-
ing risk profiles of groups of people by
location. Databases collecting data on

service utilization such as the National
Hospital Ambulatory Medical Care
Survey also scored a 1, because this
type of data has the potential to create
a neighborhood “risk” profile that can
be used for decision-making algo-
rithms predicting crime or recidivism
based on emergency department use
and studies correlating emergency
department use with crime.7,74 No
evidence could be found of this
information being used or shared for
this purpose.

DISCUSSION

Understudied within public health
are the ways and extent to which
public health surveillance systems are
associated with increasing community
harm through sharing and/or use in
law enforcement policing strategies,
and this article presents pilot findings
on the development and application of
a novel scoring system to address this
equity-based need, which we believe
community advocates and public
health professionals should discuss
and consider. Our findings indicate a
substantial potential for surveillance
systems used in public health to harm
BIPOC communities by exposing
them to police-associated harms be-
cause of the types of data being
collected (individual/neighborhood-
level data) and through use/sharing
with law enforcement agencies. The

Table 2. Pilot of the Equity-Based Scoring System, N¼44

Score

Surveillance systems, n (%)

Total, NCOVID-19 Non–COVID-19 Racism

Number of reviewed systems 21 (47.7) 11 (25.0) 12 (27.2) 44
Evidence of information-sharing riska

0 - No risk was identified 9 (69.2) 2 (15.4) 2 (15.4) 13
1 - Potential for risk, no evidence 10 (47.6) 5 (23.8) 6 (28.5) 21
2 - Potential for risk, evidence 2 (40.0) 0 (0.0) 3 (60.0) 5
U – Not scored 0 (0) 4 (80.0) 1 (20.0) 5

a Scores mean the following: 0¼county-level or greater data reported; 1¼potential for harm from individual or neighborhood data reporting, but no evidence found of law
enforcement data use or sharing and/or denial or disruption of social services; 2¼evidence of harm as individual/neighborhood data reported and evidence found of law
enforcement data use or sharing and/or denial or disruption of social services. Four systems scored a U, indicating data were not publicly available for assessment.
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focus on publicly available data sources
and evidence provides an approach
that community-based organizations
with limited access to academic and
other sources of information may
adopt.
A strength of this project is the

consideration given to distinguishing
between potential for and evidence of

surveillance-mediated, policing-associ-
ated harms. We identified a few
surveillance systems used within public
health with evidence of the data being
used or shared with law enforcement,
resulting in increased criminalization
of BIPOC communities. These sys-
tems are not traditional public health
surveillance tools, but their use within

public health for disease prevention
and mitigation purposes has grown.
For example, Google location data
gathered through their platform were
used to track the movements of
protestors during the George Floyd
uprisings; Twitter data were shared
with Dataminr, an organization that
claims “to integrate all publicly avail-

Table 3. Scores of the public health surveillance systems, N¼39

Surveillance system System name, source (n¼44)

Data reported
on individual,
neighborhood

Evidence
of harm Scorea

COVID-19 (n¼21) 1point3acres No No 0
CDC COVID Data Tracker No No 0
CORD-19 No No 0
COVID Tracking Project No No 0
COVID-19 Demographic and Economic Analysis No No 0
Google COVID-19 Public Forecast No No 0
Johns Hopkins University - State Policy Tracker No No 0
Johns Hopkins University Dashboard No No 0
American Hospital Ass. Hospital Capacity Dataset Yes No 1
CDC Lab Confirmed COVID-19 Hospitalizations Yes No 1
COVI-19 UCLA Law Behind Bars Tracking Project Yes No 1
COVID-19 Case Surveillance Yes No 1
COVID-19 In Virginia Yes No 1
Harvard/Monash Yes No 1
LA County Dept. of Public Health Yes No 1
National Vital Statistics Program Yes No 1
NCDHHS COVID-19 Response Yes No 1
Tennessee Epidemiology and Surveillance Data Yes No 1
US Census Household Pulse Survey Yes No 1
Google, COVID-19 Community Mobility Reports Yes Yes 2
Google, COVID-19 Search Symptoms Trends Yes Yes 2

Non–COVID-19, behavioral
and health service (n¼7)

CDC Influenza Surveillance No No 0
Current Population Survey No No 0
California Health Interview Survey Yes No 1
CDC BRFSS Yes No 1
Health & Retirement Study Yes No 1
Nat. Longitudinal Study of Adolescent to Adult Health Yes No 1
National Hospital Ambulatory Medical Care Survey Yes No 1

Racism, stigma, and
discrimination (n¼11)

Equal Opportunity Employment Commission No No 0
STOP AAPI Hate No No 0
American Community Survey Yes No 1
Decennial Census Yes No 1
Home Mortgage Disclosure Act Yes No 1
Pew Research Center Yes No 1
Project Implicit Yes No 1
Youth Risk Behavior Surveillance Survey Yes No 1
FBI Hate Crimes Yes Yes 2
Google Yes Yes 2
Twitter Yes Yes 2

a Scores mean the following: 0¼county-level or greater data reported; 1¼potential for harm from individual or neighborhood data reporting, but no evidence found of law
enforcement data use or sharing and/or denial or disruption of social services; 2¼evidence of harm as individual/neighborhood data reported and evidence found of law
enforcement data use or sharing and/or denial or disruption of social services. Four systems scored a U, indicating data were not publicly available for assessment.
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able data signals to create the domi-
nant information discovery platform,”
to track Black Lives Matter organizers
and activists.68,70,75 The fact that these
are not traditional public health sys-
tems that require substantial buy-in to
collect health and health-related data
may play a role here in that these
corporations are not beholden to or
expected to maintain community-level
trust.
Yet, several widely used public

health surveillance systems have the
potential to perpetuate policing-asso-
ciated harms through their data. The
types of data used to conduct health
equity work may also be used by law
enforcement to monitor and predict
the behaviors of BIPOC individuals
and communities. In the development
of our scoring system, we found extant
evidence of behavioral data being
useful in the generation of risk assess-
ments to predict a person’s criminality
or being used to describe the likeli-
hood that an environment itself is
associated with the resources needed to
protect against criminality. To assess
the level or degree for this potential is
beyond the scope of this pilot study.
Future studies may want to explore the
possibility of being able to do so and
contribute to the literature investigat-
ing the extent to which these types of
harms can be addressed.
This pilot found that surveillance

systems with community benefits
could potentially criminalize and harm
communities because of the type of
information collected, as the potential
exists for these marked neighborhoods
to either attract more surveillance
through policing or to result in police
feeling more threatened by the mem-
bers of the “hotspot” and therefore
increasing risk of police violence.76 For
example, community-level indicators
could be used by law enforcement to
affect their decision-making on what
neighborhoods to patrol. This finding
is troubling as for decades, if not
centuries, researchers have argued that

a socioecologic model of examining
health was needed to replace tradition-
al behavioral models of disease causa-
tion. Following a Public Health
Critical Race Praxis practice,77 we are
also concerned with the roots of these
inequities and the reasons behind why
we must be vigilant and concerned
with how our systems for managing
the health of populations can be used
to further criminalize them.1–4 This is
particularly concerning given the
growing inequity produced by the
pandemic and pandemic-related deci-
sions and policies that have dispropor-
tionately affected BIPOC. Also, the
targeted attacks on pregnant women
and people with the capacity to give
birth through criminalizing their ac-
cess to reproductive health care also
highlight the fight against weaponiza-
tion of data (ie, menstrual data) and
the sophisticated ways people and their
behaviors are being tracked and mon-
itored (ie, through apps that track
menstruation and are shared with
police in ways that may identify people
who have recently had an abor-
tion).78,79

In this vein, the next steps include
implementation of the pilot on a larger
scale to identify and compare the
potential for harm through public
health surveillance across systems,
agencies, and institutions. The infor-
mation-sharing environment of public
health surveillance systems still re-
mains unclear and needs to be better
understood as the results from the
pilot raise the following questions: (1)
what is the relationship between public
health agencies (eg, health depart-
ments and CDC) with other agencies
(eg, law enforcement) within the
“Information-Sharing Environment”?
and (2) what are the cross-institutional
practices and policies with regard to
how public health data are investigat-
ed, collected, shared, used, and ana-
lyzed?
While data-sharing practices are

publicly available for public health

systems that explicitly collect sensitive
data with deductive disclosure risk for
participants (such as Add Health) or
with technologies and platforms used
by and developed for enforcement
agencies (like Palantir), it remains
unclear whether there are explicit
prohibitions of using data within these
systems for research into algorithms or
technologies that medicalize political
and social ills, such as research that
created PredPol.80–85 PredPol, created
through academic and law enforce-
ment partnerships, is a predictive
policing technology using machine-
learning algorithms to predict crime
patterns using historic and daily re-
ported crime data. Taking racially
biased crime data collected for more
than a decade and combining it with
current local data, the technology
generates neighborhood “hotspots.”
What is considered crime cannot be
divorced from what and who is
determined to be criminal, with crim-
inality deeply tied to who and what in
the sociopolitical (ie, racial) order
needs to be controlled. Also, what
produces crime is deeply connected to
social determinants of health. Com-
munity rejection and academic push-
back against PredPol have highlighted
the need to better understand this
information-sharing pathway as re-
search expands in these areas. While
there are attempts to protect research
participant data from being subpoe-
naed or used by law enforcement
through Certificates of Confidentiality
for example, the use of public health
data, strategies, and tools to predict
crime and safety, as opposed to
addressing the root causes of it, are
also important to review.86

This is particularly salient, as there is
an established precedence of medical-
izing social phenomenon to the detri-
ment of BIPOC communities. Given
the community call to action to
replace criminalization strategies of
population management with care,
public health approaches to addressing
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issues of violence may unwittingly
reproduce the same structural racism.
As a result of racialized communities
being more likely to be in surveillance
systems, the databases disproportion-
ately increase the opportunity to
generate “negative” risk profiles for
some groups over others. In addition
to the increased harm from racial
profiling, the use of public health data
could also increase distrust of public
health surveillance to the detriment of
COVID-19 mitigation and contain-
ment.
To examine these tensions further,

there are organizations exploring the
role of data, surveillance, racism,
health, and equity by spreading aware-
ness about these tensions between
surveillance and community well-be-
ing, to encourage research about the
role of technology in pandemic man-
agement, and to explore the role of
data in furthering social justice
goals.87–89 For example, there is com-
munity-based resistance to the use of
social media data, whether publicly
available or not, to be used to
criminalize BIPOC communities
through the sharing with law enforce-
ment.90 Additionally, organizations
such as Stop LAPD Spying Coalition
are exploring these issues in partner-
ship with abolitionist organizations
drawing connections between historic
state-sanctioned violence, in particular
violence against unhoused communi-
ties, and shifts in debates about
community-based care and the role
of public health within it.
The following should be noted

when interpreting the findings. The
relative statistics (percentages) cannot
be used to generalize and compare
trends by surveillance system types, as
our sample may not be representative
and/or exhaustive. For several of the
surveillance systems, data can be
downloaded for any/all users. Thus,
the evidence for using the data is
difficult to establish and cannot be
determined by our level of access.

State-level data, albeit de-identified
and aggregated across communities,
can still perpetuate harm and stigma at
the regional level (eg, South versus
Northeast). Additionally, systems as-
signed a U score because data were not
publicly easily accessible or available to
our team to confidently report on
should also be followed up on for
future assessments.
Resultantly, limitations exist for this

pilot that require careful consideration.
First, the surveillance systems included
in the analyses were selected on the
basis of public access to both the
system and information about each
system’s information-sharing practices.
Thus, the study does not represent a
comprehensive sample of all systems,
and those that are not available
publicly may engage in greater levels
of data collection and sharing. While
the scoring schema is guided by extant
literature and guidance from an expert
panel, surveillance strategies are always
evolving, and emerging strategies that
are not yet recognized may be over-
looked or the scoring system may not
readily apply to them. This is partic-
ularly important given how all systems,
including surveillance, evolve to rein-
force white supremacy.8

Finally, while we focused on sharing
with law enforcement agencies, there
are other agencies that perform law
enforcement–like actions such as those
that execute government actions for
child and family services and housing.
These other agencies also use data or
share data in ways that increase
BIPOC community’s proximity to
risks such as policing and associated
harms.58,91

As the communities most criminal-
ized by race, place, and poverty are
simultaneously heavily surveilled by
police and other law enforcement–like
agencies during and beyond pandem-
ics, the interconnections between pub-
lic health surveillance, data, and
policing need to be urgently evaluated.
Without an explicit social justice

approach (both equity driven and
antiracist), traditional public health
surveillance strategies may place the
communities most vulnerable during
pandemics at an increased risk for
surveillance-related harms during and
beyond disasters.

CONCLUSIONS

As an essential state function, public
health is charged with protecting and
promoting population-level health
both within and beyond disasters such
as the COVID-19 pandemic. Public
health surveillance can also play a key
role in advancing goals of equity and
social justice by understanding the
effect of disease, such as COVID-19,
and disease-related health determi-
nants, such as evictions, on BIPOC
communities. A tension exists though
between this goal and the harm caused
through surveillance, as it increases
exposure to policing and the subse-
quent risk of harm from incarceration,
deportation, detention, and denial/
disruption of services. The same
communities most affected by this
surveillance-mediated harm are also
those most affected during public
health emergencies. As the COVID-
19 pandemic is not the last disaster of
its type, the concerns raised here will
continue to be relevant in future
public health emergencies and beyond.
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