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Abstract 

Deconvolution methods infer quantitative cell type estimates from bulk measurement 
of mixed samples including blood and tissue. DNA methylation sequencing measures 
multiple CpGs per read, but few existing deconvolution methods leverage this within-
read information. We develop CelFiE-ISH, which extends an existing method (CelFiE) 
to use within-read haplotype information. CelFiE-ISH outperforms CelFiE and other 
existing methods, achieving 30% better accuracy and more sensitive detection of rare 
cell types. We also demonstrate the importance of marker selection and of tailor-
ing markers for haplotype-aware methods. While here we use gold-standard short-
read sequencing data, haplotype-aware methods will be well-suited for long-read 
sequencing.
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Background
DNA methylation is an essential cell type marker [1], with patterns that are formed and 
maintained during development and that continue to influence gene expression patterns 
of differentiated tissues [2]. Alteration of DNA methylation is characteristic of several 
human diseases, including imprinting related syndromes like Beckwith-Wiedemann and 
Prader-Willi. DNA methylation abnormalities are a hallmark of cancer and may play a 
role in early events leading to transformation [3].

Accurate mapping of the epigenetic landscapes of healthy and diseased cells is nec-
essary to fully characterize the role of methylation alterations in disease pathophysiol-
ogy. In primary tissues, disease-specific methylation alterations are confounded by cell 
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type composition and intra-cell-type heterogeneity [4]. In most cases, disease samples 
include adjacent healthy cells as well as contamination of other cell types.

Aberrant methylation can also be detected in DNA fragments released from the pri-
mary tissue into the circulation, which occurs after cell death. Clinical testing based 
on cell-free DNA (cfDNA) in plasma is extensively used for prenatal screening for ane-
uploidy [5], and increasingly in detection, classification, and monitoring of cancer [6]. 
Comprehensive cell-of-origin deconvolution of circulating cfDNA can be determined 
using DNA methylation patterns [7], and these can be used for early detection of tissue 
damage, diagnosis of cancer and autoimmune disorders, and monitoring of treatment 
response and recurrence [8–11]. Due to the growing interest in utilizing DNA methyla-
tion profiles in clinical settings, it has become increasingly important to avoid confound-
ing factors.

Deconvolution algorithms run the gamut from fully reference-free to reference-based 
[12]. Reference-free algorithms either use a predetermined number of cell types or infer 
the number of cell types from bulk data, but cannot name the cells or distinguish differ-
ent cell types from intra-cell type heterogeneity. Semi-reference free are methods which 
use some known cell types (like immune cells) to subtract them out. Finally, reference-
based algorithms require an input atlas with methylation patterns from known healthy 
and diseased samples. These methods generally depend on the purity of the reference 
atlas samples and are limited to analyzing samples contained within this atlas [13]. The 
choice of deconvolution method also depends on the type of methylation data being 
used. Affinity-enrichment methods capture overall methylation levels across a region, 
while bisulfite-conversion and enzymatic conversion methods provide information at a 
single-CpG resolution [14]. Third-generation long-read sequencing technologies from 
Oxford Nanopore and Pacific Biosciences also yield single base-pair level DNA methyla-
tion data [15, 16].

Because whole-genome cell-type atlases of DNA methylation have not been available 
until recently, prior tools have focused on either array-based analysis [7, 17–19], or anal-
ysis of specific tissue types [8, 20]. CelFiE [21] was developed for whole-genome bisulfite 
sequencing (WGBS) and improved accuracy by incorporating the absolute number 
of unmethylated and methylated reads at each CpG to account for sequencing depth. 
None of these methods took advantage of multi-CpG patterns within individual reads, 
or methylation haplotypes [22], which have been used in the identification of imprinted 
regions [23] and cancer DNA [24]. Loyfer et al. recently published the first high-quality 
WGBS cell type atlas of human DNA methylation and developed their own haplotype-
based deconvolution model, UXM [1]. The availability of this high-resolution cell-type 
map is a landmark resource for the field, which we use to benchmark the performance of 
the publicly available deconvolution models here.

Most deconvolution approaches use selection criteria to find small genomic regions 
that best inform cell-type identity. This process reduces computation time and stor-
age requirements [21, 24], and the choice of regions has a great impact on model per-
formance [25]. Common inclusion criteria include regions with adequate coverage, 
low intra-cell-type variance, and high inter-cell-type methylation difference. Common 
exclusion criteria include regions susceptible to copy-number alterations and repeat 
elements. In addition to different deconvolution methods, this study compares several 
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methods for marker selection, analyzes the performance of individual marker regions, 
and shows that haplotype-aware deconvolution methods should use markers tailored for 
methylation haplotypes.

Results
Algorithms overview

Each of the algorithms investigated starts with a set of cell-type specific marker regions 
across the genome. The CelFiE algorithm [21] takes in a reference atlas with methyla-
tion probabilities, i.e., beta values, for each cell type at each CpG site within the marker 
regions, and models each of the n cell types as an independent methylation state using 
these beta values (Table  1, “Num methylation states”). Each CpG within the marker 
region is treated independently as input to an Expectation-Maximization mixture 
model which attempts to assign the probability of each read originating from each of 
the n atlas cell types. An optional setting in the CelFiE package (“CelFiE-sum”) allows 
the atlas beta values of all CpGs within a marker region to be averaged, thus enforc-
ing a uniform methylation level within each marker (Table 1, “Uniform methylation”). 
CelFiE and CelFiE-sum require input samples to contain both the number of methylated 
reads and total read counts for every CpG in the marker region. While this does allow 
the Expectation-Maximization model of CelFiE to estimate sampling variance, it does 
not take advantage of the single-molecule nature of bisulfite sequencing, which includes 
linked methylation states for multiple CpGs within a read, i.e., a methylation haplotype 
for each read [22] (Table 1, “Methylation haplotypes”). CelFiE and CelFiE-sum also re-
estimate cell type methylation states in the reference atlas, in a combined analysis that 
includes both the atlas and test samples.

A recent deconvolution algorithm called UXM [1] does take advantage of methylation 
haplotypes. Like CelFiE-sum, UXM averages CpGs within a marker region, but unlike 
CelFie-sum, it does this aggregation within each read individually. Whereas CelFiE has 
n methylation states for n cell types, UXM only has two (Table  1, “Num methylation 
states”=2). One of the two states consists of reads with < 25% methylation (the “U” 
state) and the other consists of reads with > 75% methylation (the “M” state). Any read 
with intermediate methylation is denoted as “X”. The percentage of reads in the U state 
is calculated for each marker region as U/(X+U+M), or simply the percentage of reads 
in the unmethylated state. These values are the input for a Non-Negative Least Squares 
regression to estimate cell type proportions.

Table 1 Deconvolution algorithms

A comparison of the algorithms investigated, based on the inclusion of methylation haplotypes, the number of methylation 
states, assumption of uniformity across methylation blocks, and ability to re-estimate the reference methylation 
probabilities

CelFiE CeFiE Sum UXM CelFiE-ISH CelFiE-ISH Reatlas Epistate

Ref Caggiano Caggiano Loyfer This study This study This study

Methylation haplotypes No No Yes Yes Yes Yes

Num methylation states n n 2 n n 2

Uniform methylation No Yes Yes No No No

Atlas purification Yes Yes No No Yes No
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Earlier work has used an Expectation-Maximization framework similar to CelFiE to 
perform methylation haplotype inference [22–24, 26], but only to deconvolute two cell 
types and not the full n cell types which we aim to solve here. We thus sought to adapt 
the probabilistic features of these earlier methylation haplotype approaches to the prob-
lem of n cell types. Our first approach to this problem was to conform to the basic CelFiE 
n methylation state model, but use the joint probability of all CpGs within an individual 
read rather than assigning each CpG site an individual probability. In order to convey 
this new aspect, we appended the acronym ISH (Integrated Single-molecule Haplotype) 
to get CelFiE-ISH. We implemented an alternative version of CelFiE-ISH that jointly re-
estimates the reference atlas along with the input samples (“ReAtlas” mode), similar to 
the default algorithm of CelFiE.

Our second methylation haplotype approach adapted the previous 2-cell type meth-
ods like MethylPurify [24] and CancerLocator [26] to account for n cell types. Similar 
to those methods, our approach uses two models for each marker region, a low meth-
ylation state (or epistate) and a high methylation epistate. This is motivated by the find-
ing that epigenetic organization consists of predominantly methylated, predominantly 
unmethylated, and bimodal regions, with a stochastic noise component [27]. Further-
more, it was recently demonstrated in primary human cell types that cell-type specific 
methylation manifests primarily as the unmethylated state, with the methylated state 
being the default background [1]. But unlike UXM, these two states are learned from 
the data, using methylation haplotypes present across all cell types in the reference atlas. 
We call this approach Epistate. While both CelFiE-ISH and Epistate use similar Expec-
tation-Maximization models, the differences are substantial. The Epistate method works 
well only if a low methylation epistate occurs primarily in one target cell type, and if the 
high methylation epistate is relatively consistent across all other non-target cell types. 
The n state model of CelFiE-ISH does not require this consistency among non-target cell 
types, but has more free parameters to learn and could thus be more susceptible to over-
fitting. Like CelFiE-ISH but unlike some earlier implementations of methylation haplo-
type inference [24], the underlying model of Epistate does not force uniform methylation 
level across the marker region, but allows discontinuous methylation patterns (one or 
more highly-methylated CpGs can occur within the low methylation epistate, and vice 
versa; see the “Methods” section for details).

n-state simulations

We tested the deconvolution of each of the algorithms on simulated data. First, we rep-
licated the simulation model used in the CelFiE paper of Caggiano et al. [21] (Fig. 1A). 
The true methylation proportion of each CpG within each marker region was indepen-
dently drawn from a uniform distribution for each cell type. For n cell types, this would 
result in n different methylation states, each being a Bernoulli process with position-
dependent success probabilities. We set the reference atlas depth to 100, approximating 
the atlas from Loyfer et al. [1]. To examine the effects of read length, we sought to vary 
the number of CpGs per read from 1 to 10, while keeping the total number of methyla-
tion cells (number of reads times number of CpGs) constant. For simplicity, we set the 
region size to match the read length and reduced the number of regions with increasing 
region size to maintain a constant number of CpG sites.
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Fig. 1 n-state simulations. A schematic drawing of the generative model. The true methylation proportion 
for each CpG in each cell type is independently drawn from a uniform distribution from [0,1]. Reads are 
generated from these proportions according to their cell type of origin. Read Length (RL) determines the 
number of CpGs on each read, and Read Depth (RD) was held constant at 10. B Deconvolution results for 
simulated mixtures of 25 cell types, with the left-most cell type having a ground truth proportion of 0.00308 
(red circle), and each cell type increasing linearly by 0.00308 until the right-most cell type, which has a 
proportion of 0.07692 (the increment is set to 0.00308 or 1/325 so they sum to 1; see the “Methods” section). 
The deconvolution estimates for each cell type is shown in a gray box plot: the boxes represent the first 
to third quartiles of 50 independent simulations, with whiskers extending up to 1.5 times this interquartile 
range. Outliers are denoted by dots. Each deconvolution model is shown separately, with a read length of 5 
(left column) and 1 (right column). The Normalized Root Mean Square Error (NMRSE) and NRMSE standard 
deviation are shown for each. C NRMSE of each model is shown across a range of read lengths. Shaded areas 
show standard deviation across 50 replicates. Vertical dotted lines show the condition from panel B. nCT, 
number of cell types; RD, read depth; nCG, number of simulated CpG sites; AD, atlas depth
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We simulated 25 cell types with linearly increasing true proportions and ran this on 
each model with varying read lengths (Fig.  1B). For each simulation, we calculated a 
Normalized Root Mean Square Error (NRMSE) between the true cell type proportion 
vector and the estimated vector. NRMSE is a rescaled version of Root Mean Squared 
Error (RMSE), where the minimum value is 0 when the estimates are identical to the 
true cell type proportions, and the maximum value is 1 assigned to the worst possible 
RMSE given the true cell type proportions (see the “Methods” section). This normali-
zation allows for error comparison across simulations that have different true propor-
tions. CelFiE had no difference between read length 1 and read length 5, since it does not 
use within read methylation haplotypes. This also explains why CelFiE-ISH was nearly 
identical to CelFiE at rl=1. Summing reduced the variance and limited deconvolution 
(Additional file 1: Figure S1). However, when read length is increased to 5, the improved 
accuracy of CelFiE-ISH is apparent. These results are summarized in Fig. 1C by showing 
NRMSE for a range of read lengths from 1 to 10. CelFiE and CelFiE-ISH have identical 
error at rl=1, but CelFiE-ISH decreases in error substantially until rl=4. At the maxi-
mum read length of 10, CelFiE had a mean NRMSE of 0.035 (± 0.004), while CelFiE-ISH 
had a mean NRMSE of 0.021 ( ±0.003 ), a 40% decrease in error. ReAtlas had no benefit 
over CelFiE-ISH, although this is likely because the reference atlas did not contain any 
cross contamination between cell types, which is what ReAtlas is aimed at correcting 
(Additional file 1: Figure S1). It is worth noting that while the overall accuracy is high, 
some of the methods based on the underlying CelFiE n-state model tend to overestimate 
the rarest cell types which have proportions close to 0 (Fig. 1B). We believe this repre-
sents probabilistic uncertainty that does not allow these models to give estimates very 
close to 0. We will return to this issue in the in silico mixture analyses below.

In the 25 cell type simulation, Epistate and UXM performed poorly (Fig. 1B, C). Both 
of these models assume two methylation states, an assumption which is violated in this 
simulation where each cell type is defined by a unique methylation pattern. We only 
investigated UXM with read lengths greater than 4, because the UXM algorithm itself 
removes reads with less than 4 CpGs. Since UXM requires all CpGs in a single fragment 
to have a consistent methylation state (an assumption violated in this simulation), it per-
forms worse as the read lengths increase.

Two-state simulations

Local consistency of adjacent CpGs in the human genome is a biologically encoded phe-
nomenon which has been long recognized [28]. For our second simulation condition, 
we thus simulated reads with local coordination of adjacent CpGs. In this model, we 
only had two methylation states for each marker region - �high and �low . �high is defined 
as the state with higher mean methylation. Since UXM requires the low state to have 
average methylation below 0.25, we kept the �low state at a constant value of 0.1, while 
varying �high between 0.2 and 1.0 (Fig. 2A). Each CpG within each read is drawn as a 
Bernoulli variable with a probability equal to the �low (for reads derived from the target 
cell type) and �high (for reads drawn from all non-target cell types). The total number of 
CpGs (nCG=6000) and the number (nCT=25) and proportion of cell types are the same 
as in the n-state simulations, but we used a greater read depth of 30 reads per cell type 
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Fig. 2 Two-state simulations. A Schematic drawing of the generative model. The true methylation 
proportion for each CpG and cell type is drawn from one of two distributions: low (methylation probability 
�low = 0.1 ) and high (methylation probability �high = 0.9 ). Reads are generated from these proportions 
according to their cell type of origin. Read Length (RL) determines the number of CpGs on each read, and 
read depth (RD) was held constant at 30. B, C Simulations using �low = 0.1 and �high = 0.6 , showing the 
estimated proportion of each cell type (gray box) vs. true proportion (red circle) for each model, using a 
read length of either RL=5 (B) or RL=1 (C). Each plot is based on 50 replicates simulations and shows the 
Normalized Error Normalized error (Normalized Root Mean Square Error or NMRSE) and NRMSE standard 
deviation across replicates. D, E NRMSE as a result of varying the �high state from 0.2 to 1.0, with �low held 
constant at 0.1. D Using read length RL=5, and E using read length RL=1. Shaded area shows standard 
deviation across 50 replicates. In D, a dotted vertical line shows the condition from panel B above, whereas in 
E, the dotted vertical line shows the condition for panel C above. nCT, number of cell types; RL, read length; 
RD, read depth; nCG, number of simulated CpG sites; AD, atlas depth



Page 8 of 27Unterman et al. Genome Biology  (2024) 25:151

(RD=30) since distinguishing two epistates with local coordination is a more challeng-
ing problem.

The results of the 25 cell type two-state simulations are shown as Fig. 2B–E. With a 
read length of 1 (RL=1), all models perform similarly—high error rate until the �high 
reaches 0.6, and then a linearly decreasing error (Fig.  2C, E). With a read length of 5 
(RL=5), the basic CelFiE models have exactly the same error profile, which is expected 
since they cannot take advantage of methylation haplotypes (Fig. 2B, D). But all of the 
methylation haplotype aware models (CelFiE-ISH, Epistate, and UXM) have much lower 
error, with improvement over the basic CelFiE model starting at �high of 0.3 (which cor-
responds to only a 0.2 methylation difference between �low and �high . There is little dif-
ference between the haplotype aware models in this simulation. It is worth noting that 
the two-state simulation model is identical to the Epistate generative model and com-
plies with all the assumptions of UXM, so it is not unexpected that all models perform 
well under this simulation. Sum-CelFiE and ReAtlas showed similar patterns to CelFiE 
and CelFiE-ISH respectively (Additional file 1: Figure S2).

High complexity in silico mixtures

The simulation results demonstrate that the underlying structure of the data has a pro-
found impact on deconvolution. We next tested the models on in silico mixtures of real 
WGBS data, with their true underlying structure. For this, we used the deep WGBS 
data from FACS-sorted cells derived from primary human tissues, which was recently 
published [1] . Importantly, 31 of the 39 cell types profiled had samples from at least 3 
individual donors (after removing a small number of samples derived from in vitro cul-
turing, which is known to affect DNA methylation levels. See the “Methods” section and 
Additional file 2). This allowed us to use this resource as both the reference training set 
as well as the test set using the following hold-out strategy: for each in silico mixture 
trial, we constructed the reference matrix using 2 individual donors and created the mix-
ture test set from the remaining 1 or more donors. This strategy allowed us to evaluate 
the models based on individual donors that had never been used in the training data, 
ensuring that we will not overfit biological aspects of the training dataset.

Marker selection is an important aspect of reference-based deconvolution. This 
process involves selecting a small set of genomic regions with cell-type specific meth-
ylation patterns. We compared several sets of markers for distinguishing the 31 cell 
types from the Loyfer atlas. First, we called markers using the method provided in the 
CelFiE package, called Tissue Informative Markers (TIMs) [21]. In the TIM method, 
CpG sites are selected based on the distance between the percent methylation of a 
target cell type and the median percent methylation of the CpG across all cell types. 
Then, a block of ± 250 bp from the informative CpG is used. We used the default 
suggested number of TIMs per cell type, 100. As these regions may overlap both 
within a cell type and between cell types, we merged down the list to non-overlapping 
genomic intervals. Next, we used the cell-type specific regions identified by Loyfer 
et al. [1], which included both the top 25 cell type specific markers (the “U25” set), 
and the top 250 markers (the “U250” set) [21]. The method used to select these mark-
ers used blocks of 5 or more CpGs, according to the difference between average meth-
ylation of the target cell type against all other cell types. For the 31 cell types included 
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in the analysis, the TIM regions included 1665 regions, the U25 regions included 770 
regions, and the U250 regions included 7475 regions.

For our first set of in silico mixtures (Fig. 3, Additional file 1: Figure S3), we used a 
high complexity mixture, containing all 31 cell types, which were randomly assigned 
linearly increasing proportions (Fig. 3A). Visual inspection shows that at 30× cover-
age, the TIMs perform relatively poorly compared to the U25 and especially the U250 
set (Fig. 3A). Since the TIMs markers contain substantially more CpGs than the U25 
set (Additional file 3), we attribute this to a superior selection strategy in the Loyfer 
et al.’s approach, at least for this specific reference dataset. An analysis of error rates 
across a range of genome coverages (Fig. 3B) verifies that error is lowest in the U250 
marker set across all samples. As coverage increases, the error diminishes due to the 
lesser impact of outlier or ambiguous fragments. In order to ensure that specific cell 
types were not driving these results, we repeated all benchmarking on two additional 
random shufflings of cell type proportions (Additional file 1: Figures S4-S5).

Focusing on the U250 set which performed best under all models (Fig. 3B, right), 
CelFiE and CelFiE-ISH had the best performance overall. While performance nearly 
equalized for CelFiE, CelFiE-ISH, and UXM at 30× coverage, they had substantial dif-
ferences with lower coverage levels. At 5×, the NRMSE values were 0.046, 0.033, and 
0.070, for CelFie, CelFie-ISH, and UXM, respectively. This is a 28% improvement in 
performance of CelFiE-ISH over CelFiE, and a 53% improvement over UXM.

In the analysis above, we used the default settings for UXM, which include a set-
ting to filter out reads from deconvolution with less than min_length CpGs. Since 
this is a critical parameter which could remove a substantial portion of the data, and 
since it was not explored systematically in the original publication [1], we investigated 
a range of relevant min_length values in our mixture data. Performance increased 
with decreasing values from 5 to 1, with ml=1 having the best performance, espe-
cially at low depths (Fig. 3C). When compared to other models UXM with ML = 1 
had similar performance to CelFiE but still underperformed compared to CelFiE-ISH 
(Fig. 3D). At the 5× level, CelFiE-ISH only had a 30% improvement over UXM ml = 
1 (NRMSE = 0.047), compared to the 53% improvement over UXM default setting, 
demonstrating the importance of run settings for deconvolution tools. We also looked 
at alternative versions of CelFiE (Reatlas and sum), but they had very little impact on 
performance, and in fact ReAtlas performed slightly worse using TIMs (Fig S3).

Unlike all other models, Epistate had a systematic bias that overestimated abundant 
cell types, and this bias was not improved with increasing genome coverage to 30×. 
We attribute this bias to too many degrees of freedom within the epistate model. In 
this model, both methylation states can potentially be present for every cell type. The 
assignment of a read to its cell type of origin relies on the prior probability of that 
cell type and the methylation pattern of the read. Frequently, the prior probability 
for common cell types becomes sufficiently large that even reads with rare methyla-
tion patterns are erroneously assigned to them. One approach is to make state assign-
ments (lambdas) binary—this can decrease overall error but leads to overestimation 
of rare cell types (Additional file 1: Figure S6). Overall, we did not find any configu-
ration where the Epistate model outperformed other methods across different read 
lengths.
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Fig. 3 High complexity in silico mixtures. Thirty-one cell types from the Loyfer et al. WGBS methylation atlas 
were mixed at set proportions to yield a total average read depth (coverage) of 5. A Deconvolution results 
using three different sets of input markers, Tissue Informative Marker (TIM) method from Caggiano et al. (top 
row), Loyfer et al.’s 25 top markers per cell type U25 (middle row), and Loyfer et al.’s 250 top markers U250 
(bottom row). For each of the four deconvolution models, estimated proportions are shown for each of the 
31 cell types as a boxplot of 50 replicates, and true mixture proportions are shown as a red circle. The cell 
type ordering is listed in the “Methods” section. B Mixtures were performed for read depths (coverages) from 
0.1× to 30×, showing error (NRMSE) for each model and each marker set. Dotted vertical lines indicate the 
condition from panel A (coverage = 5). Shaded areas show standard deviation across 50 replicates. C UXM 
error (NRMSE) for the U250 marker set, at different minimal length (ML) settings. Dotted vertical lines indicate 
the condition from panel A (coverage = 5). Shaded areas show standard deviation across 50 replicates. D 
Error (NRMSE) for the U250 marker set, with UXM at a minimal length of 1 CpG. Dotted vertical lines indicate 
the condition from panel A (coverage = 5). Shaded areas show standard deviation across 50 replicates
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Circulating DNA—in silico mixtures

To provide a second biologically inspired mixture scenario and determined the limits 
of sensitivity, we modeled a cell type background similar to that of cell-free DNA typi-
cally circulating in the bloodstream, including lymphocytes (B cells, T cells, NK), mye-
locytes (monocytes, granulocytes), and hepatocytes. To maximize the available data, we 
mixed all test sample reads for these 5 cell types (total 100× genome coverage), rather 
than removing reads to adjust for their relative representation in blood. We then added 
a “spike-in” of cardiomyocytes reads at varying proportions and performed full 31 cell 
type deconvolution using the U250 marker exactly as described above.

Using a total genome coverage of 5×, we compared 50 replicate cardiomyocyte spike-
in mixtures to 50 replicates of a null mixture that contained the same blood cell types 
but no cardiomyocyte reads, and repeated this analysis for three different spike-in pro-
portions: 0.03%, 0.10%, and 0.30% (Fig. 4A). Statistically, CelFiE-ISH was better able to 
distinguish true spike-in vs. null mixtures across the range of spike-in levels and was 
the only model to obtain statistical significance down to 0.03%. As with the high com-
plexity mixtures, the CelFiE model variants (Sum and ReAtlas) had little impact on 
model accuracy (Additional file 1: Figure S7). Varying the min_length parameter for 
UXM produced similar results for ml = 2, 3, 4 and markedly worse performance for 
ml = 1 (Additional file 1: Figure S8). The Epistate model performed poorly even at the 
0.3% spike-in, as it tends to overestimate abundant cell types and underestimate rare cell 
types, as discussed above.

While CelFiE-ISH was able to best discern true spike in from a null mixture, the esti-
mated cell fraction for the null mixture was significantly elevated above 0 (Fig.  4A). 
To investigate whether this was due to low coverage, we repeated these analyses at the 
full maximum genomic coverage of our dataset, 100× (Fig.  4B, C). CelFiE-ISH values 
were clearly still elevated, whereas all other models were close to 0 for null mixtures but 

Fig. 4 Immune cell spike-in mixtures and circulating DNA in COVID-19 patient plasma. A Cardiomyocyte 
samples were added at varying proportions to a background mixture consisting of five cell types commonly 
found in circulating cell-free DNA: B cells, T cells, NK cells, granulocytes, monocytes, and hepatocytes. The 
relative immune cell type proportions were held constant while cardiomyocte reads were spiked in at the 
following percentages: 0.03% (left), 0.1% (middle) and 0.3% (right), using a total genome coverage of 5×. For 
each model, 31-cell type deconvolution was performed to determine the target cardiomyocyte fraction in 
50 replicates of the true mixtures (blue bars), vs. 50 replicates of a null mixture containing no cardiomyocyte 
reads (red bars). B Detailed cell type fractions are shown for deconvolutions on a mixture with 100× 
genome coverage and 0.3% cardiomyocyte spike in. In each case, estimated proportions for each of the 31 
cell types are shown as a boxplot of 50 replicates, and true mixture proportions are shown as a red circle. 
To display the wide range of true proportions, the Y axis is in log scale. The cell type ordering is listed in the 
“Methods” section. C 100× genome coverage mixtures were performed with a range of cardiomyocyte 
spike in levels from 0–10% (blue points), compared to null mixtures with no cardiomyocyte reads (red 
points). Cardiomyocyte estimates across 50 replicates are shown as standard deviation bars. Both axes are in 
log-scale. D Prediction of COVID-19 severity from WGBS sequencing of 52 patient plasma samples from [29]. 
Deconvolution from the original paper (cfDNAme) was compared to CelFiE and CelFiE-ISH, after harmonizing 
the cell types as described in “Methods” section. ROC analysis was performed using the proportions for each 
cell type separately to predict WHO ordinal code >= 7 (patients requiring mechanical ventilation in the ICU). 
Cell types are ranked by the maximum AUC across the 3 models. E Individual ROC curves for top 4 cell types, 
as ranked by AUC: erythrocyte progenitors, colon epithelium, pancreas, and lung. The ROC curves display 
the predictive performance of the cell type fraction, as estimated by each model, in determining WHO 
ordinal code >= 7 . A one-tailed t-test was used in (A) to compare the real mixture against the null mixture: 
∗ < 0.05, ∗∗ < 0.01, ∗ ∗ ∗ < 0.001, ∗ ∗ ∗∗ < 0.00001

(See figure on next page.)
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tended to underestimate proportions for true spike ins at low frequency (Fig. 4C). Over-
all, UXM tended to have the least biased estimates, whereas CelFiE-ISH was the most 
accurate in distinguishing the rare cell type from the null mixture.

Targeted sequencing can be used to increase the coverage of informative markers and 
provide higher sensitivity for the same sequencing cost. We used a recently published 
human tissue reduced-representation bisulfite sequencing (RRBS) atlas [11] to create 
spike-in mixtures of heart tissue in a background of white blood cells, at 100× genome 
coverage, and used the Loyfer U250 atlas to deconvolute them (Additional file  1: Fig-
ure S9). Overall, we observed underestimation of the heart component at high input 

Fig. 4 (See legend on previous page.)
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proportions. This can be explained by the multitude of cell types present in heart tissue 
that are not represented in the cell type reference atlas. CelFiE-ISH was able to distin-
guish 0.03% spike-in from the null mixture (p = 0.016), while the threshold for CelFiE 
and UXM was 0.3%. This threshold is consistent with reported sensitivity for CelFiE on 
RRBS [11].

Circulating DNA—WGBS data from COVID-19 patient plasma

Recently, Cheng et  al. [29] reported shallow WGBS sequencing of 52 plasma samples 
from 28 patients admitted to a McGill hospital for COVID-19 treatment. Of these, 30 
were taken from patients in the non-ICU setting (WHO ordinal COVID-19 scores 4–6), 
and 22 were taken from patients on mechanical ventilation in the ICU (ordinal scores 
7–9). Using a methylation-based deconvolution tool, cfDNAme, and a cell type atlas they 
constructed from publicly available WGBS data, Cheng et al. found that the two strong-
est predictors of ordinal scores >= 7  were the total concentration of cfDNA and the 
concentration of erythroblast-derived cfDNA. This is also supported by an independent 
large recent cohort of 120 COVID-19 patients, where the concentration of cfDNA from 
immune cells, erythroblasts, heart, lung, and vascular endothelial cells was correlated 
to disease severity [30]. Because many cell types had increased cfDNA concentration in 
the severe patients, we were interested if the relative proportion of erythroblast DNA 
was also associated with severity. Indeed, when we downloaded their original deconvo-
lution, we found that the erythroblast was a much better predictor than any other cell 
type (Fig. 4D and Additional file 1: Figure S10A).

We performed deconvolution on these samples using CelFiE and CelFiE-ISH (Addi-
tional file 1: Figures S10B-C) and harmonized the cell types from the two atlases to com-
pare AUCs in each shared cell type (Fig. 4D, E). Reassuringly, erythrocyte progenitor was 
the strongest predictor across all 3 methods, and the methods were in generally good 
agreement for other cell types. However, the next three highest AUC scores (0.72, 0.70, 
and 0.66) all came from CelFiE-ISH. Colon epithelia and pancreas were predictive to 
some extent ( AUC > 0.5 ) in all models, whereas lung was only predictive in CelFiE and 
CelFiE-ISH. In all these cases, CelFiE-ISH yielded a higher AUC than CelFiE, confirming 
the greater sensitivity observed in the in silico mixture experiments above. Lung is par-
ticularly interesting, given that COVID is a respiratory disease. While the original study 
found that the concentration of lung DNA was statistically higher in this COVID cohort 
than in 4 healthy controls, they did not establish that the proportion of lung DNA was 
higher, nor did they find any association between lung cfDNA and severity. This associa-
tion between lung epithelial concentration and COVID severity was found in the larger 
cohort [30]. While both CelFiE and CelFiE-ISH were able to make this association, the 
sensitivity of CelFiE-ISH was able to provide a stronger link (AUC 0.66 vs. AUC 0.61).

Differential marker contributions to deconvolution accuracy

In our in silico mixture results, we saw that marker selection (TIM vs. U25 vs. U250) 
had a major impact on performance of all models. The marker selection approaches 
used above are relatively ad hoc and none are specifically designed to take advantage of 
methylation haplotype methods such as CelFiE-ISH and UXM, which should perform 
better in markers with higher CpG density. We investigated differences between CelFiE 
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and CelfFiE-ISH, which use very similar models but differ in their overall performance 
and the key aspect of using fragment haplotype information. We adapted our in silico 
mixture methodology to look at the relative contribution and performance of individ-
ual marker regions within the U250 marker set. To reduce complexity, we also limited 
this analysis to a well-characterized set of 6 cell types with pancreas origin. To make the 
interpretation simpler, we focused on a reduced complexity mixture containing only the 
6 cell types derived from pancreatic tissue. This is an ideal set of cell types, because it 
includes both very distant types (endocrine vs. epithelial vs. endothelial), as well as sev-
eral highly related cell types (alpha vs. beta. vs. delta).

To facilitate this analysis, we used a simplified version of the Expectation-Maximiza-
tion model to quantify the contribution of each marker independently. We start with the 
full set of reads derived from a holdout donor/sample of the target cell type (for instance, 
the top group in Fig. 5A is colored yellow and is a sample of pure pancreatic Delta cell 
reads). We then run a simplified version of the EM deconvolution, to estimate the pro-
portion of each of the 6 cell types for this pure population of reads. The standard EM 
algorithm starts with a random prior for cell type proportions and adjusts these until 

Fig. 5 Differential marker contributions to deconvolution accuracy. A Performance of individual U250 
markers in identifying the cell-type specificity between 6 pancreatic cell types. Each group on the horizontal 
axis shows the accuracy of identifying reads from a specific cell type (i.e., the “yellow” section is performance 
only on reads derived from the pancreatic Delta cell holdout sample). Within each group all U250 markers 
are displayed as rows, and the percentage of reads identified as each of the 6 cell types in a 6-cell type 
deconvolution is shown as a heatmap. Rows are ordered by accuracy, i.e., markers that assign the highest 
fraction of reads to the target cell type are at the top. Additional features of each marker are shown at the 
right: # CpG: number of CpG sites in the region, log -BIC: log of the Bayesian information criterion, Median # 
CpG: the median number of CpGs per read, prop single CpG: proportion of reads with a single CpG out of all 
reads overlapping the region. B Correlation of the percentage of reads assigned to the target cell type (“Prop 
target”) between CelFIE and CelFiE-ISH. C Correlation of the percentage of reads assigned to the target cell 
type (“Prop target”) between each model and each individual marker features (left column for CelFIE-ISH, 
right for CelFiE)
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convergence. In this simplified version, no prior is employed, and therefore, only a single 
E-step and a single M-step are performed. A “perfect” marker would give a proportion of 
100% to the target cell type and 0% to all other cell types. We performed this on each of 
the U250 markers from each of the six pancreatic cell types and sorted markers by how 
close to perfect they were (Fig. 5A). Results for the TIM regions and U25 marker sets are 
shown in Additional file 1: figures S11 and S12 respectively.

Overall, CelFiE-ISH performed better than CelFiE, as indicated by the higher values 
along the diagonal of the heatmaps in Fig.  5A. High values off the diagonal indicated 
confusion patterns among the cell types, and these appear to be similar between the two 
models, for instance significant confusion Delta, Alpha, and Beta cells. If we make a scat-
ter plot of the on target percentages (the values in the diagonal), we can see that CelFiE 
and CelFiE-ISH are well correlated, but CelfiE-ISH is universally more accurate (Fig. 5B).

We next sought to determine which marker features predict high performance in this 
analysis. We characterized several features that we would expect to influence meth-
ylation haplotypes and thus favor the haplotype-based CelFiE-ISH model—these fea-
tures included the proportion of reads with only a single CpG (“Prop single CpG”), 
and median number of CpGs per read (“Median CpG #”), and a measurement of the 
bimodal-ness of reads derived from the EM model (Bayesian Information Criterion or 
“BIC”; see the “Methods” section). As expected, all of these features were more strongly 
correlated with CelFiE-ISH than with CelFiE (Fig.  5C). The feature directly related to 
bimodal-ness of read haplotypes (BIC) was much more strongly correlated in CelFiE-
ISH vs. CelFiE (p = 0.67 vs. p = 0.34), whereas those related to CpG density were much 
more similar in the two models. The correlation of these features in CelFiE suggests that 
high CpG density is a strong predictor of marker performance overall, not just in haplo-
type models, and should thus be considered important for in all future marker selection 
efforts for whole-genome DNA methylation-based deconvolution.

Discussion
Methylation arrays and methylation sequencing are both commonly used for profiling 
of clinical patient samples. Methylation arrays provide information at a single base level, 
while methylation sequencing can provide within-read methylation patterns or meth-
ylation haplotypes [22]. A single read can only have one cell type of origin, and a recent 
whole-genome atlas of purified cell types [1] allows for general purpose multi cell-type 
deconvolution. Deconvolution methods developed for methylation array data [7, 19] do 
not take methylation haplotype information into account. A new read-aware method, 
“UXM”, was published along with the methylation atlas [1]. UXM relies on percent meth-
ylation within each read and thus forgoes base-level information. Here, we explore two 
new read-aware algorithms that utilize both the position across the genome and within-
read information. One of these (CelFiE-ISH) is an extension of the model in CelFiE [21], 
which is the leading non-read aware algorithm. We did not evaluate other methods that 
were based on array [7], or not general with respect to cell types [8, 20, 24, 31] or whole-
genome markers [11].

First, we generated purely artificial WGBS data and varied the number of CpG sites on 
each molecule. In one simulation model where each cell type had a different methylation 
state (n-state model), the number of CpGs sites per molecule only had a modest effect 
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on the difference between the read-aware approach (CelFiE-ISH) and the non-read-
aware version (CelFiE). In a second model where there are only two primary methylation 
states (2-state model) and one state was unique to a single cell type, more CpGs per read 
made a dramatic improvement on the read-aware CelFiE-ISH.

For more realistic simulation experiments, we mixed reads from individual human 
cell types from the human WGBS methylation atlas [1], carefully creating hold-out test 
datasets that contained no samples from the same individual donors used in the train-
ing dataset. Here, CelFiE-ISH had a significant advantage over CelFiE, as well as UXM, 
but only about 30% improvement, not nearly as strong as seen in the 2-state simula-
tion model. While this improvement may appear modest, the advantage was particularly 
apparent for rare cell types—unlike CelFiE or UXM, CelFiE-ISH was able to detect a cell 
type present in just 0.03% of reads out of a total of 5× genomic sequencing coverage. In a 
completely independent WGBS dataset of COVID-19 patients, this allowed CelFiE-ISH 
to find stronger associations with rare cell types such as lung epithelium. While these 5× 
results envision shallow WGBS [15], deconvolution can also be used to analyze bisulfite 
capture-seq [32] or Reduced Representation Bisulfite Sequencing [11], where data for a 
specific set of genomic markers is collected at > 100× depth to reduce cost. Our results 
for 100× sequencing using either the U250 set (Fig. 4B, C) or a set of markers defined by 
RRBS (Additional file 1: Figure S9) confirm that CelFiE-ISH outperformed other meth-
ods on cell fractions down to 0.03%. While CelFiE-ISH performed best at statistically 
distinguishing rare from non-existent cell types, the in silico mixtures revealed an over-
estimation of both. One possible strategy to mitigate this behavior would be to imple-
ment weighting of individual reads [33]. Long reads would be assigned bigger weights 
and short, ambiguous reads would be down-weighted.

The second algorithm we produced, Epistate, was based on the two-state simulation 
model. Even in data produced from two-state simulations, it performed no better than 
CelFiE-ISH. It also suffered from a strong bias for more frequent cell types which limited 
its performance in more realistic in silico mixture experiments. It is possible that our 
model is overfitting the reference data by trying to estimate cell type proportions in the 
reference atlas itself—future work should investigate this.

The final read-aware algorithm, UXM, performed somewhat poorly using the default 
parameters, but when we expanded the search for parameters, performance could be 
improved by decreasing the minimum number of CpGs per read used (min_length or 
ML) from 4 to 1. However, setting ML to 1 had a detrimental effect on the second mix-
ture scenario where the number of reads from the target cell type was small. This shows 
that the optimal UXM settings might be dependent on read depth and/or target cell type 
proportions. CelFiE and CelFiE-ISH do not require such settings since they are probabil-
istic and incorporate the number of CpGs on the read implicitly.

Our study also revealed the strong dependence on the type and number of cell-type 
specific marker regions used. The difference between markers used by the CelFiE pack-
age (TIMs, [21]) and the markers used by UXM (U250) [1] was just as important as the 
deconvolution algorithm. Both marker selection strategies try to capture regions with 
low intra-cell-type variance and high inter-cell-type methylation difference, but they use 
different heuristics and relatively arbitrary cutoffs (the best n markers per cell type where 
n is an arbitrary number, etc.) Both the TIMs and the U25/250 regions were selected 
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based on beta values, though the TIM method considers single CpG sites and the Loyfer 
method considers blocks of CpGs. A recent novel approach to marker selection employs 
three strategies: one-tissue-vs-the-rest as in the Loyfer and TIM markers, one-group-
vs-another-group based on phylogeny, and one-tissue-vs-another-tissue to distinguish 
highly similar cell types [11].

We attempted to shed light on the selection of marker regions by evaluating perfor-
mance of individual markers within the U250 set, based on accuracy in our in silico 
mixture train/test datasets. We found that there was a large variability of performance 
across these markers. Under both models, performance was associated with higher CpG 
density, a feature which should be considered explicitly when selecting markers for any 
deconvolution method. A measure of the “bimodal-ness” of the methylation haplotypes 
across reads (BIC between a two-epistate model and a one-epistate model) was strongly 
associated with marker performance in the read-aware CelFiE-ISH model but much less 
so in the CelFiE model, indicating that markers should be tailored to the deconvolution 
approach being developed. Features specific for methylation haplotypes could be used, 
such as the average number of CpGs per read. Alternatively, a train/test strategy could be 
used to evaluate marker regions as we did above, subject to the challenges of designing 
hold-out test datasets that are truly independent of the training data. Validation using 
independent datasets is important, especially before using the markers to design fixed 
capture panels for future studies [1, 10]. In the current sequencing landscape, markers 
may also require tailoring for different sequencing platforms. Sequencing technologies 
from Oxford Nanopore and Pacific Biosciences sequence DNA methylation natively 
from tissues with fragments in the 5–20-kb range [34], which should translate to higher 
accuracy for read-aware approaches like CelFiE-ISH if longer markers are selected.

Conclusions
Methylation sequencing techniques can profile multiple individual CpGs on a single 
DNA molecule, but few deconvolution models have been developed to exploit these 
single-molecule methylation haplotypes for cell type deconvolution. We used simulated 
whole-genome methylation data and in silico mixtures of real data to compare exist-
ing deconvolution tools with two new models developed here. We found that adapting 
CelFiE to incorporate methylation haplotype information improved deconvolution accu-
racy by  30% over other tools, including the original CelFiE. In addition to overall higher 
accuracy, our new tool CelFiE-ISH outperformed others in detecting rare cell types pre-
sent at 0.1% and below. Detection of rare cell types is important for the analysis of circu-
lating DNA, which we demonstrated using a patient-derived plasma sequencing dataset. 
Finally, we showed that marker selection strategy has a strong effect on deconvolution 
accuracy, and haplotype-aware deconvolution can take advantage of markers tailored for 
that purpose.

Methods
Notations are consistent with Caggiano et al. [21]. We are provided with a reference atlas 
composed of T pure cell types indexed by t, at M CpG sites indexed by m. We only look 
at marker regions, i.e., regions with methylation differences between cell types, assum-
ing each read c spans no more than one marker.
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The reference atlas consists of one matrix βt,m , with the probability of methylation for 
cell type t at position m. We receive a mixture, X, composed of C reads. We assume each 
WGBS read is drawn from some cell type t at some marker m. zt,c = 1 indicates that t is 
the cell-type of origin for read c. We assume the mixture is drawn from a multinomial 
distribution:

where αt is the probability that a read originates from cell-type t.

The CelFiE-ISH algorithm

The mixture retains within-read information, and is represented by one matrix Xc,m , 
with dimensions C reads over M CpG sites. This algorithm does not re-estimate the ref-
erence atlas. The complete data likelihood is:

In the E-step, we use the joint probability of an entire read:

The M-step is equivalent to the first part in the CelFiE algorithm:

The full derivation of the algorithms is available in Additional file 4.

The CelFiE-ISH ReAtlas algorithm

As in CelFIE, the reference atlas consists of two matrices, Yt,m and DY
t,m , with the number 

of methylated and total reads for cell type t at position m respectively. We assume Yt,m is 
drawn from a Binomial distribution with βt,m being the true methylation probability and 
DY
t,m being the number of trials. The complete data likelihood is:

We re-estimate the atlas at each M-step:

The Epistate algorithm

At every marker region, reads are drawn from one of two possible states: �high and �low . 
Each state consists of a set of binomial distributions � = {θ1, θ2, ..., θm} , one per CpG site 
covered by the marker region. �high is arbitrarily defined to be the epistate with higher 
mean methylation. Cell types differ by the probability of observing each epistate in each 
region, denoted by �.

zc|α
iid
∼ Multinomial(α1, ...,αT )

P(x, z|α,β) = P(x|z,β)P(z|α)

P(zt,c = 1|xc,β ,α) =
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The reference atlas consists of � , �high and �low . They are estimated separately with 
their own EM model. µhigh,c = 1 indicates that read c belongs to �high . The complete 
data likelihood is:

In the E-step, we estimate both z and µ:

The M-step is the same as CelFiE-ISH.
To hard-assign methylation states to cell types, we set � ∈ {0, 1} , with � = 0 for the tar-

get cell type and � = 1 for all background cell types.

Other deconvolution methods

CelFiE was run using code available at https:// github. com/ chris tacag giano/ celfie [35]. 
UXM deconvolution was run using code available at https:// github. com/ nloyf er/ UXM_ 
deconv [36]. We created a custom script to calculate %U reads from epiread files. The U 
threshold was 25% and M threshold was 75%. Only reads with 4 or more CpGs were con-
sidered, for both the reference atlas and the input samples, unless otherwise indicated.

Computational cost

CelFiE scales linearly with the size of input and reference. For a single individual, it is 
O(T,  M). All the read-based models iterate over each read C, making CelFiE-ISH, 
CelFiE-ISH ReAtlas and Epistate O(C, T, M). This means the read-based models scale 
linearly with the number of reads, cell types, and CpG sites. Generating a reference 
atlas of methylated calls and total calls for CelFIE, CelFiE-ISH, and CelFiE-ISH ReAtlas 
requires summing over each position in the genome for each reference cell type, which is 
O(C, T, M). Epistate requires estimating � , �high and �low for the atlas. This is done in a 
read-based approach in O(C, T, M).

n-state simulations

In this simulation, a cell type was defined as a Bernoulli process. The probability of 
methylation at each position m was drawn from a random uniform distribution between 
0 and 1. To simulate a read mixture of depth RD, from T cell types with proportions αt , 
we first calculated the total number of reads in the mixture, taking into account the read 
length (RL):

We then sampled αt to receive the number of reads per cell type. The αt we used for 25 
simulated cell types was:
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https://github.com/christacaggiano/celfie
https://github.com/nloyfer/UXM_deconv
https://github.com/nloyfer/UXM_deconv
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or (1, . . . ,T )/
(T+1

2

)

 , with T = 25 . Next, the methylation status of each CpG in each read 
was determined by binomial sampling of its cell type of origin, at the appropriate posi-
tion, βt,m . Unlike the simulations in Caggiano et al. [21] and Keukeleire et al. [37], the 
read depth was a set parameter and not sampled. The total number of individual methyl-
ation cells ( RD ∗M ) was held constant regardless of read lengths by adjusting the num-
ber of reads. This is essentially equivalent to dividing the CpG sites to blocks/regions of 
size RL.

To transform the atlas to a format compatible with Epistate, we set �low to be βt,m of 
the target cell type and �high to be mean βt,m of all other cell types. For CelFiE, we multi-
plied βt,m by the atlas depth to receive methylation and coverage data.

Root mean squared error (RMSE) was normalized to the worst possible RMSE, equiv-
alent to estimating the cell type with the lowest true proportion as the sole contributor:

where y is the vector of true proportions indexed by i, ŷ is the vector of estimated pro-
portions indexed by i, n is the total number of cell types, and ymin is the lowest true pro-
portion. The full derivation of the worst possible RMSE is available in Additional file 4.

Two-state simulations

As in the Epistate model, this simulation includes only two methylation states: �low 
and �high . Therefore, to deconvolute more than two cell types, more than one region is 
required. At each region, the probability of methylation for the target cell type was set to 
�low and all other cell types were set to �high . While not all the models require it, in this 
simulation we kept �low and �high constant at all CpG sites in the region. �low was set 
to 0.1, and �high varied, but was always > 0.1 . We kept �t binary, so that �low was exclu-
sively associated with the target cell type. We explore non-binary �t values in Additional 
file 1: Figure S13.

To create a mixture, we used the same process described above: calculated the number 
of reads for each cell type and sampled the methylation states accordingly. Likewise, the 
same adjustments for read length were made, and the total number of methylation cells 
was kept constant.

To generate an atlas compatible with all models except Epistate, we calculated the 
expected beta value:

[0.003, 0.006, 0.009, 0.012, 0.015, 0.018, 0.022, 0.025, 0.028, 0.031, 0.034, 0.037, 0.04,

0.043, 0.046, 0.049, 0.052, 0.055, 0.058, 0.062, 0.065, 0.068, 0.071, 0.074, 0.077]

NRMSE =
RMSE
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√

∑
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√
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βt,m = �tθhigh,m + (1− �t)θlow,m
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Non-binary �t values

In the two-state simulation model, it is possible to alter the association between each 
cell type and its methylation state, by varying the � value. For example, a � of 0.2 for the 
target cell type would mean that 20% of reads in the target cell type are drawn from �high 
and as such are indistinguishable from the background cell types. This is different from 
varying the beta value parameter: it means there are two subpopulations within the tar-
get cell type. This is often seen in WGBS data and could either indicate contamination 
from another cell type, or true heterogeneity (both populations belong to the target cell 
type). As CelFiE-ISH attributes a single state to each cell type, non-binary � values cause 
overestimation of rare cell types and underestimations of common cell types (Addi-
tional file 1: Figure S13). Since Epistate models � values explicitly, this shrinkage effect is 
avoided.

WGBS data processing

BAM files for the reference atlas were retrieved from Loyfer et  al. [1] at European 
Genome-phenome Archive (EGA) under study accession number: EGAS00001006791 
[38] and re-processed with the nf-core/methylseq pipeline [39, 40] using the biscuit 
aligner [41, 42].  Briefly, the quality of fastQ files was assessed using FastQC (v0.11.9). 
TrimGalore (v0.6.4_dev) was used to trim adapters from all samples with the follow-
ing parameters: clip_r1=0 clip_r2=15 three_prime_clip_r1=10 three_
prime_clip_r2=10. We aligned the trimmed samples to the hg19 genome assembly 
using the biscuit aligner (v0.3.15.20200318) with-b 1 for directional library. Duplicates 
were marked using samblaster (v0.1.24) with –addMateTags. Then, BAM files were 
sorted and indexed using Samtools (v1.9). The sorted and indexed BAMs were given as 
an input to biscuit pileup to generate VCF files. Bed files were generated from VCF using 
biscuit vcf2bed with-k 1 -t cg arguments. We implemented a custom approach to 
filtering SNPs and generating Biscuit epiread files, which contained a merged version of 
the two ends of each paired-end read. The code is available at https:// github. com/ ekush 
ele/ methy lseq [41], and details are given in Additional file 4. Since native Epiread files 
contain SNP genotypes, we masked all SNP genotypes and provide these unprotected 
files at GEO GSE239605 [43].

Marker regions

To select TIMs, we used the code from Caggiano et  al. [21], with a minimal depth of 
15, 1 missing value, and 100 regions per cell type. We used blocks of ±250bp around 
each CpG. For 31 cell types, 2617 TIMs were found. These were merged down to 1755 
non-overlapping regions, using an interval union operation for each overlapping set of 
regions. Regions that were included for more than one cell type were removed, resulting 
in 1665 regions unique to a single cell type. We used only autosomes for the analysis.

We obtained the Loyfer U25 and U250 marker region lists from Supplemental Tables 
S4A and S4B from [1] and removed markers associated with the excluded cell types, as 
well as regions within sex chromosomes. This resulted in 770 total markers for U25 and 
7475 total markers for U250. All regions used are available in Additional file 3.

https://github.com/ekushele/methylseq
https://github.com/ekushele/methylseq
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In silico mixtures—high complexity mixtures

For the in silico experiments, we used hold-out samples and created an atlas from all 
other samples. For the pan-atlas analysis, we started with the Loyfer 205 sample atlas. 
We excluded 15 samples that were cultured in-vitro, since this can affect methylation 
levels. We filtered the remaining samples for groups with at least 3 biological replicates. 
This left 31/39 groups and 185/205 samples. For each simulation, we held out one sam-
ple (derived from a single donor) and created the atlas from the other 2 or more sam-
ples (which had different donors than the hold-out sample). In some cases, multiple cell 
types were derived from a single donor—in this case, we always used the same donor for 
the hold-out samples, so that no samples from this donor would ever be included in the 
reference atlas. Complete details on each sample are provided in Additional file 2.

For the n = 31 cell types in the high-complexity mixture, we calculated the cell type 
proportion vector as (1, . . . ,T )/

(T+1

2

)

 with T = 31 [21]. We assigned each t a random 
cell type. In the simulation used in the main figures, this ordering of t = 1 to T = 31 
is as follows: Blood-B, Eryth-prog, Gastric-Ep, Breast-Luminal-Ep, Pancreas-Alpha, 
Ovary+Endom-Ep, Small-Int-Ep, Lung-Ep-Alveo, Adipocytes, Breast-Basal-Ep, Pros-
tate-Ep, Oligodend, Pancreas-Duct, Head-Neck-Ep, Endothelium, Neuron, Blood-T, 
Blood-NK, Blood-Granul, Blood-Mono+Macro, Liver-Hep, Pancreas-Acinar, Bladder-
Ep, Thyroid-Ep, Kidney-Ep, Pancreas-Delta, Heart-Cardio, Colon-Ep, Lung-Ep-Bron, 
Pancreas-Beta, Fallopian-Ep. Additional shuffling of the cell-type order is shown in 
Additional file 1: Figures S4-5.

To sample the mixture to a predefined read depth (RD), we calculated the total number 
of reads to sample across all marker regions and then sampled from all reads that over-
lapped marker regions including partial overlaps, according to the cell type proportions 
given above. The number of reads for a given cell type was sampled across all marker 
regions together, so individual marker regions can deviate slightly from the global read 
depth due to sampling.

The required number of reads is the desired read depth ( RDrequired ) times the total 
number of CpG sites in the marker regions (M), divided by the average read length RL 
(CpGs per read). This is equivalent to the required read depth times the total number 
of reads in the marker regions (C) divided by the read depth in the mixture samples 
( RDinput).

The same random mixture files were used as input for all deconvolution models.

In silico mixtures—circulating DNA inspired mixture

The cfDNA-like background was composed of Blood-B, Blood-T, Blood-NK, Blood-
Granul, Blood-Mono+Macro, and Liver-Hep. As in the high complexity mixtures, 
we used separate samples and donors for the reference and mixtures. The hold-out 
samples used to create the mixture included 3 T cell samples and one of each other 
cell type (Additional file  2). To maximize the possible coverage, the background con-
sisted of 37.5% T cells and 12.5% of each remaining cell type. We added a spike-on of 

#reads =
RDrequired ∗M

RL
=

RDrequired ∗ C

RDinput
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cardiomyocytes at varying proportions, reducing the background accordingly. For 
example, the 3% cardiomyocyte mixture included 36.375% T cells and 12.125% of each 
remaining cell type, summing to 97% background.

We sampled the mixtures in the same process described above for the high complex-
ity mixtures. While only a few cell types were used to create the mixture (had αt > 0 ), 
the full 31 group atlas was used for deconvolution. Cell type ordering is identical to the 
order in the high complexity mixtures detailed above.

In silico mixtures—RRBS tissue mixtures

Publicly available PAT files for 57 WBC tissue samples and 23 heart samples from 
Li et  al. [11] were downloaded, along with metadata, from GEO series GSE233417 
[44]. Reads from the heart samples were mixed into a WBC background at 100× 
total coverage in the same process described above, in the following proportions: 0, 
0.0003, 0.001, 0.003, 0.01, .03, 0.1. At each input proportion, 50 mixtures were gen-
erated, sampling randomly across all samples per tissue. Since this is an independent 
dataset, we did not use the 31 cell type atlas used above as a holdout training data-
set. We constructed a reference atlas containing all 39 cell types described in Loyfer 
et  al. [1], using all 205 samples (Additional file  2), on U250 regions, excluding sex 
chromosomes, retrieved from Loyfer et al. supplementary table 4B [1]. Beta values 
for these regions are available at Zenodo [45]. We considered the sum of Hear-Fibro 
and Heart-Cardio as the estimated heart proportion. To assess the discrimination 
between null mixtures and spike-in, we performed an independent sample T-test for 
the estimated heart proportion in the two groups per model.

COVID-19 cfDNA analysis

Publicly available FASTQ files for 52 WGBS plasma samples from Cheng et al. [29] 
were downloaded from the Short Read Archive (SRA) Project PRJNA687910 [46]. 
The original cfDNAme cell-type deconvolutions and metadata for these samples 
were downloaded from Supplemental Table  1 of ref [29]. For analysis with CelFiE 
and CelFiE-ISH, the FASTQ files were processed to methylation PAT files using 
wgbstools [47] as described in [1]. We performed deconvolution using the full 39 cell 
types in the Loyfer atlas. Based on these results, we performed ROC analysis in two 
different ways. First, we used all 39 cell types for the CelFiE and CelFiE-ISH models 
(shown in Additional file 1: figure S8). For direct comparison of the different meth-
ods (shown in Fig.  4), we harmonized the cell type atlases as follows. We merged 
more granular cell types in the HUJI atlas into more general ones from [29] by sum-
ming cell type proportions, as follows: All pancreatic cell types (Pancreas-Alpha, 
Pancreas-Beta, Pancreas-Delta, Pancreas-Acinar and Pancreas-Duct) were summed 
to a composite “Pancreas” cell type and Lung-Ep-Bron and Lung-Ep-Alveo were 
summed to a “Lung” cell type. Similarly, cfDNAme “monocyte” and “macrophage” 
were summed. 1-to-1 cell type mappings for other cell types were as follows (first 
is cfDNAme, second is CelFiE/CelFie-ISH): “monocyte”+“macrophage”: “Blood-
Mono+Macro,”  “neutrophil”: “Blood-Granul,” “Tcell”: “Blood-T,” “Nkcell”: “Blood-
NK,” “Bcell”: “Blood-B,” “erythroblast”: “Eryth-prog,” “kidney”: “Kidney-Ep,” “heart”: 
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“Heart-Cardio,” “skin”: “Epid-Kerat,” “lung”: “Lung”, “liver”: “Liver-Hep,” “pancreas”: 
“Pancreas,” “colon”: “Colon-Ep.”

We performed ROC analysis as follows. 30 “Negative” samples were defined using 
the Cheng et  al. metadata fields timepoint_ordinal between 4 and 6, and 22 
“Positive” samples were defined as timepoint_ordinal 7–9. True-positive rates, 
false-positive rates, and AUC were calculated using sklearn.metrics. Some cell types 
corresponded to AUC scores less than 0.5 (anti-correlated with severity).

Informative region ranking

For informative region ranking, we used only the pancreatic cell types: Pancreas-Beta, 
Pancreas-Deta, Pancreas-Duct, Pancreas-Alpha, Pancreas-Acinar, and Endothelium 
derived from pancreas samples. Each of these had at least 3 individual donors. We 
employed a leave-one-out approach, using all samples except one individual donor 
for the reference atlas, and the other donor for testing. For this analysis, we gener-
ated a downsampled “mixture” that is 100% the target cell type. Then, we performed 
a deconvolution for each marker region individually. We performed this analysis sev-
eral times, using each individual donor as the holdout sample in one trial. We then 
averaged the estimated proportions across all individuals (weighted by the number of 
reads derived from each).

All of the deconvolution models are designed to sum over all marker regions. 
We adapted them to assign an output to individual marker regions, as follows. We 
removed the prior from the E-step for each model, i.e., the α parameter. For CelFiE 
and sum-CelFiE that would be:

For CelFiE-ISH and CelFiE-ISH ReAtlas:

For Epistate:

Statistics were calculated across all samples jointly: number of CpG sites in the 
region, the median number of CpGs per read and proportion of reads with a single 
CpG out of all reads overlapping the region (including partial overlaps). To assess 
bimodality, we employed the Bayesian Information Criterion (BIC) to compare the 
likelihoods of a one-state model and a two-state model. We adapted the two-state 
model described by Fang et  al. [23] to accommodate any mixing ratio (Additional 
file 4) and compared its likelihood to the one-state model.

P(zt,m,c = 1|xm,c,β) =
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1−xm,c

∑

k β
xm,c

k ,m (1− βk ,m)
1−xm,c

P(zt,c = 1|xc,β) =

∏

m β
xm,c
t,m (1− βt,m)

1−xm,c

∑

k

∏

m β
xm,c

k ,m (1− βk ,m)
1−xm,c

P(zt,c = 1|x) =
�t,c

∏

m

[

�
xc,m
high(1−�high)

1−xc,m
]

+ (1− �t,c)
∏

m

[

�
xc,m
low (1−�low)

1−xc,m
]

∑

t

{

�t,c
∏

m

[

θ
xc,m
high(1−�high)

1−xc,m

]

+ (1− �t,c)
∏

m

[

�
xc,m
low (1−�low)

1−xc,m

]}



Page 25 of 27Unterman et al. Genome Biology  (2024) 25:151 

Supplementary Information
The online version contains supplementary material available at https:// doi. org/ 10. 1186/ s13059- 024- 03275-x.

Additional file 1. Supplementary figures S1-S13.

Additional file 2. List of WGBS samples used in in silico experiments.

Additional file 3. Lists of marker regions.

Additional file 4. Supplementary methods.

Additional file 5. Review history.

Acknowledgements
We thank Tommy Kaplan and Netanel Loyfer for providing important feedback on our manuscript, as well as advising us on 
use of datasets from the HUJI WGBS atlas (Nature 2023, PMID 36599988). We thank Netanel Loyfer for processing the COVID-19 
samples to PAT files. We also thank Yuval Dor and Amir Eden for helpful discussions and advice. Computation was performed 
on the Hebrew University Research Computing Services cluster (HURCS), with assistance from Yaron Weitz and Ori Adam.

Peer review information
Wenjing She was the primary editor of this article and managed its editorial process and peer review in collaboration 
with the rest of the editorial team.

Review history
The review history is available as Additional file 5.

Authors’ contributions
The authors confirm contribution to the paper as follows: study conception and design: B.P.B., I.U.; analysis and inter-
pretation of results: I.U., E.K, T.J.T, D.A.; draft manuscript preparation: I.U., B.P.B.; manuscript editing: I.U, B.G., E.K., B.P.B. All 
authors reviewed the results and approved the final version of the manuscript.

Author’s X handles
X handles: @benbfly (Benjamin P. Berman).

Funding
BPB received support from the Israel Science Foundation personal grant 2279/22, as well as startup support from 
Hebrew University, the Kamea B program of the Israel Ministry of Aliyah and Immigrant Integration, and the Beethoven 
Foundation. IU and EK were funded by a Council for Higher Education grant to the Hebrew University Center for Interdis-
ciplinary Data Science Research (CIDR) and Israel Science Foundation IPMP grant 3099/22 and personal grant 2279/22. 
IU was also supported by the Azrieli foundation. BG received support from the Israel Science Foundation (ISF) Juvenile 
Diabetes Research Foundation Joint Program in Type 1 Diabetes Research 2982/20; ISF grant 1782/18; and EU’s Horizon 
2020 research and innovation program No 874710.

Availability of data and materials
No raw sequencing data were generated for this study. WGBS data used to perform in silico mixtures are available at 
European Genome-phenome Archive (EGA) under study accession number: EGAS00001006791 [38], and fully described 
in the original publication [1]. The data were processed as described in the the “Methods” section. We have deposited 
reprocessed data files at GEO accession GSE239605 [43], including epiread files with all SNP information masked. For vali-
dation, WGBS data from COVID-19 patients were downloaded from the Short Read Archive (SRA) Project PRJNA687910 
[46] and processed data files were obtained from [1] (GEO GSE186458) [48]. They are fully described in the original publi-
cation [29]. RRBS data were obtained from GSE233417 [44] and are fully described in the original publication [11].
 CelFiE-ISH and all other deconvolution models are available at GitHub [49], also deposited at Zenodo [45]. Code to 
reproduce simulated datasets and in silico mixed datasets are available from GitHub [50, 51]. All source code is published 
under the permissive MIT open source license. Input files for deconvolution are available from Zenodo [45].

Declarations

Ethics approval and consent to participate
Not applicable. Experimental methods comply with the Helsinki Declaration.

Consent for publication
Not applicable.

Competing interests
BPB is a consultant for VolitionRx (not involving this project).

Received: 20 August 2023   Accepted: 13 May 2024
Published: 10 June 2024

https://doi.org/10.1186/s13059-024-03275-x


Page 26 of 27Unterman et al. Genome Biology  (2024) 25:151

References
 1. Loyfer N, Magenheim J, Peretz A, Cann G, Bredno J, Klochendler A, et al. A DNA methylation atlas of normal human 

cell types. Nature. 2023;613(7943):355–64.
 2. Cedar H, Sabag O, Reizel Y. The role of DNA methylation in genome-wide gene regulation during development. 

Development. 2022;149(2). https:// doi. org/ 10. 1242/ dev. 200118
 3. Baylin SB, Jones PA. A decade of exploring the cancer epigenome - biological and translational implications. Nat Rev 

Cancer. 2011;11(10):726–34.
 4. Qi L, Teschendorff AE. Cell-type heterogeneity: why we should adjust for it in epigenome and biomarker studies. 

Clin Epigenetics. 2022;14(1):31.
 5. Fan HC, Gu W, Wang J, Blumenfeld YJ, El-Sayed YY, Quake SR. Non-invasive prenatal measurement of the fetal 

genome. Nature. 2012;487(7407):320–4.
 6. Wan JCM, Massie C, Garcia-Corbacho J, Mouliere F, Brenton JD, Caldas C, et al. Liquid biopsies come of age: towards 

implementation of circulating tumour DNA. Nat Rev Cancer. 2017;17(4):223–38.
 7. Moss J, Magenheim J, Neiman D, Zemmour H, Loyfer N, Korach A, et al. Comprehensive human cell-type methyla-

tion atlas reveals origins of circulating cell-free DNA in health and disease. Nat Commun. 2018;9(1):1–12.
 8. Cheng THT, Jiang P, Teoh JYC, Heung MMS, Tam JCW, Sun X, et al. Noninvasive detection of bladder cancer by 

shallow-depth genome-wide bisulfite sequencing of urinary cell-free DNA for methylation and copy number profil-
ing. Clin Chem. 2019;65(7):927–36.

 9. Duvvuri B, Lood C. Cell-Free DNA as a Biomarker in Autoimmune Rheumatic Diseases. Front Immunol. 2019;10:502.
 10. McNamara ME, Loyfer N, Kiliti AJ, Schmidt MO, Shabi-Porat S, Jain SS, et al. Circulating cell-free methylated DNA 

reveals tissue-specific, cellular damage from radiation treatment. JCI Insight. 2023. https:// doi. org/ 10. 1172/ jci. insig 
ht. 156529.

 11. Li S, Zeng W, Ni X, Liu Q, Li W, Stackpole ML, et al. Comprehensive tissue deconvolution of cell-free DNA by deep 
learning for disease diagnosis and monitoring. Proc Natl Acad Sci U S A. 2023;120(28):e2305236120.

 12. Teschendorff AE, Relton CL. Statistical and integrative system-level analysis of DNA methylation data. Nat Rev Genet. 
2017;19(3):129–47.

 13. Teschendorff AE, Zheng SC. Cell-type deconvolution in epigenome-wide association studies: a review and recom-
mendations. Epigenomics. 2017;9(5):757–68.

 14. Barefoot ME, Loyfer N, Kiliti AJ, McDeed AP 4th, Kaplan T, Wellstein A. Detection of cell types contributing to cancer 
from circulating. Cell-Free Methylated DNA Front Genet. 2021;12:671057.

 15. Katsman E, Orlanski S, Martignano F, Fox-Fisher I, Shemer R, Dor Y, et al. Detecting cell-of-origin and cancer-specific 
methylation features of cell-free DNA from Nanopore sequencing. Genome Biol. 2022;23(1):158.

 16. Yu SCY, Jiang P, Peng W, Cheng SH, Cheung YTT, Tse OYO, et al. Single-molecule sequencing reveals a large popula-
tion of long cell-free DNA molecules in maternal plasma. Proc Natl Acad Sci U S A. 2021;118(50). https:// doi. org/ 10. 
1073/ pnas. 21149 37118.

 17. Carter SL, Cibulskis K, Helman E, McKenna A, Shen H, Zack T, et al. Absolute quantification of somatic DNA altera-
tions in human cancer. Nat Biotechnol. 2012;30(5):413–21.

 18. Aran D, Sirota M, Butte AJ. Systematic pan-cancer analysis of tumour purity. Nat Commun. 2015;6(1):1–12.
 19. Salas LA, Zhang Z, Koestler DC, Butler RA, Hansen HM, Molinaro AM, et al. Enhanced cell deconvolution of peripheral 

blood using DNA methylation for high-resolution immune profiling. Nat Commun. 2022;13(1):761.
 20. Sun K, Jiang P, Chan KCA, Wong J, Cheng YKY, Liang RHS, et al. Plasma DNA tissue mapping by genome-wide 

methylation sequencing for noninvasive prenatal, cancer, and transplantation assessments. Proc Natl Acad Sci U S A. 
2015;112(40):E5503.

 21. Caggiano C, Celona B, Garton F, Mefford J, Black BL, Henderson R, et al. Comprehensive cell type decomposition of 
circulating cell-free DNA with CelFiE. Nat Commun. 2021;12(1):1–13.

 22. Guo S, Diep D, Plongthongkum N, Fung HL, Zhang K, Zhang K. Identification of methylation haplotype blocks aids 
in deconvolution of heterogeneous tissue samples and tumor tissue-of-origin mapping from plasma DNA. Nat 
Genet. 2017;49(4):635.

 23. Fang F, Hodges E, Molaro A, Dean M, Hannon GJ, Smith AD. Genomic landscape of human allele-specific DNA meth-
ylation. Proc Natl Acad Sci. 2012;109(19):7332–7.

 24. Zheng X, Zhao Q, Wu HJ, Li W, Wang H, Meyer CA, et al. MethylPurify: tumor purity deconvolution and differential 
methylation detection from single tumor DNA methylomes. Genome Biol. 2014;15(7):1–13.

 25. Jeong Y, de Andrade E Sousa LB, Thalmeier D, Toth R, Ganslmeier M, Breuer K, et al. Systematic evaluation of cell-type 
deconvolution pipelines for sequencing-based bulk DNA methylomes. Brief Bioinform. 2022;23(4). https:// doi. org/ 
10. 1093/ bib/ bbac2 48

 26. Kang S, Li Q, Chen Q, Zhou Y, Park S, Lee G, et al. CancerLocator: non-invasive cancer diagnosis and tissue-of-origin 
prediction using methylation profiles of cell-free DNA. Genome Biol. 2017;18(1). https:// www. ncbi. nlm. nih. gov/ 
pmc/ artic les/ PMC53 64586/.

 27. Landan G, Cohen NM, Mukamel Z, Bar A, Molchadsky A, Brosh R, et al. Epigenetic polymorphism and the stochastic 
formation of differentially methylated regions in normal and cancerous tissues. Nat Genet. 2012;44(11):1207–14.

 28. Eckhardt F, Lewin J, Cortese R, Rakyan VK, Attwood J, Burger M, et al. DNA methylation profiling of human chromo-
somes 6, 20 and 22. Nat Genet. 2006;38(12):1378–85.

 29. Cheng AP, Cheng MP, Gu W, Lenz JS, Hsu E, Schurr E, et al. Cell-free DNA tissues of origin by methylation profil-
ing reveals significant cell, tissue, and organ-specific injury related to COVID-19 severity. Med (New York NY). 
2021;2(4):411.

 30. Ben-Ami R, Loyfer N, Cohen E, Fialkoff G, Sharkia I, Bogot N. Epigenetic liquid biopsies reveal elevated vascular 
endothelial cell turnover and erythropoiesis in asymptomatic COVID-19 patients. https:// doi. org/ 10. 1101/ 2023. 07. 
28. 550957.

 31. Li W, Li Q, Kang S, Same M, Zhou Y, Sun C, et al. CancerDetector: ultrasensitive and non-invasive cancer detec-
tion at the resolution of individual reads using cell-free DNA methylation sequencing data. Nucleic Acids Res. 
2018;46(15):e89.

https://doi.org/10.1242/dev.200118
https://doi.org/10.1172/jci.insight.156529
https://doi.org/10.1172/jci.insight.156529
https://doi.org/10.1073/pnas.2114937118
https://doi.org/10.1073/pnas.2114937118
https://doi.org/10.1093/bib/bbac248
https://doi.org/10.1093/bib/bbac248
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5364586/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5364586/
https://doi.org/10.1101/2023.07.28.550957
https://doi.org/10.1101/2023.07.28.550957


Page 27 of 27Unterman et al. Genome Biology  (2024) 25:151 

 32. Klein EA, Richards D, Cohn A, Tummala M, Lapham R, Cosgrove D, et al. Clinical validation of a targeted methylation-
based multi-cancer early detection test using an independent validation set. Ann Oncol. 2021;32(9):1167–77.

 33. Gebru ID, Alameda-Pineda X, Forbes F, Horaud R. EM algorithms for weighted-data clustering with application to 
audio-visual scene analysis. IEEE Trans Pattern Anal Mach Intell. 2016;38(12):2402–15.

 34. Shafin K, Pesout T, Lorig-Roach R, Haukness M, Olsen HE, Bosworth C, et al. Nanopore sequencing and the Shasta 
toolkit enable efficient de novo assembly of eleven human genomes. Nat Biotechnol. 2020;38(9):1044–53.

 35. Caggiano C. celfie: cfDNA cell type of origin estimation. https:// github. com/ chris tacag giano/ celfie. Accessed 22 July 
2022. 

 36. Loyfer N. UXM_deconv. https:// github. com/ nloyf er/ UXM_ deconv. Accessed 20 Feb 2023.
 37. Keukeleire P, Makrodimitris S, Reinders M. Cell type deconvolution of methylated cell-free DNA at the resolution of 

individual reads. NAR Genom Bioinform. 2023;5(2):lqad048.
 38. Loyfer N, Magenheim J, Peretz A, Cann G, Bredno J, Klochendler A, Fox-Fisher I, Shabi-Porat S, Hecht M, Pelet T, Moss 

J, Amini H, Moradi P, Nagaraju S, Bauman D, Shveiky D, Porat S, Rivkin G, Or O, Hirshoren N, Carmon E, Pikarsky A, 
Khalaileh A, Zamir G, Grinbaum R, Abu Gazala M, Mizrahi I, Shussman N, Korach A, Wald O, Izhar U, Erez E, Yutkin V, 
Samet Y, Rotnemer Golinkin D, Spalding KL, Druid H, Arner P, Shapiro AJ, Grompe M, Aravanis A, Venn O, Jamshidi 
A, Shemer R, Dor Y, Glaser B, Kaplan T. A DNA methylation atlas of normal human cell types. European Genome-
Phenome Archive; 2022. https:// ega- archi ve. org/ studi es/ EGAS0 00010 06791. Title of the publication associated with 
this dataset: A DNA methylation atlas of normal human cell types. Accessed 01 Jan 2022.

 39. Ewels PA, Peltzer A, Fillinger S, Patel H, Alneberg J, Wilm A, et al. The nf-core framework for community-curated 
bioinformatics pipelines. Nat Biotechnol. 2020;38(3):276–8. https:// zenodo. org/ record/ 47447 08.

 40. Ewels P, Hüther P, Hammarén R, mashehu, Peltzer A, Bot NC, et al. nf-core/methylseq: nf-core/methylseq version 
1.6.1 [Nauseous Serpent]. Zenodo; 2021. https:// zenodo. org/ record/ 47447 08. Accessed 01 Jan 2022.

 41. Katsman E, Berman BP. methylseq: Methylation (Bisulfite-Sequencing) analysis pipeline using Bismark or bwa-meth 
+ MethylDackel or biscuit. https:// github. com/ ekush ele/ methy lseq. Accessed 02 Jan 2022.

 42. Zhou W, Johnson BK, Morrison J, Beddows I, Eapen J, Katsman E, et al. BISCUIT: an efficient, standards-compliant 
tool suite for simultaneous genetic and epigenetic inference in bulk and single-cell studies. Nucleic Acids Res. 
2024;52(6):e32.

 43. Unterman, Irene, Avrahami, Dana, Katsman, Efrat, Triche Tim Jr , Glaser, Benjamin and Berman, Benjamin P . Multi-
cell type deconvolution using a probabilistic model of single-molecule DNA methylation haplotypes. GEO; 2023. 
https:// www. ncbi. nlm. nih. gov/ geo/ query/ acc. cgi? acc= GSE23 9605. Accessed 28 July 2023.

 44. Li S, Zeng W, Liu Q, Li W, Stackpole ML, Zhou Y, Gower A, Krysan K, Ahuja P, Lu D, Raman SS, Hsu W, Aberle DR, 
Magyar CE, French SW, Han SB, Garon EB, Agopian VG, Wong WH, Dubinett SM, Zhou XJ. A comprehensive DNA 
methylation atlas for noncancer human tissue types. GEO; 2023. https:// www. ncbi. nlm. nih. gov/ geo/ query/ acc. cgi? 
acc= GSE23 3417. Accessed 09 Mar 2024.

 45. Unterman I, Berman BP. methylgrammarlab/deconvolution_models: v0.0.2. Zenodo; 2024. https:// zenodo. org/ recor 
ds/ 10799 835. Accessed 09 Mar 2024.

 46. Cheng A, Cheng M, Gu W, Lenz J, Hsu E, Schurr E, Bourque G, Bourgey M, Ritz J, Marty F, Chiu C, Vinh D, de vlaminck 
I. cell-free DNA sequencing of plasma from COVID-19 patients. Short Read Archive; 2022. https:// www. ncbi. nlm. nih. 
gov/ biopr oject/? term= PRJNA 687910. Accessed 08 Aug 2023.

 47. Loyfer N. wgbs_tools: tools for working with Bisulfite Sequencing data while preserving reads intrinsic dependen-
cies. https:// github. com/ nloyf er/ wgbs_ tools. Accessed 19 Feb 2023.

 48. Loyfer N, Magenheim J, Peretz A, Cann G, Bredno J, Klochendler A, Fox-Fisher I, Shabi-Porat S, Hecht M, Pelet T, Moss 
J, Amini H, Moradi P, Nagaraju S, Bauman D, Shveiky D, Porat S, Rivkin G, Or O, Hirshoren N, Carmon E, Pikarsky A, 
Khalaileh A, Zamir G, Grinbaum R, Abu Gazala M, Mizrahi I, Shussman N, Korach A, Wald O, Izhar U, Erez E, Yutkin V, 
Samet Y, Rotnemer Golinkin D, Spalding KL, Druid H, Arner P, Shapiro AJ, Grompe M, Aravanis A, Venn O, Jamshidi A, 
Shemer R, Dor Y, Glaser B, Kaplan T. A human DNA methylation atlas reveals principles of cell type-specific methyla-
tion and identifies thousands of cell type-specific regulatory elements. GEO; 2022. https:// www. ncbi. nlm. nih. gov/ 
geo/ query/ acc. cgi? acc= GSE18 6458. Accessed 15 Sept 2022.

 49. Unterman I, Berman BP. deconvolution_models: EM-based deconvolution models. https:// github. com/ methy lgram 
marlab/ decon volut ion_ models. Accessed 10 April 2023.

 50. Unterman I, Berman BP. deconvolution_simulation_pipeline. https:// github. com/ methy lgram marlab/ decon volut 
ion_ simul ation_ pipel ine. Accessed 12 June 2023.

 51. Unterman I, Berman BP. deconvolution_in_silico_pipeline. https:// github. com/ methy lgram marlab/ decon volut ion_ 
in_ silico_ pipel ine. Accessed 10 April 2023.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

https://github.com/christacaggiano/celfie
https://github.com/nloyfer/UXM_deconv
https://ega-archive.org/studies/EGAS00001006791
https://zenodo.org/record/4744708
https://zenodo.org/record/4744708
https://github.com/ekushele/methylseq
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE239605
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE233417
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE233417
https://zenodo.org/records/10799835
https://zenodo.org/records/10799835
https://www.ncbi.nlm.nih.gov/bioproject/?term=PRJNA687910
https://www.ncbi.nlm.nih.gov/bioproject/?term=PRJNA687910
https://github.com/nloyfer/wgbs_tools
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE186458
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE186458
https://github.com/methylgrammarlab/deconvolution_models
https://github.com/methylgrammarlab/deconvolution_models
https://github.com/methylgrammarlab/deconvolution_simulation_pipeline
https://github.com/methylgrammarlab/deconvolution_simulation_pipeline
https://github.com/methylgrammarlab/deconvolution_in_silico_pipeline
https://github.com/methylgrammarlab/deconvolution_in_silico_pipeline

	CelFiE-ISH: a probabilistic model for multi-cell type deconvolution from single-molecule DNA methylation haplotypes
	Abstract 
	Background
	Results
	Algorithms overview
	n-state simulations
	Two-state simulations
	High complexity in silico mixtures
	Circulating DNA—in silico mixtures
	Circulating DNA—WGBS data from COVID-19 patient plasma
	Differential marker contributions to deconvolution accuracy

	Discussion
	Conclusions
	Methods
	The CelFiE-ISH algorithm
	The CelFiE-ISH ReAtlas algorithm
	The Epistate algorithm
	Other deconvolution methods
	Computational cost
	n-state simulations
	Two-state simulations
	Non-binary  values
	WGBS data processing
	Marker regions
	In silico mixtures—high complexity mixtures
	In silico mixtures—circulating DNA inspired mixture
	In silico mixtures—RRBS tissue mixtures
	COVID-19 cfDNA analysis
	Informative region ranking

	Acknowledgements
	References


