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Abstract

Objective—The objective of this study is to validate and report on portability and 

generalizability of a Natural Language Processing (NLP) method to extract individual social 

factors from clinical notes, which was originally developed at a different institution.

Materials and Methods—A rule-based deterministic state machine NLP model was developed 

to extract financial insecurity and housing instability using notes from one institution and was 

applied on all notes written during 6 months at another institution. 10% of positively-classified 

notes by NLP and the same number of negatively-classified notes were manually annotated. The 

NLP model was adjusted to accommodate notes at the new site. Accuracy, positive predictive 

value, sensitivity, and specificity were calculated.

Results—More than 6 million notes were processed at the receiving site by the NLP model, 

which resulted in about 13,000 and 19,000 classified as positive for financial insecurity and 

housing instability, respectively. The NLP model showed excellent performance on the validation 

dataset with all measures over 0.87 for both social factors.

Discussion—Our study illustrated the need to accommodate institution-specific note-writing 

templates as well as clinical terminology of emergent diseases when applying NLP model for 

social factors. A state machine is relatively simple to port effectively across institutions. Our study 

showed superior performance to similar generalizability studies for extracting social factors.

Conclusion—Rule-based NLP model to extract social factors from clinical notes showed strong 

portability and generalizability across organizationally and geographically distinct institutions. 

Corresponding author: Tanja Magoc, University of Florida, 3300 SW Williston Rd, Gainesville, FL 32610, tmagoc@ufl.edu.
AUTHOR’S CONTRIBUTION
TM, CAH, and JRV designed the study. CAH and JRV supervised the work. JC completed system transfer and training and advised 
on system modifications and data analysis. KSA provided training, adjudication, analysis, and advices on manual annotation. CM 
and JPR performed manual annotation and contributed to annotation findings and analysis. TM coordinated data acquisition, installed 
system, set up annotation studies, analyzed data, and performed system modifications. All authors discussed the results at all stages of 
the project. All authors reviewed, edited, and provided critical feedback on the manuscript and approved its final form.

DECLARATION OF COMPETING INTERESTS
The authors declare that they have no competing interests that could have appeared to influence the work reported in this paper.

HHS Public Access
Author manuscript
Int J Med Inform. Author manuscript; available in PMC 2024 September 01.

Published in final edited form as:
Int J Med Inform. 2023 September ; 177: 105115. doi:10.1016/j.ijmedinf.2023.105115.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



With only relatively simple modifications, we obtained promising performance from an NLP-

based model.
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1 BACKGROUND AND SIGNIFICANCE

As much as 80% of clinical information is stored within electronic health records (EHR) 

as unstructured text[1]. Information valuable to understanding a holistic view of the 

patient is contained within these clinical notes. Natural Language Processing (NLP) 

methods can extract relevant features from clinical notes or be used in cohort definition 

for a wide-range of conditions[2–17]. However, a longstanding challenge with any NLP 

model is the portability to new information system environments and generalizability to 

new populations[18–19]. Notably, documentation practices vary widely across providers, 

linguistics can vary between different locations, and availability of recommended compute 

infrastructure and trained informatics staff may differ among institutions[20–22].

These challenges exist in the application of NLP to identify social risk factors, which 

include the non-medical factors, like an individual’s housing situation or socioeconomic 

status that affect health outcomes, utilization, and costs[23]. Social factors are often 

multidimensional constructs with numerous related, but non-synonymous terms that have 

crucial differences. For example, housing instability encompasses a range of issues such 

as frequent changes of residence, crowding within a household, the loss of housing, 

and homelessness[24]. Such nuanced differences increase the opportunities for linguistic 

variation. Similarly, NLP models may leverage the information from local or population-

specific social services or programs[25]. Site-specific programs are useful information, 

but may not be generalizable. Additionally, social risk factors do not benefit from a 

standardized, controlled terminology to support generalizability across sites as is the case for 

clinical and medical terms.

Several studies have successfully developed NLP models to identify individual or multiple 

social risk factors[26]. However, only a very few studies have described the attempt to port 

and generalize an NLP model to extract a social risk factor that was originally developed 

at a different institution[27–28]. This study details the steps in porting and generalizing 

NLP models for two social risk factors (financial insecurity and housing instability) from 

one institution to another. We focus on portability and generalizability of the original 

system across distinct compute environments and data sets from different health systems 

by outlining the steps to install and update the NLP models and by evaluating performance 

metrics.

2 MATERIALS AND METHODS

In this study, we describe portability and generalizability of NLP models for extracting 

social risk factors from clinical notes that were developed from health systems in Central 

Indiana to the University of Florida Health (UF Health). We define portability as the ease of 
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installing the software in a new environment and to update the models to meet the needs of 

new data. We define generalizability as the performance of the NLP models when applied on 

new data.

2.1 Settings

Researchers from the Regenstrief Institute and Indiana University (IU) initially developed 

and tested NLP models using data from two separate health systems that participate in the 

Indiana Network for Patient Care (INPC)[29]. One was a safety-net system and the other 

a primarily urban, non-profit system. Together they represent approximately 1.25 million 

primarily urban (90%) patients, but differ in racial composition and social vulnerability.

The NLP system was ported and generalized to UF Health, which is an academic health 

center whose enterprise data warehouse contains information on about 2.4 million patients. 

The study involved data from multiple hospitals located in two demographically different 

urban areas (Gainesville, FL and Jacksonville, FL) and numerous clinics throughout urban 

and rural areas in Central Florida.

Health systems in Indiana and Florida serve geographically distinct areas with different local 

programs and services available to support patients with social needs.

2.2 NLP system

The NLP models were developed and deployed within the Regenstrief Institute’s NLP 

engine nDepth[30]. Figure 1 illustrates nDepth’s processing steps. nDepth deploys an 

independent deterministic finite state machine[31] for each social risk factor[32]. A state 

machine is used by nDepth to process thousands of notes simultaneously. nDepth stores 

the notes and processes them through a state machine, which contains a set of states and 

state transition rules, and a set of relevant keywords and phrases packaged into the state 

machine’s dictionary.

nDepth takes a set of notes in a JavaScript Object Notation (JSON) file as the input and 

relies on a solr indexing and search engine to find the notes of interest, then processes 

these notes through the selected state machine. Each state machine starts with several 

preprocessing states to identify blocks of text that can be analyzed independently from the 

rest of the note, with sentence delimiters being natural stop points for each block. Each 

block of text is further analyzed through a series of states with each state deterministically 

transitioning the text block to one of the possible transition states or the accept state. Each 

state contains a rule specific to the social risk factor, such as the note contains one of the 

single words, 2-grams, and 3-grams denoting social risk factors from a dictionary, negation, 

or formal search spaces[32]. The output of a state machine is a binary result for each note 

(accept or reject) indicating whether the note meets the definition of the social risk factor.

2.3 Implementation

IU supplied UF with nDepth and the NLP models, which include the state machines and 

supporting dictionaries for each social risk factor. UF team edited configuration file, ran the 

installation script provided as a part of nDepth package, and deployed the service locally. 

Magoc et al. Page 3

Int J Med Inform. Author manuscript; available in PMC 2024 September 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



The state machine approach allowed the UF team to undertake simple addition, removal, and 

edits of states and dictionary terms to accommodate additional cases without the need to 

change the back-end of the software system or rebuild the executable files.

Figure 2 illustrates steps of porting and generalizing the NLP model to UF. After installing 

the IU-developed NLP model at UF, the performance was tested on an initial data set using 

manual annotation as the gold standard. The investigation of incorrectly classified notes 

in this test run was used to make modifications to the state machine and dictionary to 

accommodate local differences in notes. This step was followed by testing the performance 

of the updated NLP on the same set of notes, and finally, the performance was validated on a 

different set of notes.

2.4 Social risk factors

Two NLP models were designed to extract financial insecurity and housing instability from 

clinical text across various note types. Financial insecurity is a perceived inability to fulfill 

current and ongoing financial obligations without fear of not having enough money to cover 

necessary expenses[33–34]. Housing instability is a housing disruption including frequent 

moves, difficulty paying rent, eviction, or homelessness[35]. Figure 3 shows some examples 

how these social risk factors may be represented in clinical notes.

2.5 Clinical notes

The UF team applied the NLP models on all clinical notes written or edited between 

3/1/2020–9/1/2020 for all adult UF Health patients. These notes included inpatient and 

outpatient settings, more than 50 different specialties, and encompassed inpatient progress 

notes, discharge notes, notes summarizing telephone encounters, letters mailed to the 

patients, and others.

Most notes contained only narratives written by healthcare providers, including physicians, 

nurses, and staff in training such as residents. However, some notes also contained sections 

that are automatically pulled from other fields in the EHR. Figure 4 shows an example of 

this section. Following the process established at IU and because the goal was to assess 

NLP’s improvement over readily available information, these sections were ignored in the 

manual annotation process and were excluded by nDepth from further analysis.

2.6 Manual annotation

IU also provided a training manual and a synchronous training session for annotating notes. 

The training included an explanation of the concepts to be annotated as well as complex 

examples that IU’s annotators had judged difficult to classify.

For each social risk category and each note type, the UF team randomly selected about 

10% of notes that NLP classified as positive and the same number of notes, matched by the 

note type, that were classified as negative. All notes selected for manual annotation were 

randomly assigned to one of two annotators. The annotators included a pre-med student 

and a research coordinator, which emphasized the interpretation of notes by non-medical 

personnel due to the social rather than medical nature of the annotation categories. The 
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annotation consisted of marking each note as positive or negative with respect to the social 

risk category being evaluated.

100 notes per social risk category were annotated by both annotators to evaluate agreement. 

If kappa statistics did not show very good agreement, joint discussion with a member of the 

research team reviewed disagreements and provided clarification. When a specific pattern 

was found in disagreement, all notes following the same pattern were re-annotated by the 

original annotator.

2.7 Analysis

For each social risk category, we created two independent datasets for testing and validation. 

We split all manually annotated notes (see Table 1 for counts) in two sets, so that exactly a 

half of notes of each note type that were positively classified by the IU-developed NLP 

model were included in each set. Similarly, each set included a half of all manually 

annotated notes of each note type that were classified as negative by the IU-developed 

NLP model. One dataset was used to evaluate the initial performance of the NLP model (test 

run 1). We computed accuracy, positive predictive value (PPV), sensitivity, and specificity 

by utilizing manual annotation as the gold standard. We investigated notes that were 

misclassified by the NLP model to look for patterns that might have caused incorrect 

classification. After identifying such patterns, we modified the state machine by adding or 

editing existing states. We then ran the UF-updated NLP model on the same set of notes (test 

run 2) and calculated the same statistics as previously to determine the improvement in the 

NLP model. We aimed at PPV of at least 0.85 since the main objective of extracting data 

from notes is to supplement data available in structured form. Finally, we ran the UF version 

of the NLP model on the second dataset that was not used for updating the state machine 

(validation run), and we ran the same statistical analysis.

Finally, to describe the system’s portability, we described and evaluated the difficulty in 

installing the system and editing the state machine.

3 RESULTS

3.1 Manual Annotation

Annotation showed very good agreement (0.84) on housing instability and substantial 

agreement (0.70) on financial insecurity. For financial insecurity, 40% of disagreements 

were due to annotator’s differences on notes that mentioned a patient could not afford 

medication. One annotator read the note as consumer price sensitivity and interests in 

alternative medication choices and therefore did not mark notes as positive for financial 

insecurity. Through discussion the team clarified that the notes did indicate financial 

insecurity unless there was a clear indication that an alternative medication was available. 

After correcting the pattern of disagreement and reannotation, agreement increased to 0.82.

3.2 NLP models performance

We ran IU-developed NLP models on all notes written at UF Health during six months 

period in 2020. In this step, NLP processed more than six million notes belonging to about 
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330,000 patients, which resulted in just over 13,000 notes classified as positive for financial 

insecurity and almost 19,000 for housing instability. Randomly selected 10% of positively 

classified notes from each note type and the same number of negatively classified notes were 

manually annotated. Manually annotated notes were split into test and validation datasets, so 

that each dataset contains the same number of positively and negatively NLP-classified notes 

of each note type. Table 1 summarizes the number of notes in each step of the process.

The number of notes annotated per note type varies between social risk categories, however, 

progress notes accounted for more than 50% in both categories. Figure 5 shows the 

percentage of all note types that contributed at least 1% to the annotation batch.

In test run 1, where the original model from IU was applied to UF Health data, both 

financial insecurity and housing instability categories had similar accuracy (about 0.86) and 

PPV (just over 0.70) (see table 2). Investigation of false positives led to similar discoveries 

for both social risk categories. We identified several EHR-based templates that potentially 

had a negative impact on the performance of the NLP model. Templates either listed 

information about site-specific programs or included a set of questions and answers tagged 

into a note from structured data. Site-specific information, such as availability of reduced 

cost medication, is often provided to patients in specific clinics and documented in discharge 

notes regardless of whether the patients have this type of need, therefore not contributing 

to identifying patients at risk. Templated text that is generated from structured data does 

not provide additional information to what is already available in structured data, therefore, 

we ignored templates during both manual annotation and NLP data extraction. To reduce 

misclassifications by the NLP model, we modified the state machine to ignore templates. 

In particular, we created a new state that searches for the exact content of the site-specific 

information or the question in the structured data, and removed these blocks of text from 

further consideration.

In addition to EHR-based templates, notes used in this study were written during the initial 

days of COVID-19 pandemic mitigation strategies, and thus often referenced ‘shelter in 

place’, which resulted in the housing instability state machines incorrectly classifying these 

notes as positive. We modified the state machine to distinguish reference to shelter due to 

COVID-19 from other shelter references by creating a new state that removed the text block 

from further consideration if it contained a reference to ‘shelter in place’.

We also encountered a large number of notes being false positive due to a specific phrase in 

the dictionary (‘uninsured’ in financial insecurity and ‘living with (other family members)’ 

in housing instability). Thus, we removed these phrases from the corresponding dictionaries 

since they do not constitute financial insecurity or housing instability on their own. However, 

removing ‘uninsured’ from the dictionary introduced numerous false negative classifications 

because in some cases, the lack of insurance was a direct cause of the inability of a patient 

to receive proper health care. Thus, we created a new state in the financial insecurity state 

machine to look for patterns to capture this causal relationship, such as ‘due to * lack of 

insurance’, where * represents up to 20 characters to cover for phrases such as his, her, their, 

etc.
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After modifying the state machines and corresponding dictionaries, we re-ran the NLP 

models on the same set of notes (test run 2), which resulted in improved accuracy, PPV, 

and sensitivity for both social risk categories. Lastly, for the validation run, we ran the 

modified NLP model on a different set of notes. This produced excellent performance with 

all measures being over 0.83 for both financial insecurity and housing instability (see table 

2).

4 DISCUSSION

In this study, we demonstrated portability and generalizability of a rule-based NLP system to 

extract social risk factors from clinical notes. Based on the performance of the implemented 

NLP, we found that free-text clinical notes were mostly consistent in describing social 

needs at geographically distinct institutions, and thus the models required only minimal 

adjustments when porting. The system installation required few steps and a state machine is 

relatively simple to port across institutions by adding or editing states. These modifications 

do not require an understanding of the back-end engines or rebuilding of executable files. 

Together, these characteristics make it relatively simple to port this type of NLP model for 

social risk factors across institutions.

Critically, minimal modifications of the state machines and dictionaries resulted in excellent 

performance of the NLP model on new data, therefore supporting generalizability of 

this approach across different institutions. For one, performance in this study compares 

favorably to other recent work on NLP for social risk factors. For example, Rouillard and 

colleagues[28] developed an NLP model that included housing needs. Like our results, 

their models were more specific than sensitive. However, their definition of housing needs 

included affective perceptions like safety that did not appear in our housing instability 

concept. Similarly to our approach, Reeves and colleagues[27] adopted and retrained a 

previously developed rule-based model to extract eight social and behavioral factors in a 

new patient population. They obtained similar performance metrics as in this study, but 

again were extracting different concepts.

Our experience highlighted several needs and challenges. First, this study exemplified 

the need for a robust framework[36] for training and annotation and for an iterative 

process in manually annotating clinical notes for social risk factors. Even though the 

annotators went through the same training, initial agreement was insufficient for subsequent 

model testing. Thus, calculating agreement and investigating differences early in the time-

consuming manual annotation process may result in more efficient generalizability of NLP 

models. Second, our study illustrated the need to accommodate institution-specific note-

writing templates. EHR templates such as predefined questions are increasingly common 

as option to help alleviate providers’ documentation burdens[37]. NLP projects will have 

to dedicate more time to identifying and accounting for the impact of templated text 

and develop process to update models in response to new or changing templates. Lastly, 

both clinical concepts and social risk factors share common terminology, e.g. “shelter” in 

case of COVID-19. Whether new development or the application of an existing model, 

researchers would be advised to compare social risk factor dictionaries against current 

medical terminologies to avoid false positives.
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5 CONCLUSION

Rule-based NLP models to extract financial insecurity and housing instability information 

from clinical notes showed strong portability and generalizability across organizationally 

and geographically distinct institutions. With only relatively simple modifications, we 

obtained promising performance from an NLP-based approach to identifying social risk 

factors.
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HIGHLIGHTS

• Rule-based NLP model for extraction of social risk factors is easily portable 

and generalizable

• There is need to accommodate institution-specific note-writing templates 

when generalizing an NLP model

• Rigorous manual annotation training is necessary for proper evaluation of 

NLP performance
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Figure 1. 
nDepth notes processing steps.

Notes: 1. nDepth engine takes a set of notes in JavaScript Object Notation (JSON) format 

and processes them in parallel. 2. Solr is an open-source Apache software that indexes 

the input and enables quick search for required phrases or patterns. 3. The ‘accept’ state 

indicates a note as ‘positive’ for a specific social factor; otherwise, 4. The ‘reject’ state 

indicates a note as ‘negative’.
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Figure 2. 
Porting and generalizing to UF.
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Figure 3. 
Examples of text that indicates financial insecurity (the first three examples) and housing 

instability (the last three examples).
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Figure 4. 
An example of template text that is pulled into a note from structured fields in the EHR. 

Even though this text shows that the person has financial strain, it is ignored by manual 

annotators and the NLP model since this data already exists in structured format, and the 

purpose of the NLP model is to supplement readily available information.
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Figure 5. 
The percent of top note types classified as positive by NLP model for each social factor 

category.
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Table 1.

The number of notes processed initially by NLP, classified as positive by NLP, manually annotated, and 

included in test and validation datasets.

Financial insecurity Housing instability

# notes processed by NLP 6,250,127 6,250,127

# notes classified as positive by NLP 13,227 18,714

# notes classified as positive by NLP that were manually annotated 1,371 1,891

# manually annotated notes 2,742 3,782

# notes used in test runs 1,371 1,891

# notes used in validation run 1,371 1,891
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Table 2.

Model performance for financial insecurity, housing instability, and both combined. Test run 1 was the initial 

run at UF Health; Test run 2 was after the state machine and dictionary were modified; Validation run was on a 

set of notes not used in developing the state machines.

Financial insecurity Housing instability Total

Test run 1 Test run 2 Validation run Test run 1 Test run 2 Validation run Validation run

Accuracy 0.86 0.92 0.91 0.87 0.94 0.92 0.91

PPV 0.72 0.90 0.90 0.74 0.91 0.90 0.90

Sensitivity 0.99 0.87 0.83 0.99 0.91 0.89 0.88

Specificity 0.79 0.95 0.95 0.79 0.95 0.93 0.94
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