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Abstract

Patient-provider communication influences patient health outcomes, and analyzing such 

communication could help providers identify opportunities for improvement, leading to better 
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care. Interpersonal communication can be assessed through “social-signals” expressed in non-

verbal, vocal behaviors like interruptions, turn-taking, and pitch. To automate this assessment, we 

introduce a machine-learning pipeline that ingests audio-streams of conversations and tracks the 

magnitude of four social-signals: dominance, interactivity, engagement, and warmth. This pipeline 

is embedded into ConverSense, a web-application for providers to visualize their communication 

patterns, both within and across visits. Our user study with 5 clinicians and 10 patient visits 

demonstrates ConverSense’s potential to provide feedback on communication challenges, as well 

as the need for this feedback to be contextualized within the specific underlying visit and patient 

interaction. Through this novel approach that uses data-driven self-reflection, ConverSense can 

help providers improve their communication with patients to deliver improved quality of care.
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1 INTRODUCTION

Primary care providers’ communication [4] with patients influences patient care and 

health outcomes. Good communication skills on the provider’s side can improve patient 

understanding, trust, and clinician–patient agreement, thereby creating better self-care skills 

in patients [93]. On the other hand ineffective patient-provider communication, sometimes 

driven by implicit racial biases towards patients from historically marginalized groups [26], 

contributes to adverse outcomes [3, 61]. Despite the importance of effective communication 

skills, training interventions for providers are limited and often lack specific feedback tied to 

recent patient encounters [21].

With advances in conversational analysis, technology could help to address these concerns 

by automatically assessing the quality of providers’ communications and help reduce 

the impact of potential implicit biases [7, 41] on patient care. Specifically, technology 

interventions could identify communication behavior breakdowns that occur when 

healthcare providers interact with patients by investigating the social signals associated with 

the interaction [71, 96]. Social signals are defined as the complex aggregates of behaviors 

that individuals express in their attitudes towards other speakers within the current social 

context. Since they also depend on the state of other speakers in the conversations, social 

signals go beyond an individual’s emotions or non-verbal behaviors [71].

The process of identifying social signals and tracking their state is referred to as 

Social Signal Processing (SSP) [96]. Based on relational communication theory [12, 

15], one representation of social signals in clinical interactions between patients and 

providers is interpersonal affiliation (i.e., rapport, trust, warmth) and conversational 

control (i.e., dominance, influence, authority) [45]. Another widely used representation of 

communication behaviors for medical encounters is the Roter Interaction Analysis System 

(RIAS) [78], which encompasses twelve social signals. Social signals have also been used to 

model conversations outside of healthcare, especially around leadership traits detection [8], 

audience-presenter interactions [29], teacher-student interactions [37].
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While RIAS is one of the most common systems to study social signals in medical 

encounters, its application to annotate patient visits is labor intensive. Annotation requires 

skilled and specially trained human observers to manually code each visit for each social 

signal. This requires annotation process storing large numbers of recorded visits, and 

spending many hours watching and analyzing those visits, which limits scalability and 

accessibility to the data.

In contrast to traditional manual assessment, automated SSP methods have shown promising 

results towards computationally assessing encounters based on non-verbal cues [1, 33, 51, 

54]. Non-verbal behaviors, such as body language, turn-taking and interruptions have been 

used to describe specific social behaviors [1, 45]. Head movement and other body gestures 

are often indicators of dominance [8]. Measures of turn-dynamics [84] and speech [48] are 

also used to describe engagement for casual conversations.

SSP advances create opportunities to raise clinician awareness of communication patterns 

across different patients. Automatic assessment of clinical visits can ensure that providers 

receive feedback about the quality of communication without having to wait for manual 

assessment. Our recent work on understanding providers’ willingness and need for such 

feedback has reiterated the importance of receiving feedback in a timely manner [31, 77]. 

Furthermore, innovative training interventions that leverage SSP through automated sensing 

and feedback have the potential to more efficiently scale and to assess the quality of clinical 

communication at a wider level, without the need of manual annotations, or the integration 

of communication coaches, both approaches that are costly, hard to implement and overall 

not scalable.

Contributions

While existing research includes efforts towards computationally sensing clinical 

interactions [33, 45, 57], and indicates how social signals are promising to understand social 

behavior [45], there has been limited effort to automatically extract and infer complex social 

signals that go beyond non-verbal cues from patient-provider interactions in near real-time. 

Current work also does not provide a complete system that integrates the RIAS social signal 

processing models into a clinician-facing feedback tool that provides effective interfaces for 

clinicians to understand social signals and their interactions with patients. Our work fills this 

gap contributing to the current research landscape in these distinct ways:

• We analyze social behaviors in 100+ primary-care clinical visits to identify 

social signals that can be visualized and presented to clinicians to impact patient-

centered care

• We describe an interpretable SSP approach to computationally track changes in 

social behaviors during clinic visits from audio recordings; this approach allows 

clinicians to directly map their interactions to social signals and elicit actionable 

feedback

• We describe the design of a web-based tool that integrates our SSP pipeline and 

introduce ConverSense, a tool to assist providers in reflecting on their social 

signals
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• We evaluate the usability and user perceptions of the ConverSense tool for 

providers and discuss insights for future development

Our explorations reveal that despite a high learning curve, clinicians find it quick and easy 

to understand the paradigm of social signals. We found that. providing communication 

feedback through visualizing social signals helps them uncover their communication 

patterns, but also that more knowledge of the underlying interactions is required to make 

the feedback actionable.

While our approach is general with respect of the media used (i.e., video or audio), and can 

be extended to multiple social signals during clinical encounters, the current work focuses 

on audio-based signals. Sound is the most ubiquitous modality for recording interactions, 

and arguably the least intrusive to capture in clinical practice.

2 RELATED WORK

Our work builds on and extends a number of related work in different areas. In this section, 

we outline previous research on patient-provider communication analysis, the application 

and use of social signals, and existing gaps in computationally sensing clinical interactions.

2.1 Patient-Provider Communication Analysis

Manual coding systems have been historically used to analyze patient-provider 

communication during medical interactions. Among the most widely used is the Roter 

Interaction Analysis System (RIAS) [78], which examines many facets of the patient-

provider relationship based on social theory and exchange models. Rooted in social 

exchange theory [63], RIAS allows for investigating the dynamics of the patient-provider 

relationship through measures reflecting socio-emotional and task-focused elements of 

the medical exchange. In particular, the RIAS Global Affect Rating (GAR), measures 

the expression of the overall emotional dynamics of a clinical visit, and has been used 

extensively to study patient-centered communication. While RIAS holistically looks at an 

entire patient-visit, GAR scoring involves segmenting each interaction into the 3–5 minute 

long “slices,” which allows for a more localized analysis of the communication. This “thin 

slicing” creates the unique opportunity to assess socio-emotional behaviors over time within 

the local context [79, 89].

The use of analysis systems that code medical dialogue has been able to predict a variety 

of patient and provider outcomes associated with race, such as disparities in communication 

quality, information giving, shared decision making [87], as well as affective communication 

[92]. Due to such associations, patient-provider communication is often plays a central 

role in detecting biased interactions [7, 41] as well as identifying patient empowerment 

strategies [20, 31, 39]. Researchers have designed qualitative descriptors of frictions 

in patient-provider communication [14] and motivated the need to design technologies 

to ensure patients are treated with respect [14, 33, 86]. Despite the need to develop 

technologies is justified, there has been limited attention towards developing technology 

to characterize behaviors associated with bias in healthcare interactions.
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Introducing novel approaches to improve patient-centered communication can improve the 

quality of care by giving providers feedback on communication behaviors associated with 

implicit bias [26] that can be used to improve patient satisfaction [62] and reduce healthcare 

disparities [34, 43, 67]. Despite their efficacy, frameworks like RIAS rely on human effort 

to code for these behaviors that can affect outcomes, which restricts their scalability to every 

provider and each visit. This creates a major opportunity to introduce computational tools 

that can help to automate the coding process through machine learning.

2.2 Social Signals and their Use in Clinical Interactions

Social signals allude to verbal and nonverbal communication behaviors, such as what is 

said and how it is said through body movement and placement, facial expression, or voice 

(e.g. talk time, interruptions, tone). As described by Vinciarelli et al. [96], social signals are 

“complex aggregates of behaviors that individuals express in their attitudes towards others.” 

While social signals encompass emotions and sentiments, they are far more nuanced due to 

the fact that they are not just a state of an individual’s mind but also depend on the state of 

the other speakers in the conversation.

In Entendre, Hartzler et al. [45] showed that social signals can be associated with nonverbal 

communication cues in clinical encounters. Through a literature review, the authors showed 

how these cues, including vocalics, such as interruptions, pauses, and speaker turns, map to 

social signals associated with patient-centered care, namely control and affiliation.

Various examples show how social signals affect clinical interactions. For instance, Henry 

et al. [46] found that increased listening and warmth during patient-provider interactions led 

to greater patient satisfaction. Changing non-verbal behaviors can also influence perceived 

warmth of providers [53]. Street and Buller [91] showed that patient-satisfaction, provider-

engagement, and emotional-caring are related. Yet, research also showed that implicit 

attitudes can affect communication and negatively impact patients’ experiences of their 

medical encounters [26]. Despite this rich literature, no computational model exists that is 

able to link raw audio features and associate them with these social signals in the context of 

healthcare.

2.3 Computationally Sensing Clinical Interactions

Social Signal Processing (SSP) is a computational approach that analyzes and synthesizes 

social signals observed in interpersonal interactions [16]. Formative work on Honest Signals 
[71] has shown that social signals like activity, consistency, influence, and mimicry could 

be sensed from a person’s social interactions. Specifically, in the clinical context, SSP has 

been used to assess communication and guide feedback tools that encourage empathetic, 

patient-centered communication [33, 45, 57, 58, 98]. The rationale for these efforts stems 

from the fact that verbal and nonverbal communication skills can be measured for quality 

[25] and these measures allow for improvement of skills [88].

The EQ-Clinic study [57, 58] used tele-health systems to show feedback for medical 

students. It captured information about verbal and non-verbal cues in the conversation to 

guide student practitioners to interact better with patients. It was found that speaker-turns, 

smile intensity, frown intensity, and head nodding were powerful features. The ReflectLive 
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tool [33] was designed for understanding patient-provider interactions and presenting them 

feedback in real-time. The system took audio and video information from telehealth calls 

and described the conversations with audio, body movement, and eye-gaze patterns. It 

showed the use and importance of interruptions in conversations. However, the system only 

showed metrics based on multimedia data, and the insights drawn from the conversations 

were limited to those metrics without any context.

While most of these systems show some measure about the conversation, they do not take 

into account the socio-emotional context of the interaction and do not model those relational 

communication metrics directly into social signals. As described in formative studies by 

Bascom et al. [4], Dirks et al. [31], purely showing audio or video-based raw indicators (e.g., 

number of pauses, time looking at the patient, etc.) may not be informative for providers 

looking to improve their conversations with patients.

More extensive work in trying to understand the role of the interpersonal context was 

introduced by Hartzler et al. [45]. Their Entendre study showed that deeper contextual 

information about the quality of clinical interactions can be shown through social signals 

expressed by speakers during social interactions [96]. This work proposed the use of affect 

ratings to score conversations, however, the work was limited to a Wizard of Oz study, and a 

functional system was not implemented.

Although much progress has been made toward computationally sensing clinical 

interactions, no research so far has introduced a social signal processing model for 

automatically assessing patient-provider communication that takes into account the socio-

emotional quality of the speakers and can show metrics beyond non-verbal cues like 

speakers’ turn-taking and number of interruptions. To address this gap, we investigate 

AI-generated social signals to characterize and provide feedback to providers on their 

communication with patients.

3 SOCIAL SIGNAL PROCESSING PIPELINE

This section discusses the process of introducing a novel Social Signal Processing (SSP) 

pipeline to translate nonverbal cues detected in audio recordings to social signals in patient-

provider interactions during clinical visits. We describe our design considerations, the 

creation of a specific dataset, and the development and evaluation of a machine learning 

based pipeline to extract social signals.

3.1 Requirements

To create an effective and trustworthy pipeline we need to ensure that any sequence of 

information processing modules we build can provide an interpretation of the clinical 

conversation. Since we aim to design a pipeline to infer a qualitative measure of social 

behavior, we start by defining specific factors that need to be considered in the design 

process.

Near Real-time System ——While previous work attempted to show communication 

feedback to providers in real-time [33, 45, 58], Dirks et al. [31] and Bascom et al. [4] have 
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shown how this is disruptive and how providers valued contextual reflective feedback that 

is available soon after the visit. To address the intrusiveness of real-time feedback, but still 

satisfy the need of post-visit feedback, we focus on a near real-time modality that is not 

impacting the visit itself (does not show any of the results during the visits), but is available 

right after the visit is completed. Our proposed approach is therefore based on a system that 

would have to function in near real-time at the minimum to impart feedback to providers 

right after the visit is over. This implies that the machine learning pipeline has to complete 

the processing within minutes of the completion of a visit.

Interpretable & Evidence-driven ——Recent studies have found that providers’ 

or patients’ mistrust in AI predictions can translate into damaging provider-patient 

relationships [56] and that providers’ trust in clinical decision support systems is very 

strongly dependent on models rooted in background evidence [13, 17]. To ensure 

background evidence, our machine learning features should be conceptualized based on 

known associations in literature about clinical communication. In addition to improving 

trust, an interpretable model also helps providers get specific and actionable feedback on 

their communication.

Choice of recording modality ——Our choice of modality used for Social Signal 

Processing is driven largely by practical observations. It is known that participants’ behavior 

is often altered when being recorded [55]. In prior clinical research, patients who had 

already consented to being recorded also marked discomfort in communicating in the 

presence of a recording system [38]. It is however, also known that recording audio can 

be less intrusive than video [99]. Furthermore, setting up audio recording devices in clinics 

is much easier than video cameras, and can accommodate for a range of placement positions 

as compared to video. Finally, for many vocalic features, the literature already demonstrated 

a strong relationship with social signals [45]. For all these reasons, we believe that primarily 

focusing on building an audio-driven social signal processing pipeline is a promising initial 

approach.

3.2 Data Preparation

We created our own dataset annotated with the RIAS guidelines derived from medical 

communication studies. Under RIAS, human annotators (or manual coders) analyzed each 

interaction post-hoc and scored each behavior (e.g. dominance, interestedness, etc.) on a 

Likert scale from 1 to 6 for small successive slices (generally 3–5 minutes) of the interaction 

[79]. In that rating, 3 is treated as neutral or average behavior and scores below and above 

three indicate a deviation from the normal behavior. RIAS is designed to identify anomalous 

behaviors and assist the coders by first comparing it to a globally acceptable “neutral” 

behavior (scored as “3”) and then scoring the deviations from such a baseline. For example, 

a provider or patient can show disinterest or increased interest in different parts of the same 

conversation which can be coded by a value of less than “3” or greater than “3”. Based on 

Roter et al. [79], we defined a slice as a subset of an interaction, lasting three minutes. We 

coded each interaction-slice using an in-house data-annotation tool designed for this task.
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Dataset ——We used, with permission, the Establishing Focus (EF) dataset [62], which is 

a corpus of clinical recordings of interactions between patients and primary care providers. 

These interactions are primary outpatient visits where both speakers are talking in a 

stationary position. In the corpus of data, the majority of the patients were female (56.6 

percent), middle-aged (44.5 percent ages 40–60), and White American (74.8 percent). We 

sampled 10 providers with and their recorded visits with different patients for analysis, 

resulting in a total of 103 patient-provider interactions that have a duration of mean = 34.38, 

std = 15.78 minutes. Dividing these interactions into successive blocks of three minutes 

results in 531 slices of usable interaction.

Manual Coding ——As required by RIAS guidelines, all annotators were first trained 

to code for a pre-defined example set, until agreement was reached and an Inter-Rater 

Reliability of 0.7 was achieved. Since the audio recordings in our dataset were collected in 

a different location and a long time ago, none of the annotators had any personal connection 

or relations to the speakers in these recordings, effectively reducing annotation bias in the 

coding. Our first pass on the EF data generated 80.7% agreement between the coders. Slides 

with disagreements were discussed by the coders in guidance with communication analysis 

experts to achieve complete agreement on the labels.

Labels ——From our coding we observed that the labels from 1 to 6 were very sparsely 

distributed. To address this imbalance in our data, yet still derive meaningful insights, 

we abstracted the system and modelled the task as a prediction of three classes – below-
baseline (1–2), baseline/neutral (3) and above-baseline (4–6). While we acknowledge that 

this is a limitation, and that this will lead to the inability to identify exact intensities of 

these social signals, we believe that understanding deviations from baseline can still provide 

significant insights into provider-behavior.

3.3 Social Signal Identification

For our work we focus only on signals with positive affect in RIAS —Dominance/

Assertiveness, Interest/Attentiveness, Friendliness/Warmth, Responsiveness/Engagement, 

Sympathetic/Empathetic, Respectfulness, Hurried/Rushed, Interactive/Fully Involved. To 

better outline our identification process, we describe below how we have considered signals 

that have known associations with vocalic non-verbal behaviors in clinical settings, signals 

with no evidence of direct impact to clinical care, and signals that have been used beyond 

the healthcare domain.

Impactful social signals in patient-provider interactions ——To understand which 

of these signals to use, we looked at their association with patient-provider communication. 

Specifically, among the social signals described in RIAS, Hartzler et al. [45] found 

associations between vocalic descriptors for dominance and warmth. We learned that 

higher pause and interruption counts, higher intensities, and higher provider talk-times are 

associated with a higher provider-dominance. We also learned that a less vocally active 

provider, lower variation in pitch and high response latency are all factors associated 

with the perception of warmth [45]. Other work pointed to interactive conversations as 

exchanges where both speakers contribute towards speech in a given time frame, which 
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signals affiliation. Interactional synchrony also has positive associations with outcomes [60, 

91], while interactivity is closely related with overall talk-time, and high interactivity is 

marked by more turns, briefer duration of turns and lower number of pauses [80]. Finally, 

Roter et al. [79] and Hsiao et al. [48] showed that engagement is often related to healthy 

turn-taking among the speakers and faster response times between turns; thus, turn-taking 

and pauses may be effective feature concepts for study engagement.

RIAS signals with no evidence of clinical care impact –—While this existing work 

from above allows us to successfully outline a number of links between social signals and 

clinical outcomes for four RIAS social signals — Dominance, Interactiveness, Warmth, and 

Engagement — our literature research did not find significant linkage with clinical outcomes 

for the other RIAS social signals that can be extracted using audio features. In particular, 

while interest would influence clinical interactions, extracting measures of interest will need 

to be based on the content of the conversation, something that our models explicitly avoid 

by design. Also, we could not find prior research that links sympathetic/empathetic social 

signals to vocal behavior during clinical interactions.

Modeling identified signals beyond health –—The choice of the four signals above 

is further reinforced by previous work outside of patient-provider interactions that validates 

the choice of these four signals in addition to the clinical context: Dominance has been 

studied often as an overall personality-metric [49, 50]; interactiveness and engagement 
have been studied in the context of audience-presenter interactions [29] and teacher-student 

interactions [37]; warmth has also been studied as a metric for professional behavior in 

organizations [28] and improving personalization of robots [72].

Based on the considerations from a clinical point of view, and the validation of the social 

signals at a more general level, we feel confident in designing our machine learning 

pipeline based on predicting these four RIAS social signals: dominance, interactiveness, 
engagement and warmth. Table 1 shows the summary of our dataset, and the final labels 

after clustering and signal selection.

3.4 Feature Extraction

From our review above, we identified two major kinds of audio features critical for 

modeling social signals, namely turn-based features and speech-based features. To look 

for either, we first need to identify who spoke when, a task commonly referred to as speech 
diarization. We use diart [27], a recent open-sourced real-time speaker diarization algorithm, 

to detect turn-taking. Turn-based features look at the dynamics of turn-taking between the 

speakers and present a meta-view of the conversation; speech-features provide more subtle 

descriptions of behavior, based on the utterances extracted from the dialogues. Social signals 

are measures of an interaction and hence it is important to have features describing both the 

provider and the patient to model the social signal levels for either speakers. Since our labels 

are for slices of a few minutes, our features are also designed per slice.

Measuring statistics for individual utterances often leads to inconsistent information since 

shorter turns tend to have limited variation in both, the temporal and frequency domains. 

Similar to Borrie et al. [10], we append all speaker utterances per speaker, within a 
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given short context (slice) to get large enough speech signals to draw features from. The 

compilation of speech utterances for each speaker in a given slice can then be used to 

extract different features that have shown promise for other similar tasks. This preprocessing 

step creates a single utterance for each speaker, the patient and the provider. From the 

two compiled speech segments, we identify popular descriptors of speech inspired from 

recent work on conversational analysis using speech across domains, such as conversational 

entrainment [9, 10], emotion recognition [48, 97, 100] and laughter detection [95].

Using ideas from recent work discussed above, we extract slice-level features with known 

associations with non-verbal vocalic behaviors (e.g. loudness, pitch, etc.) as well as socio-

emotional behaviors. Below is a summary of our feature set.

1. Turn-Taking Behavior — Measures different statistics describing turns taken 

between the provider and patient

2. Interruptions — While interruptions are more than simple conversation overlaps 

[66], for the sake of computation, we mark every instance of turns overlapping 

as an interruption. We define statistics around interruptions as well as the turn 

length after an interruption [50]

3. Pauses — When there is a gap between the end of a turn and the start of the 

next turn, we treat it like a pause in the conversation. We derive various statistical 

features based on the duration and occurrences of pauses

4. Mel Frequency Cepstral Coefficients — Represent the short-term power 

spectrum of a frame. The lower order MFCCs correspond to the frequency 

response of the vocal tract, while the higher order MFCCs respresent responses 

to the source signal. We use the first 13 cepstral coefficients

5. Spectral Centroid — Tracks the mean of an (assumed) Gaussian distribution of 

the normalized energy across frequencies and acts as a central measure of voice

6. Spectral Rolloff — Measures the frequency range which contains over 85% of 

the max energy; it acts as a measure of variation in a given frame

7. Pitch — Represents the base peak frequency of the spectral density and 

represents the tonal changes in speech over time

8. Root Mean Square Energy — Is a measure of the overall signal energy per 

window and describes the power of the speech signal, a proxy for speaker 

volume

9. Zero Crossing Rate — Measures the number of times the signal amplitude 

changes from negative to positive and this describes a measure of the shifts in 

amplitude

10. Intensity — Measures the logarithmic change in signal energy over time and 

tracks the loudness of the speaker

Distilling each of the turn-based features into their different options resulted in 26 distinct 

features, while extracting speech-based features resulted into 152 additional features, for a 

total of 178 separate audio features (see Appendix A for the complete list).
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3.5 Classification Experiments

Using our feature bank, we use interpretable models to classify the intensity. As evident in 

Table 1, the low case has none or very few samples which cannot be practically useful for 

modeling. Hence we discard the low samples (if any) thereby making the task as neutral to 

high separation, which we acknowledge is a limitation. Figure 1 shows the overall summary 

of our approach. We evaluate the model with a Leave-One-Subject-Out approach and use 

the average performance across each held out provider as the overall performance. Upon 

holding out providers each time, we notice that the class imbalance can often increase. 

For every iteration, we first oversample the training data using the Synthetic Minority 

Oversampling TEchnique (SMOTE) [23] and then train a series of classifiers.

Among pervasive interpretable models [85] we choose globally interpretable models – 

Decision Tree Classifier (DTC), Logistic Regression (LR), and Linear Support Vector 

Machine models & locally interpretable models – SVM with Radial Basis Functions 

(RBF), Random Forests (RF), and Gradient Boosted Decision Trees (GBDT). Each model 

is evaluated for a range of hyperparameters optimized using Grid Search. The globally 

interpretable models are also used to understand if the features are in line with the 

expectations for social signals in clinics discussed in Section 3.3.

Performance Evaluation ——We report on the average across the Leave-One-Subject-

Out cross-validation in Table 2. From our validation experiments we use the models 

highlighted in bold as the final model for the social signal. We optimize for F1 scores 

for each model due to their robustness to class imbalance [73]. From averaging repeated 

experiments, we mark that our system takes 6 minutes to process a 15 minute long 

interaction on an Intel(R) Xeon(R) CPU E3–1225 suggesting its near real-time performance 

on limited compute power. Since the features are calculated and processed in chunks of 

audio stream, the system inherently does not require storage of audio files.

4 CONVERSENSE TOOL

We build up on the Social Signal Processing pipelines introduced in the previous section and 

introduce a new interactive web-based system we developed, ConverSense, that can be used 

by providers as an interface to view their communication patterns.

4.1 Design Choices

To summarize development of the ConverSense tool, we first describe design choices 

we made to develop a provider-facing dashboard based on our recent formative work on 

designing communication feedback for providers [4, 31], as well as from direct interaction 

with the medical expert in our research team.1 Next, we describe each design choice with 

example visualizations (Figs. 2, 3, 4).

Overall average affect Scores ——For cues, especially those dependent on both the 

speakers (e.g. interruptions), insights about a conversation depend upon the circumstances 

1Our interdisciplinary team includes a practicing clinician, who is also one of the senior authors of this paper. All domain-centered 
considerations and interface redesigns were continuously assessed through their perspective throughout the project.
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of the visit which get forgotten when analyzing a visit post-hoc [4, 33]. In contrast to 

illustrating non-verbal cues [1, 33] our work focuses on visualizing communication patterns 

as social signals [4, 5, 45]. Our approach abstracts affect by showing the average of 

the social signal scores for a person across four dimensions: dominance, interactiveness, 
engagement, and warmth, a subset of the RIAS GAR. We use it as a proxy for overall 

positive affect in the behavior.

Breakdown of Overall Affect Score into dimensions ——To have a comprehensive 

understanding of their interactions, providers should be able to visualize behavior of their 

patients alongside their own behavior. This also helps address providers’ need to understand 

patterns for dip in affect in their communication behavior and if a situation warranted certain 

response [4]. To uncover patterns, we break-down summaries of social signals across the 

overall visit for both patient and provider (Figure 2). This approach allow us to show the 

average rating for each of the four social signals (dominance, interactiveness, engagement, 
warmth) during the visit, thereby enabling comparison at an affect level. We use a bar chart 

for its simplicity in describing the data in context.

Change in affect scores over the course of a visit ——Providers have reported the 

need to gain context within a visit to better receive feedback [33]. We leverage the slice 

level scores (in our work, for every three minutes) to visualize change in behavior over 

time. Such an approach allows providers to introspect on the details of certain segments 

of their conversation and inspect how each social signal changes across the entire duration 

of the visit. We use a line chart to show the change in a given time series data for every 

social signal (Figure 3). The legend should be interactive such that the providers can check/

uncheck different signals.

Comparing affect scores between patient visits ——Comparing two patients 

individually might help providers discover if their interactions have similarities 

or differences between specific individuals, thereby unlocking insights variation in 

communication style. Figure 4 shows how this can be accomplished by visualizing each 

social signal and how it changes for two distinct patients across the entire duration of the 

visit. We show the comparison as a high-level summary across the two patients, and place 

the resulting bar charts side-by-side to support direct comparison of patient and provider 

affect in distinct patient visits.

Interactions across patient demographics ——Beyond assessments of individual 

patients, and direct comparison between two patients, we believe that visualizing the data 

at the aggregate level can allow providers to identify whether they behave differently with 

patients from different demographic backgrounds, thereby discovering potential implicit 

biases. For example, viewing interactions across patient visits should allow providers 

to compare their behavior across different demographic groups (e.g white patients and 

BIPOC (black, indigenous and people of color) patients). Visualizing behaviors by patient 

demographics might help to uncover potential implicit biases that have been known to 

associate with social signals [26].
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4.2 ConverSense Dashboard Design

In this section we describe the development of a web interface for ConverSense. The 

web interface was integrated into a web app, developed in Flask,2 a python based web 

development framework. We used Plotly3 to support interactive plots, for the various 

interaction features it supports on the user-end (e.g. zoom, axis-scaling, interactive legend, 

etc.). While our pipeline does not need to save any audio to process the conversations and 

generate the social signals, for the lab study, files were saved for future qualitative analysis. 

The SSP pipeline works seamlessly with streamed audio without the need of saving any 

audio files.

To help providers reflect on their communication patterns within and across patient visits, 

the dashboard presents specific visualizations (or “views”), including social signals within 

individual patient visits, comparison of social signals across patient visits, and population 

level summaries. We chose a red-blue color scheme that differentiates the provider and the 

patient. Since Red-Green and Yellow-Blue are highly prevalent color vision deficiencies,4 

our choice of colors aims for better accessibility. We cluster our labels to allow for 

automated analysis (Section 3.3), and when re-expanding the signals to the levels that are 

expected by RIAS (1–6), we map low affect to 1.5, neutral to 3, and high affect to 5 for each 

social signal.

We describe below the specific screens/views developed for ConverSense to support 

different interactions, and outline them in Figures 5, 6, 7.

Individual Patient visit view ——The individual patient visit view (Figure 5) allows 

providers to view a summary of social signals from their interactions with a given patient. 

This view is broken down by three components: the average affect score (mean of all social 

signals over the duration of the visit), affect score broken down by each social signal, and a 

line chart that visualizes social signals over time.

Visit comparison view ——As shown in Figure 6, ConverSense’s Comparison view 

allows the user (provider) to compare social signals from two different patient visits. This 

allows them to identify each individual visit and how their interactions varied over time 

for each. The view is designed to assist providers in understanding individual differences. 

For example, an angry patient versus a distressed patient or a talkative patient versus an 

introverted one, etc. To compare the two patient visits, we plot the overall average affect 

score for the patients and the provider in both visits. We also plot each social signal averaged 

over time for both the visits. The visit comparison view further visualizes social signals over 

time in line charts for both patients, side by side. The interactive legend uses a shared axis to 

support comparative visualizations.

Population view ——ConverSense can also help providers identify if their 

communication show interesting patterns in aggregate across visits, particularly based on 

2 https://flask.palletsprojects.com/en/2.3.x/ 
3 https://plotly.com/ 
4 https://www.nei.nih.gov/learn-about-eye-health/eye-conditions-and-diseases/color-blindness/types-color-vision-deficiency 
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patient demographics. Figure 7 shows the population view; users can set filters based on 

gender, race, and age. Similar to the individual dashboard, we show the average affect score 

for all patients in the selected filters. We then present a comparative plot between patients 

of the chosen filters compared with all other patients the user (provider) has interacted 

with. Since the visualization involves a summary of different visits, which may often vary 

in terms of progression of behaviors over time, we do not include an averaged time-series 

visualization in this dashboard.

“About” Page ——Describing affect, social signals and non-verbal behaviors can be 

complex and often contains jargon. Based on prior work and feedback from clinicians [4, 

31], it was evident that users need a way to quickly understand the concepts underlying the 

dashboard. The About Page shows a definition for each social signal (described in Table 3), 

and their relationship with patient-centered care. In addition to the definitions, we describe 

how RIAS is scored. We designed this page to assist providers in understanding the RIAS 

framework used by ConverSense.

5 EVALUATING CONVERSENSE IN CONTEXT: A LAB STUDY

In this section, we describe the user study conducted with primary care providers to validate 

our understanding of behaviors in clinical settings, and explore potential opportunities and 

barriers they perceive in using ConverSense in their everyday workflow. In particular, our 

study focuses on the following guiding questions:

1. How do providers perceive the utility of ConverSense, as a data-driven 

communication feedback tool?

2. How do providers perceive social signals as an approach for communication 

feedback?

5.1 Study Design and Participants

The ConverSense system consists of two primary components, the SSP backend and the 

visualization tool. The backend analyzes conversations and generates affect scores for four 

social signals (dominance, interactiveness, engagement, warmth).

We investigate providers’ perceptions of the utility of ConverSense and provider’s approach 

to social signals as a communication feedback mechanism, we studied how ConverSense 

could possibly integrate into their day to day practices. We recruited a convenience sample 

of five practicing primary care providers, P1-P5 (see Table 4), through word of mouth 

and the authors’ professional network within our healthcare system, and asked them to 

participate in simulated patient visits where they interacted with patient actors following 

scripted scenarios. All participants were physicians (i.e., MD) with healthcare experience 

ranging from 4 to 32 years.

After seeing the patients, we used ConverSense to show participants communication patterns 

from the simulated visits. To enable participants to compare communication patterns 

between individual patient visits, we conducted two visits per participating provider, each 

with a different patient actor. In addition to social signals generated by ConverSense from 
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each visit, we enriched the ConverSense with additional mock patient-visit data, so that 

providers could explore the use of ConverSense’s population view.

We designed a semi-naturalistic environment for providers by creating a mock study room 

resembling a clinic visit room, with the addition of ConverSense recording equipment. 

Further we standardized simulated visits across participants to understand the impact of 

ConverSense. We took into account three major patient factors that can bring about variable 

provider behaviors: (1) Difference in appearance or demographics of the patient [42, 82], 

individual patient behavior [40] and the reason for the visit [81]. Adapted from scenarios 

originally designed as “racially triggering” and with permission from the lead author Kanter 

et al. [52], we scripted two case scenarios with subtle cues related to racial bias for 

two common health issues that show historical healthcare inequities: stereotypes about 

compliance with diabetes care [70] and treatment for chronic pain [47]. The patient actors, 

one black and one white, followed these scripts during simulated visits so that they acted 

in a prescribed manner regardless of the flow of the conversation. To control for the reason 

of their visit, each scenario covered a specific case, symptoms, and history with a script 

that patient actors were asked to rehearse beforehand (see Appendix B). To counter for 

differences in appearance, we ensured that the majority of the physical traits of the patients 

were similar except for race.

5.2 Study Protocol

The study was conducted as a 90-minute session and study procedures were approved by our 

Institutional Review Board (IRB). Providers were welcomed in a “back-end” room equipped 

with a computer, where all of their non-patient facing interactions with the study team 

occurred. The “study room” was reserved for simulated visits, and the provider was directed 

to it where the patient actor was sitting and ready for their visit. Sessions were comprised of 

four parts:

1. Pre-Study Interview: The provider first underwent a brief structured interview 

to describe their demographics, healthcare qualifications and experience, and 

methods used in their clinic (if any) to monitor communication patterns. During 

the pre-study interview, the first patient-actor set up in the study room, to prevent 

any interaction with the provider before the simulated visits started.

2. Simulated visits: For each of the two case scenarios, the provider was then 

told that they had approximately 15 minutes to attend to the patient. Each visit 

was audio recorded for analysis by our ConverSense pipeline and video-recorded 

only for further analysis by our research team. After the first visit, the provider 

was asked to take a 10 minute break in the back-end room, while the second 

patient actor was set-up in the study room to repeat this process for the second 

simulated visit. The provider then interacted with the second patient actor for 15 

minutes followed by a 10 minute break. This break also provided time for the 

research staff to upload recorded interactions to process through the ConverSense 

pipeline.

3. Post-visit feedback and interview: After completing the two visits a member 

of the research team presented the participant with the ConverSense tool and 
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providers were asked to review their communication patterns in a semi-structured 

manner for roughly 30 minutes. The research team explained that the scores 

were AI generated and trained based on expert opinions to understand user 

perceptions of the backend. Providers interacted with the ConverSense web 

tool and explored different functions on their own (with researcher guidance 

available) and were then asked to “think-aloud” [32] to describe their actions. 

Next, providers responded to semi-structured interview questions about their 

experience with the visits, impressions about the utility of the ConverSense tool, 

and perceptions about challenges and opportunities for using social signals as an 

approach for communication feedback for healthcare visits..

4. Post-visit survey: Finally, the provider completed a post-study survey about the 

utility of ConverSense that included the NASA Task Load Index (TLX) focused 

on 6 dimensions of cognitive load (i.e., mental demand, physical demand, 

temporal demand, effort, performance, and frustration level) [44], and the System 

Usability Scale (SUS) [11] on perceived usability, including learnability. Upon 

completion of the post-visit survey, clinicians were offered optional additional 

time for any other questions or feedback.

5.3 Data Analysis

From our study we collected various types of data such as participant characteristics from 

the pre-interviews, the video recorded simulated visits, screen recording of participants’ 

interaction with ConverSense during the post-visit feedback sessions, recording of the semi-

structured post-visit interviews, and ratings from NASA TLX and SUS surveys. Below we 

discuss the analysis steps. We analyzed the data using a mixed methods approach.

1. Pre-study Interview: Participant preliminary data was converted to counts and 

summarized with descriptive statistics. Qualitative information was tagged using 

an inductive approach.

2. Simulated Patient Visits: Each visit was coded using RIAS (Section 3.2) 

protocols. ConverSense predictions were statistically compared with coded 

scores.

3. Tool Interaction: Screen recordings of the providers’ interaction with 

ConverSense were quantitatively scored for use using BORIS [36] and each 

participant interaction was coded in terms of active engagement with graphs, and 

views based on number of page flips and time spent viewing a page.

4. Post-Visit Feedback: Qualitative analysis was done using an inductive approach 

by iteratively coding participant responses to interview questions in reference 

to the utility of ConverSense and the use of social signals for communication 

feedback. The post-visit surveys were scored according to published guidelines 

[11, 44] and summarized with descriptive statistics.
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6 RESULTS

This section discusses the results of the study through usability surveys, quantitative analysis 

and qualitative analysis. We describe our findings to validate our considerations and design 

decisions. We will use the convention (x = __, σ = __) for reporting the mean and the 

standard deviation for any quantity.

6.1 Utility of ConverSense as a Data-driven Communication Feedback Tool

Data-driven communication feedback helps providers evaluate patient 
interactions objectively ——All five participants liked the idea of using a data-driven 

visualization to uncover their communication patterns with patients. Participants reported 

how current methods employed in clinical practices (if any), such patient-reports [P2, P3], 

physician coaches[P2], don’t provide contextualized feedback for each visit and hence 

are not comprehensive enough to fully understand patterns. P3 also expressed how he 

sometimes evaluates trainees’ patient interactions and provides them with feedback, and that 

having more data-driven feedback would help this process. P5 explained that his peers use 

methods such as self-reflection without data, which can be subjective and prone to their own 
biases. Patient reports of provider communication behaviors are also typically anonymized 
and shared in summaries monthly or quarterly, which becomes hard to understand really 

“who was the patient or which interaction it was” [P2], making the actionability of these 

surveys poor.

The proposed approach has potential to generalize to the real-world ——Our 

model was trained on samples from the EF dataset [62]. To validate the model in an “out 

of sample” setting, we test it on unseen data. We manually coded each interaction from the 

Lab Study 5 (n=10), using a protocol similar to Section 3.2. From our post-hoc analysis we 

see that our pipeline had a mean normalized accuracy per visit of 0.94, 0.77, 0.89, 0.95 for 

dominance, interactiveness, engagement, warmth. This shows that the models are capable to 

perform reasonably even on unseen data from a different distribution.

Computational approaches could help reduce observer bias ——Compared to 

their existing methods of communication feedback, which are largely subjective in nature, 

participants found merits in the ConverSense computational approach for self-reflecting on 

one’s own implicit bias. Human observers, such as providers or physician coaches, can 

offer impactful personalized feedback due to their expertise and experience, but they will 

always carry some bias shared by their experiences. One of our participants remarked that 

the ConverSense computational approach “is independent of overt or underlying bias and 
can [thus] provide more accurate insights in complex, individualized patient interactions” 
[P3]

Use in near-real-time and cross-device is valued ——Participants concurred that 

they would prefer a feedback tool that visualizes their communications post-hoc for review 

after visits. They argued that real-time notifications during patient visits can be intimidating 
and distracting. Three out of five participants [P1, P4, P5] also said that they would ideally 

review each visit while their memory of the visit is still fresh, potentially at the end of 
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each work day. In contrast, P3, advocated for real-time feedback during visits and sporadic 

interactions with a communication feedback dashboard. All participants agreed that future 

tools should be accessible on their computer screens in clinics as well as mobile phones 

when they are outside of the clinic. These findings may imply that future tools should 

also work in near real-time, to facilitate this intended use. P2 and P3 also suggested that 

communication feedback is critical for providers in training, opening up the opportunity to 

use ConverSense during medical education, with a user group that might amplify the impact 

of our tool.

Interacting with social signals in a data-driven tool is hard, but can be learned 
——On average, participants rated the SUS usability of ConverSense to be on average 

just OK, or marginally acceptable (x = 60 . 55, σ = 22.17 out of 100). Participants also 

reported that they would need to learn a lot before using the system (x = 3, σ = 1.58 out 

of 5), but also that they would imagine being able to learn quickly (x = 3 . 6, σ = 1.5). 

We also learned about their perceptions of cognitive load while using ConverSense from 

NASA-TLX: participants overall reported low cognitive load when using the system; all 

participants except P3 reported their overall cognitive load to be below 30 out of 100, with 

all dimensions except performance to be below 25 out of 100. Performance (level of success 

in completing tasks) was however rated higher (x = 51, σ = 31.50 out of 100), meaning that 

the load of completing tasks was consistent with the widely-used threshold of 50 [74].

Line Charts can become confusing during overlaps ——ConverSense depicts 

social signal affect scores over time using line charts. Participants however found it 

confusing when lines overlapped on one-another, as exemplified by P1: “Why did my 
warmth signal go missing in this time period?”. The use of the interactive legend and 

configurable plot were not very intuitive to the users. For example, during the think aloud 

exploration, P1 did not discover that the legend was interactive, whereas P2, P4, P5 spent 

a lot of time selecting and unselecting signals to get a desired configuration and became 

frustrated with the number of clicks required.

6.2 Social Signals as an Approach to Communication Feedback

Social Signals alone may not show the complete picture ——All participants 

agreed that social signals can represent more “nuanced” [P1, P3] communication patterns 

than non-verbal behavioral cues alone. However these same nuances can make the patterns 

difficult to fully understand as they were found incomplete descriptors of communication 

feedback. For example, one participant stated that each person has their own “definition of 
[these] social signals” [P3] and that makes them “open to various interpretations” [P1]. Not 

having knowledge of the system’s interpretation led participants to question the validity of 

the tool. Their repeated attempts to decipher the definition of each social signal was also 

visible in the number of flips participants performed from one page to another. Participants 

clicked to the “About” page approximately once per each view (x = 0 . 99, σ = 0.39) when 

they were confused. Further, most did not recall the definition later, leading to revisiting the 

About page multiple times.
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Providers need more contextualized and actionable feedback ——All the 

participants mentioned the tool’s inability to provide actionable strategies to improve 

communication behavior when particular patterns emerge. In particular, P2 was concerned 

about the inability to act on ConverSense’s feedback and he suggested that the tool could 

benefit from showing strengths and weakness in terms of social signals: “I guess that my 
warmth must have been low in a certain slice, but the tool never told me how to be warmer” 
[P2]. P3 also discussed how the current feedback mechanism lacks actionable insights, 

which a human observer or an evaluator can provide.

Participants also experienced a mismatch of expectations when considering their existing 

methods of communication feedback by an evaluator (e.g., coach), which can provides more 

actionable feedback. Reflecting on his own experience as an evaluator, P3 questioned if 

and how improving on scores for a particular social signal might actually improve patients’ 

experience;

“Feedback through visualizing social signals deviates from conventional paradigms 

of assessment feedback [such as visualizing non-verbal gestures]. It does not use 

discrete behaviors as perceived by the patients that we [come to know] from a 

patient’s perspective. We don’t have a third eye that is independently gathering 

information and describing it in domains which are not very discrete, and instead 

quite ambiguous and uses unfamiliar terms. What exactly is interactiveness? And 

how do I look at that in a way that might provide commentary on what I do well, or 

don’t?”

[P3]

Finally, when thinking about how to better understand the specific social signals feedback, 

participants expressed how they would “lose memory of a specific interaction over time 
and having context about that interaction, could help remember the interaction better” [P5]. 

Participants also suggested using low affect scores as a mechanism for identifying “clips” 
from the interaction where communication could be improved..

Comparing provider and patient affect scores helps in understanding actions 
and reactions ——Most participants found it useful to compare their affect scores with 

the scores of patients to gain a relative understanding of the dynamics of the interaction 

during a visit. They compared the patient scores to their own scores and even tried to 

correlate it with their memory of the interactions. P5 found the juxtaposition helpful, as 

it helped them map their own behavior against a global baseline. They said “I felt pretty 
warm to her and I thought she was actually much more cold” [P5] when they saw the 

patient warmth as similar to theirs. P2 also shared a similar experience and added that “if 
an interaction did not go well, I would wonder if it was mine or the patient’s fault” and 

seeing patient scores helps them understand why they acted or reacted in a certain manner. 

However participants also voiced that this approach might result in being more defensive 

in the interpretation of communication breakdowns, as evidenced by P2: “they weren’t very 
warm so I wasn’t too warm to them”.
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Absolute affect scores are difficult to interpret ——Participants described the 

absolute affect scores or the numerical measures of affect throughout the dashboard as 

difficult to interpret. While the score of “3” for neutral behavior on which RIAS is based, 

participants were not able to determine what makes for a “good score”. Participants expected 

a more local benchmark either compared to themselves or with their peers. P1 shared: “my 
overall affect is 2.86, is that good or bad? … Having a point of reference, either through 
self-comparison over time or by comparing to others, would provide clearer context for 
understanding a score like 2.8”.

P4 also interpreted the scores as percentages to judge how far he was from “100%”; he 

found that the choice of using the RIAS denominator (six) was problematic for calculating 

percentages. Three participants (P1, P2, P4) demonstrated that they fundamentally aspired 

to achieve the optimal scores, but also acknowledged the perils of chasing numbers in the 

context of their interactions. P1 described this belief:

“Attaining a score of 6/6 might actually make the providers [to have] excessive 

empathy, potentially compromising professionalism. A balanced approach, 

combining rationality and empathy, is crucial for maintaining professional behavior 

and earning patient trust.”

A lack of knowledge of the underlying models might reduce the trust in 
the system ——There were instances where participants did not agree with the tool’s 

evaluation and expected their affect scores to be higher than those of the patient. This 

reduced their trust in the affect scores [P1, P3, P4], with P1 even saying “2.8 was too low 
given the number of concessions [she] made”. Perceptions of mistrust were so strong that 

participants rated their overall trust in the model only moderate (x = 5 . 20, σ = 1.49) on 

a scale of 1 to 10. Each participant questioned the interpretability of the SSP models and 

explained that while the models were based on non-verbal behaviors, they would only be 

able to trust them if the knew the specifics. For example, one participant shared:

“I’m curious about the methods and like, how it came up with these things. Do I 

think it did a good job? Yeah, I mean, I don’t know was I less warm than the patient 

was? “

[P4]

Mistrust expressed by participants reflected three dimensions: (1) Validity (do the signals 

measure true social behavior?) [P1, P3], (2) Performance (how well do the audio features 

map to the perceived definition of the signal?) [P1, P2, P5], and (3) Interpretability (why did 

I score so low?) [P2, P4].

7 DISCUSSION

The development and deployment of ConverSense yielded a several key insights about 

the use of AI-generated social signals to characterize and provide feedback to providers 

on their communication with patients. We built a SSP pipeline that ingests audio-streams 

of conversations and tracks the magnitude of four social-signals: dominance, interactivity, 

engagement, and warmth. We embedded this pipeline into ConverSense, a web-application 
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for providers to visualize their communication patterns, both within and across visits. Our 

user study with clinicians demonstrates the value of ConverSense to provide feedback 

on communication challenges, and the need for this feedback to be contextualized within 

the visit. Through this novel approach that uses data-driven self-reflection, ConverSense 

can help providers improve their communication with patients. We discuss below, the 

implications of introducing ConverSense and the opportunities they present.

7.1 Beyond the Status Quo

Through the creation of the ConverSense system, we bridge several gaps in the prior work 

that we have introduced in Section 2.

First, compared to traditional manual analysis of patient-provider interaction, ConverSense 

introduces the first Social Signal Processing (SSP) pipeline that uses machine learning to 

predict the RIAS signals of dominance, interactivity, engagement and warmth. Our web 

tool integrates the machine learning pipeline to present social signals and allows different 

comparisons, an aspect largely lacking in existing systems that instead focused on presenting 

raw communication behaviors [33, 58]. By designing the tool to provide post-visit near 

real-time feedback to the providers instead of real-time [33, 45], our novel approach 

for communication improvement facilitates self-reflection among providers. Our lab study 

found that participating providers were interested in the idea of long-term communication 

feedback. They also appreciated a monitoring system that uncovered various aspects of their 

social signals. Overall ConverSense sparked new ideas in providers for better self-reflection 

to improve upon their communication.

Second, we discussed in Section 2 how existing SSP systems focus on non-verbal cues [33, 

58] that fail to capture the important socioemotional context of patient-provider interactions. 

Due to being rich indicators of clinical social context [45, 78], we adjudged social signals 

to be the missing context. However, prior work that characterizes social signals in patient-

provider interaction has relied on manual coding by a trained observer, which is difficult 

to scale. We addressed these challenges by introducing a novel end-to-end SSP pipeline 

that tracks social signals in near real-time and can generate feedback for post-visit review 

through a visual dashboard

7.2 Enabling new forms of computational interactions with social signals in clinics

While the impact of employing RIAS to characterize medical interactions has been 

massive [26, 41] with ConverSense, computationally sensing four key RIAS dimensions 

is now possible. Our introduction of the SSP pipeline showed improved performance 

when validated against the new visits recorded in the lab study. Despite our intentional 

choice for ConverSense to be unimodal (audio-only), this finding demonstrates how the 

system’s capability compares to similar tools that require multiple modalities, but introduce 

a number of logistical hurdles. In addition, our specific modeling approaches (described in 

Section 3.4) to transform raw signals to RIAS signals through non-verbal cues, can further 

open the way to a variety of novel machine learning developments, geared to sense more 

signals, with better granularity, and new input modalities, such as video and transcripts. Our 

work also adds to available practices for providing feedback to providers on their medical 
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interactions, such as direct feedback from communication coaches or attending physicians 

(senior providers) by offering the ability to track every patient visit through self-reflection. 

This enhances what can be done through human coaching introducing a scalable model 

that can’t be achieved by human coaches. An important focus of future tools should be on 

empowering providers to engage themselves with their data and providing actionable and 

personalized “quick tips” for improvement [31].

7.3 Social signals can motivate the design of future feedback systems

In contrast to prior work [33, 45, 58], we used RIAS-based social signals as a mechanism for 

visualization using simple charts that made the system easy-to-learn. Through our approach 

we found that absolute values of affect helped providers find a measure of their behavior 

such that they sought to find the most optimal score and work towards achieving it. Upon 

further observation we attributed these ideas to the fact that our tool design (Section 4) 

enables comparisons at various levels. These comparisons can be made by the provider with 

data collected across different patients’ visits, but providers also sought comparisons beyond 

their own patients, comparing themselves with their peers. This suggests opportunities to 

introduce friendly competitions to achieve the best communicative behavior, a training 

mechanism that could be explored in future work.

While competitions can promote behavior change through peers, there are equivalent 

benefits to self-improvement [24]. Competition and individual goal-setting can essentially be 

described as two means towards completing a task [19]. In our lab study, some providers 

perceived social signals as their current state and aimed to work towards achieving a certain 

goal. For example, P2 asked how he could become a warmer version of himself. We 

propose that social signals can act as a driving mechanism for goal-setting. Most goal-setting 

frameworks work towards improving a derived measure of performance that can change 

over time. Given their relation to overall affect, social signals can be effectively used 

as the measure to be optimized for. For example, the transtheoretical model (TTM) [75] 

for goal setting envisions behavior change through six distinct stages – precontemplation, 

contemplation, preparation, action, maintenance and termination. In a clinical setting, the 

use of tools like ConverSense places providers already in a state of preparation to act on 

specific feedback. Utilizing a social signal based data-driven feedback like the one we 

introduced, could propel users towards action stage such that the goals can be driven by the 

overall affect scores.

7.4 Need for better understanding social signals across different user groups

An overall theme in our findings is the difficulty to really understand how RIAS 

social signals directly link to patient-centered clinical practice and specific interpersonal 

interactions with patients. To that extent we offer three suggestions for standardizing social 

signals.

Towards alignment of definitions of social signals ——From our semi-structured 

interviews with providers, we learned that despite our SSP models are an abstraction of 

traditional RIAS social signals, and are based on patient-centered communication concepts 

such as empathy, these signals can be susceptible to differences in interpretation.
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While this is a valid concern, we believe it is very much due to a missing common ground. 

In fact, our training dataset (Section 3.2) was based on coders’ subjective judgements of 

RIAS dimensions after achieving inter-coder reliability, and the feature extraction process 

for the SSP pipeline was based on known interpretable vocal non-verbal behaviors that map 

to social signals associated with patient-centered communication. This is clearly not enough, 

and we believe that any tools that look at assessing patient provider communication should 

ensure alignment of concepts between the tool and the user. Our objective and interpretable 

approach already forms the basis for future work in this direction: in case of non-verbal 

behavioral pipelines, one way to align SSP definitions with user perceptions is to integrate 

exemplar interactions when training users in use of the tool. Videos sampled from datasets 

with widely agreed definitions of social signal levels such as [78, 82] could be added as 

examples to ConverSense and wrapped in a new “Learning Resources” module. Such a 

module could also help address the need participants expressed for actionable examples on 

how to improve communication behaviors (i.e., “What makes for a “good score”). Before 

interacting with the dashboards, users could explore these foundational resources align their 

interpretation with definitions used.

Benchmarks for baseline comparison ——Following RIAS, we set a score of “3” 

(global average or neutral starting point in RIAS) for neutral behavior during the coding 

process. However, the meaning of what a baseline is may vary across users based on 

clinical and/or socio-cultural experiences of providers, as was evident in our user study 

in which participants expressed confusion regarding baselines and comparison of scores 

on the 1–6 scale. Building on participants’ suggestions, we propose to add another time 

series with each plot, describing the local average score for each social signal or overall 

affect. Introducing a local baseline in addition to the neutral point of “3”, can help provide 

meaningful benchmarks. With adequate visit data, local benchmarks could be derived over a 

number of factors, such as the individual providers, a particular clinic or geographic region, 

or even specific patient cohorts.

In addition to providing comparative benchmarks, future work could build on recent work 

around gamification [18, 69, 90] that suggest that viewing ranking with respect to peers can 

improve learning outcomes. Additional metrics describing a provider’s rank with respect to 

their peers could be introduced as a benchmark. While this might create a positive/healthy 

competition, it can also have negative consequences; a deeper dive into such an approach is 

required to weigh the pros against the cons.

Complementing social signals with non-verbal communication feedback ——
We learned that actionable feedback is critical for providers, but that receiving social signals, 

while valued, is not sufficient. In contrast with recent work [4], providers also mentioned 

that they would have liked more information about the visit be presented in ConverSense 

about their non-verbal behaviors (i.e., number of interruptions, pauses, total talk time, 

etc.). Our findings indicate that the combination of (1) social signals to identify specific 

breakdowns during the interaction, and (2) information about non-verbal behaviors during 

that specific time slice, could provide a more complete picture that when combined with 

education resources, could facilitate more actionable feedback.
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Give that our SSP models are interpretable, we fortunately can easily trace back to the 

underlying nonverbal features and incorporate this information into a rule-based feedback 

system. Since our features hold associations towards non-verbal vocal cues, we can 

estimate how close the speakers are towards boundaries/thresholds and provide specific 

and actionable insights for making their communication more centered. For example, Figure 

9 shows an example of a Decision Tree that uses vocal cues to rank warmth as neutral or 

high. Someone who aspires to increase their warmth, would have to either allow patients a 

higher talk time (help patients to feel heard), or be more responsive when there is a change 

in speaking turns. Potential feedback could include recommended behaviors to drive these 

improvements, such as the use of back channelling (e.g., “uh huh”) to show interest or 

allowing the patient to have the floor to speak.

7.5 Visualizing and interacting with pivotal moments of conversations through non-verbal 
cues

We found that social signals provide value as descriptors of change in affect, but that the 

providers we engaged with expected a more actionable form of feedback. Based on their 

suggestions, we propose to enrich ConverSense to identify regions of low affect scores as 

potential pivotal moments of an interaction. P2 proposed embedding “clips” of the recorded 

interaction to allow users to better understand the context of these interactions. Such an 

approach has been described as both auto-confrontation [64] and stimulated recall [59], 

and studies show that bringing people back to previous interaction by showing them what 

happened at a particular time can stimulate episodic recall. While clips of pivotal moments 

might help jog the memory of users about past interactions [59, 64], we learned that 

providing additional data about non-verbal behaviors alongside the social signals can also 

help.

Chronoviz [35] has popularized visualizing multimodal data of user interaction alongside 

video recording of them, and has been used to show video clips, turn-taking, hand 

gestures and other behaviors in patient-provider interactions [101]. We show in Fig. 8 a 

proposed visualization scheme that adapts this concept to ConverSense and introduces new 

contextualized feedback mechanisms as described by study participants: users can step 

through the clinical recording (in our case, pure audio waveforms) and select filters for 

different cues they want to visualize over time. The use of graphical imagery has been a 

successful mechanism in communication feedback systems [2, 33, 45, 83]. As we have seen 

in the qualitative interviews of our lab sudy, in the context of post-hoc visualization these 

cues can often get overwhelming for an entire visit and the pivotal moments can potentially 

help reduce the cognitive load in such cases.

Similar to recent multimodal interaction approaches, we can model the non-verbal cues as an 

anomaly detection task [1] to identify regions of importance in the visit. While RIAS would 

require the full three minutes, these regions can provide more fine-grained highlights to help 

providers review interactions faster.

Our participants wanted more context within a visit and needed a pervasive structure to 

interpret social signals in each slice. We believe that visualizing their cues can also help 
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them align better with their social signals as outlined by ConverSense. Further, being able to 

replay selected clips might further aid in more contextualized self reflection.

7.6 Towards a human-centered AI approach by improving user trust

One expected tension that we tried to address with this work is the relationship between 

provider trust and AI-based decision support tools. It is well-known that lack of knowledge 

about underlying machine learning models and their inner parameters diminishes the trust 

in any autonomous system [30, 76]. While we have tried to address this in ConverSense by 

using fully interpretable models (i.e., such that change in each signal can be traced back the 

the cues related to it), providers were not able to fully engage with our models, as outlined 

by [P1]: “Well, not knowing what how these are calculated [is a big concern]… [feels] a bit 
strange. Why does it say I was not warm to the patient? They were really out of their mind.”. 

The lack of trust, or better the inability to engage with interpretability, became an additional 

obstacle for our providers. Recent work on imprvoing trust in models through visualization 

[22] prescribes different aspects of visualization that can impact trust. Future systems can 

refer to such design guidelines to design widgets for interpretability visualization.

Given that we used globally interpretable models such as Decision Tree Classifiers or 

Logistic Regressions in our experiments, we are able to visualize decisions trees (see Fig. 9) 

and easily give providers a straight-forward way to understand how the different nonverbal 

features of the underlining model interplay to determine the final prediction (magnitude of a 

given social signal). Similarly, regression weights can also be used as absolute indicators of 

feature trends.

To increase engagement with our interpretable models, we propose to add a widget/modal 

attached to each data point in a plot to help providers understand the features in the model 

that are influencing that specific data point. We believe that adding hints to understand 

how specific features influence social signals will lead to better informed decisions when 

providers want to modify their communication behavior.

7.7 Limitations and Future Work

While our tool presents varied takeaways and implications for different aspects of 

communication feedback in patient-provider interactions, we also acknowledge several 

limitations. Our use of recorded patient visits offered real world data to train our SSP 

models, yet this data was sparse which led to challenges like imbalanced classes for social 

signals, due to which we had to reduce the granularity of our predictions. Our data was 

unimodal (audio-only) and hence more prominent gestures (e.g., head movements, gaze, 

etc.) that can be traced through other modalities was not yet integrated. Our modeling 

methods were also constrained to classical machine learning approaches to account for 

smaller dataset and easier interpretability. Despite these challenges, we were able to model 

four out of twelve RIAS social signals to date. Future work could also explore privacy aware 

sensing [6, 65, 94] models.

Further, the distribution of patients and providers in our dataset was imbalanced both in 

terms of behaviors and demographics. We are in the process of collecting more data to 

bridge this gap. While our user study was preliminary with a small sample, we used a 
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rigorous mixed methods study design that generated a depth of informative insights and 

structured protocol that can be expanded in future research. Our work also explored an 

individual form of feedback through social signals and future work will explore its effect 

along side other prior-explored aspects to get a quantified measure of impact.

Now that the utility of of ConverSense and our approach more broadly has been 

benchmarked, our future work will focus on enhancing the system in preparation for 

a contextual evaluation in real clinical settings to demonstrate the system’s impact. 

Enhancements will include the collection of additional data to improve the pipeline and 

refining the ConverSense interface, which could be informed by feedback practices of 

communication coaches [2] and narrative storytelling approaches [68].

While this system is an initial attempt towards understanding provider behaviors, researchers 

should be aware of the potential negative consequences if this sensitive information is used 

in a wrong way. Potential misuse could occur if these data is used by systems geared towards 

evaluating physician performance.

8 CONCLUSION

Social interactions form an integral part of patient-provider communication, and social 

signals have proven to be potential indicators to measure different dimensions of the 

quality of that communication. In this work, we explored how non-verbal vocal behaviors 

(i.e., vocalics) can be used to computationally track social signals such as dominance, 

interactiveness, engagement, and warmth. Upon successfully developing a fully interpretable 

machine learning model, we introduce ConverSense a web-based tool to help providers 

visualize their social interactions with patients. We conducted a pilot user-study with five 

providers, each interacting with two patient actors to explore their perception of social 

signals and data-driven models as instruments for communication feedback.

In our work we found that social signals can be used to identify moments of change in 

affect, but that social signals alone are not sufficient to provide actionable communication 

feedback to providers. We also learned that people interpret social signals differently, and 

this misalignment can reduce trust in the automatic assessment provided by ConverSense.

Our findings pushed us to consider contextual and actionable feedback as a core element 

that is needed to enable providers to act on system-provided feedback, and we discussed 

strategies for future work that can enhance the usability and utility of this approach. Our 

hope is that tools informed by these findings will ultimately help healthcare providers 

improve their communication with all patients, raise awareness of potential implicit bias in 

that communication, and ultimately improve the quality and equity of healthcare.
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Appendix A: FEATURE LIST

We use the features below for feature engineering the SSP pipeline.

1. Turn-Taking Behavior — mean, std of average turn length, number of turns, 

contribution % of slice [2 × 3 = 6]

2. Interruptions — mean, std of number of interruptions and turn length after 

interruption for patient-provider and provider-patient turn change [2 × 2 × 2 = 8]

3. Pauses — mean, std of number of pauses (), pause duration between turn 

change (2) and turn kept (2) [2 × 2 + 4 × 2 = 12]

4. Mel Frequency Cepstral Coefficients — min, max, mean, std of 13 features 

for two speakers [13 × 4 × 2 = 104]

5. Spectral Centroid — min, max, mean, std for 2 speakers [2 × 4 = 8]

6. Spectral Rolloff — min, max, mean, std for 2 speakers [2 × 4 = 8]

7. Pitch — min, max, mean, std for 2 speakers [2 × 4 = 8]

8. Root Mean Square Energy — min, max, mean, std for 2 speakers [2 × 4 = 

8]

9. Zero Crossing Rate — min, max, mean, std for 2 speakers [2 × 4 = 8]

10. Intensity — min, max, mean, std for 2 speakers [2 × 4 = 8]

This results in a total of 178 features that are used in the ML models in Section 3

Appendix B: PATIENT ACTOR SCRIPTS

The below scripts are used by patient actors to ensure standardized patient behavior

B.1 SCENARIO 1. 25–50 YEAR-OLD BLACK OR WHITE PATIENT WITH 

DIABETES

1. Opening Statement: My diabetes is getting worse. My last doctor told me it’s 

because I’m lazy and don’t take care of myself, and I need more guidance than 

that.

2. If provider questions you about why you feel this way, respond with: “I’m 

really hoping to walk out of here with some real advice today for my diabetes. 

Sometimes I just feel like the whole system is against us. When talking with 

medical professionals, I’ve never felt that I’ve been treated as a reasonable 

person. It seems like they treat me differently because of the way I look.”

3. History of Present Illness: You are a 45–65-year-old patient who comes in 

with chief complaint of worsening diabetes. Your blood sugar has been mildly 

elevated and your last doctor prescribed metformin, but you want to avoid the 

need for additional medications or insulin. You have been pretty good at taking 

the metformin doses (occasional missed dose, but you take it most days as 
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prescribed). You’re here today to learn more about what changes you can make 

to your diet and lifestyle to help control your blood sugar.

4. Past Medical History: You were diagnosed 4 years ago with Type II diabetes 

and metabolic syndrome (increased blood pressure, abnormal cholesterol, and 

excess body weight). You believe that diabetes is “just a part of life”. Your 

previous doctor told you that you were lazy, and don’t take care of yourself 6 

months ago, at your last visit. You can add: “She made me feel hopeless, treated 

me like it was all my fault, didn’t give me anything to do. Really made me feel 

bad about myself. I know I need to get into better shape, but I am not lazy. I have 

a job, but people make assumptions when they see me.”

5. Exercise Routine: You don’t exercise regularly. Some weeks you walk for 10 to 

20 minutes a couple times and other weeks you don’t.

6. Diet: Your diet consists primarily of fast food or food from the convenience 

store; pizza, microwavable meals, and snack foods, like donuts and cookies, 

stuff you can eat quickly on the way to or from work. You prefer soda, coffee, 

and energy drinks. You currently experience fatigue, and caffeine helps to stay 

motivated during the day. You don’t like to cook unless it’s for a large family 

gathering.

7. Job: You work as an elementary school teacher (4th grade).

8. Medications: You take Metformin 1000mg twice a day.

9. When do you measure blood sugar? You take it here and there, but no one has 

shown you how to do it.

10. Drugs/Alcohol: When you were younger you did “all sorts of stuff” like “you 

know, the usual, alcohol and some other stuff”, but you quit 20 years ago. 

Sometimes I still smoke marijuana and drink a couple of beers.

11. Associated Signs and Symptoms If asked about other things, like lab work, 

medication, diet/lifestyle: “I don’t know, maybe sometimes, not really sure…” 

Ok to acknowledge you feel fatigued many days.

12. Family History: Both mother and grandmother were diagnosed with Type II 

diabetes in their mid-40s.

13. Social history: You are divorced and live by yourself in a small apartment near 

the school where you work. You do not get along with your ex. You see your two 

kids once a week and pay child support.

14. General: You struggled to get workers compensation from your employer and 

can’t afford to take the time off work or pay for another doctor’s visit. You fear 

being able to keep up with work. You have been living in low-income housing 

and don’t know how the family would get by if you lost your job.
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B.2 SCENARIO 2. 25–50 YEAR-OLD BLACK OR WHITE PATIENT WITH 

CHRONIC PAIN (denied meds)

1. Opening Statement: I went to the ER two weeks ago, and they wouldn’t give 

me any meds. I feel like they weren’t even treating me like a human being – they 

were treating me like a druggie.

2. If provider questions you about why you feel this way, respond with: “I’m 

really hoping to walk out of here with some real help today for my pain. 

Our whole system is against us. I’ve never felt that I’ve been treated as a 

reasonable person when talking to medical professionals. It seems like they treat 

me differently because of the way I look.

3. History of Present Illness You are a 25–50 year-old patient with a chief 

complaint of chronic pain. You describe the pain as aching and sometimes 

burning all over your back and right shoulder. The pain has worsened in the past 

month and the situation with your employer has left you feeling hopeless and 

fatigued. Overall, you appear very tired.

4. Past Medical History You began experiencing chronic pain in your back and 

right shoulder after a work accident that occurred over a year ago. A beam fell 

and hit your shoulder. You went into a physician after the accident and were 

given pain medication for three months, but you don’t remember the name of it. 

Since then, you have not been back.

5. Exercise routine You don’t exercise regularly, but your job is physically 

demanding.

6. Diet You have good eating habits. You avoid processed food and eating out for 

the most part. You cook most of your food yourself.

7. Job You are a construction worker.

8. Medication Two weeks ago, your pain was so bad you went to the ER, and they 

wouldn’t give you meds. You have tried ibuprofen and acetaminophen but didn’t 

find they made much of a difference.

“I need something stronger. The pain is awful and makes it hard for me to 

work. Being on the job all day is hard enough but with this shoulder, it’s almost 

impossible. I need something strong for a while, until it gets better”

9. Drugs/Alcohol To cope with the pain, you have begun to drink a lot in the 

evenings, (usually 1–2 beers per night but 3–4 a day when pain is bad) to numb 

the pain. You express that alcohol takes a bit of the edge off but is not always 

strong enough to mask the pain. You are curious if you can get something 

stronger so that you can continue working and not have to continue paying for 

doctors’ visits. If you had to rate the effectiveness of the pain suppressants you 

have used, the pain medication was the most effective, then alcohol.
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10. Associated Signs and Symptoms: When asked about sleep you say you often 

wake during the night and are unable to go back to sleep either from pain or 

worry. You would rate the pain currently as an 8/10 and that at its worst it is 

10/10. Otherwise, healthy overall. If asked about other things: “I don’t know, 

maybe sometimes, not really sure…”

11. Social History: You are divorced and live by yourself in a small apartment near 

the construction site where you work. You do not get along with your ex. You see 

your two kids once a week and pay child support.

12. General: You struggled to get workers compensation from your employer and 

can’t afford to take the time off work or pay for another doctor’s visit. You fear 

losing your job since the accident and are worried what effect that would have on 

your children. You have been living in low-income housing and don’t know how 

the family would get by if you lost your job.
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CCS CONCEPTS

• Human-centered computing → Ubiquitous and mobile computing systems and 
tools.
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Figure 1: 
Social Signal Processing Pipeline for extracting turn and speech based features and 

translating them into social signal levels. This pipeline is used to individually train models 

for each social signal
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Figure 2: 
Breakdown of Overall Affect into the four dimensions: Dominance, Interactiveness, 

Engagement and Warmth
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Figure 3: 
Breakdown of social signals for each visit over time
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Figure 4: 
Comparison plots of breakdown between two patients of a given provider
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Figure 5: 
Individual patient visit view. Users can see the overall affect score, its overall breakdown 

and affect changes over time
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Figure 6: 
Visit comparison view. Users can see their affective behavior for different patient visits. 

Image on the left shows the third view. Images on the right show comparisons between 

patients by overall and individual affects

Bedmutha et al. Page 43

Proc SIGCHI Conf Hum Factor Comput Syst. Author manuscript; available in PMC 2024 June 13.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 7: 
Population view provides different filters to visualize visits with patients from different 

demographic groups. Users can select filters to visualize the average affect with a selected 

group compared to other patients
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Figure 8: 
Proposed Visualization Dashboard for additional context about the interaction
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Figure 9: 
An interpretation of an exemplar decision tree model for warmth. The model is interpretable 

in the sense that we exactly know which conditions will lead to which outcome and we can 

explain the decision for every individual slice
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Table 1:

Data Clustering coding used for classification across the four social signals at the basis of our analysis. The 1–

6 indexes show how the scoring is distributed across the low/baseline/high levels. In parenthesis the number of 

data points available at that level. We discard all low labels due to absence of meaningful number of samples.

Signal Low (1–2) Neutral (3) High (4–6)

Provider Dominance x 162 369

Patient Dominance 7 480 44

Provider Interactiveness x 403 128

Patient Interactiveness x 397 134

Provider Warmth 4 351 176

Patient Warmth x 367 164

Provider Engagement x 26 505

Patient Engagement 1 42 488
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Table 4:

Summary of participants in the user study

ID Age Gender Race Medical Education Healthcare Experience

P1 47 Woman White MD 21 years

P2 36 Man White MD 4 years

P3 58 Man White MD 32 years

P4 36 Man White MD 8 years

P5 53 Man East Asian MD 25 years
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