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Abstract
Objectives: Anaphylaxis is a severe life-threatening allergic reaction, and its accurate identification in healthcare databases can harness the 
potential of “Big Data” for healthcare or public health purposes.
Materials and methods: This study used claims data obtained between October 1, 2015 and February 28, 2019 from the CMS database to examine 
the utility of machine learning in identifying incident anaphylaxis cases. We created a feature selection pipeline to identify critical features between differ-
ent datasets. Then a variety of unsupervised and supervised methods were used (eg, Sammon mapping and eXtreme Gradient Boosting) to train models 
on datasets of differing data quality, which reflects the varying availability and potential rarity of ground truth data in medical databases.
Results: Resulting machine learning model accuracies ranged from 47.7% to 94.4% when tested on ground truth data. Finally, we found new 
features to help experts enhance existing case-finding algorithms.
Discussion: Developing precise algorithms to detect medical outcomes in claims can be a laborious and expensive process, particularly for con-
ditions presented and coded diversely. We found it beneficial to filter out highly potent codes used for data curation to identify underlying 
patterns and features. To improve rule-based algorithms where necessary, researchers could use model explainers to determine noteworthy 
features, which could then be shared with experts and included in the algorithm.
Conclusion: Our work suggests machine learning models can perform at similar levels as a previously published expert case-finding algorithm, 
while also having the potential to improve performance or streamline algorithm construction processes by identifying new relevant features for 
algorithm construction.

Lay Summary
Electronic health records and medical claims data are a potential treasure trove for identifying the new underlying content and confirming the 
existing knowledge base. However, whenever researchers introduce screening criteria in the data curation process, they will also introduce 
bias if they are not careful. Therefore, it is crucial to consider what information can go into machine learning models. In this work, we show how 
we used feature elimination and feature selection to replicate the success of human expert-defined anaphylaxis identification models. We then 
used common and essential features between minimally curated and expert-defined datasets to create a new machine-learning model that can 
beat the human expert-defined algorithms. This process can be repeated and automated to iteratively develop better models and features, 
which can help healthcare practitioners design more successful case-defining algorithms.
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Introduction
The term anaphylaxis was first introduced in 1901 by 
Charles Richet and Paul Portier while trying to “immunize” 
dogs to the venom of the sea anemone. They identified that 
some dogs developed an increased sensitivity rather than pro-
phylaxis, which they named anaphylaxis.1–3 Today, anaphy-
laxis is recognized as a severe life-threatening allergic 
reaction that must be differentiated from milder allergic reac-
tions. Since anaphylaxis shares many signs and symptoms 
with allergic reactions, identifying these cases can be difficult. 

In addition, anaphylaxis cases can be underdiagnosed and 
underreported in the United States and remain a burden in 
the healthcare system.4,5

Accurate detection of anaphylaxis cases in healthcare data-
bases can help to harness the potential of “Big Data” in 
healthcare and public health through the use of available 
data for surveillance or research purposes. Retrospective 
identification of anaphylaxis in administrative claims data is 
not meant to immediately impact patient care, rather it can 
help with general surveillance to gauge the incidence of 
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anaphylaxis in the population, or to assess the rate of ana-
phylaxis after exposure to a specific medical product.6,7 This 
can help assess if a specific intervention may be associated 
with a higher rate of anaphylaxis than expected, or to com-
pare to other similar products, which can be useful for 
benefit-risk assessment.8,9 In addition, identification and sur-
veillance of vaccine-induced anaphylaxis cases, especially for 
vaccines developed in response to pandemics, can be useful 
for public health and safety.10

Identifying anaphylaxis outcomes within healthcare data-
bases, particularly in administrative claims data, can be a 
challenging task. To accomplish this, healthcare professionals 
have relied on the use of ICD-9 and ICD-10 codes for the 
detection of anaphylaxis cases.11,12 A rule-based algorithm, 
devised by experts for anaphylaxis identification was created 
analyzing exposure-agnostic anaphylaxis patterns in claims 
data. The algorithm was validated post-vaccination, and 
yielded a 58% positive predictive value (PPV, also known as 
Precision) and 100% sensitivity (also known as Recall), with 
potential PPV increase at the cost of diminished sensitivity.7

This instance underscores the difficulty of crafting accurate 
algorithms for medical outcome identification, especially for 
conditions like anaphylaxis with varied presentations and 
coding. Our proposal suggests machine learning (ML) meth-
ods as a promising approach to enhance anaphylaxis case 
detection. To demonstrate the usefulness of the proposed 
method, we compared performance metrics of ML algorithms 
against the rule-based algorithms created by experts.

To explore the effectiveness of ML in detecting anaphy-
laxis cases, we used CMS (Centers for Medicare & Medicaid 
Services) Fee For Service (FFS) claims data. We deviated from 
the classical supervised ML paradigm, as “ground truth” or 
chart-confirmed results are frequently rare or unavailable in 
healthcare databases. Instead, we used a minimally curated 
dataset created with simple, well-recognized aspects of ana-
phylaxis, such as specific treatments and relevant symptoms, 
to divide CMS claims into subsets with varying likelihoods of 
containing real anaphylaxis cases.

We compared the ML model predictions to those identified 
through a rule-based anaphylaxis algorithm, previously 
developed by subject matter experts, to find potential cases 
within CMS claims data, along with a subset featuring chart- 
confirmed outcomes.7 This evaluation allowed us to gauge 
the ML model’s capacity to mimic human approaches and 
assess its accuracy. Our findings indicate that ML can effi-
ciently select pertinent claim codes, expediting algorithm cre-
ation through collaboration with human experts who can 
then investigate the ML-identified features. This approach 
holds promise for enhancing accuracy by optimizing avail-
able data utilization. Furthermore, we compared features 
identified by human algorithms and those identified by ML 
models. This comparison aimed to highlight areas of con-
cordance in processes and measure accuracy indicators such 
as PPV.

Methods
Study data
This project utilized CMS FFS claims data from October 1, 
2015 to February 28, 2019, which contains codes from ICD- 
10-Clinical Modification (ICD-10-CM), the ICD-10 Proce-
dure Coding System (ICD-10-PCS), Healthcare Common 
Procedure Coding System (HCPCS), and Current Procedural 

Terminology (CPT). These codes are used to describe patient 
interactions with the healthcare system and are submitted by 
providers to CMS for reimbursement. Prior experience dem-
onstrated that the presence or absence of an ICD anaphylaxis 
code on its own did not definitively identify chart-confirmed 
anaphylaxis, so combinations of codes were utilized to iden-
tify claims that were possible or probable cases of chart- 
confirmed anaphylaxis.7,11

Claims data used in this study consists of 3 cohorts. Cohort 
1 is the Minimally Curated Dataset (MCD) that was con-
structed using simple, easily identifiable rules that generate 
four groups of interest: the allergy claims (unlikely anaphy-
laxis), the possible anaphylaxis (also named AR group), 
probable anaphylaxis (index group), and random (control) 
background claims. (See File S1 Sheet: “Rules for Minimal 
Data Curation” for the list of specific codes for each subset). 
The allergy claims subset consists of non-anaphylaxis allergy 
codes without anaphylaxis-specific treatments and explicitly 
excludes possible anaphylaxis (AR) cases. The AR subset 
contains claims with initial visit anaphylaxis codes, while the 
probable anaphylaxis group contains claims with the same 
anaphylaxis codes as in the possible anaphylaxis group com-
bined with an anaphylaxis treatment, such as epinephrine. 
The background subset contains a random selection of claims 
from the entire CMS dataset. The allergy, possible anaphy-
laxis, and probable anaphylaxis subsets were constructed to 
be mutually exclusive. The probable anaphylaxis, possible 
anaphylaxis, and allergy subsets have 500 episodes each, and 
the background subset has 1000 episodes. The total number 
of codes present in at least one episode of the MCD is 4313.

The second cohort is the Expert Driven Dataset (EDD), 
consisting of claims from vaccinated individuals discovered 
by the rule-based human expert algorithm. In addition, this 
dataset contained some claims not satisfying the algorithm, 
which helped human experts evaluate decisions made during 
algorithm construction. In EDD, a suspected anaphylaxis 
case is a claim that satisfies either the extended or core expert 
algorithm’s criteria to be an anaphylaxis case, while likely 
non-anaphylaxis cases are claims that do not satisfy the 
expert algorithm criteria.7 The anaphylaxis cases included 
those due to the vaccine and those due to other triggers. This 
dataset size is 363 episodes and 1252 codes.

The third cohort is the Chart Confirmed Dataset (CCD), 
which contains Ground Truth for this study. The dataset is 
the subset of EDD cases for which charts were requested, 
received, and chart-confirmed to verify anaphylaxis status. In 
CCD, we used the Brighton Collaboration Anaphylaxis case 
definition which utilizes medical chart data to validate if a 
chart satisfies clinical criteria to be considered a case of ana-
phylaxis or not.13 The Brighton case definition is comparable 
and informed by the NIAID/FAAN anaphylaxis case defini-
tion, which is used for non-vaccine exposures.14 The CCD 
sample size is 174 episodes and contains 1252 CMS codes.

When training and testing ML models in this study, we 
used cohort-specific anaphylaxis and non-anaphylaxis claims 
designations. For example, in the MCD, cases in the high- 
likelihood subset are considered anaphylaxis for model train-
ing, while chart-confirmed cases in the CCD are considered 
reference anaphylaxis cases for model testing.

Manual case finding algorithm
For comparison against ML approaches, this study utilized a 
rule-based case definition algorithm which was constructed 
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to differentiate incident anaphylaxis cases from prevalent, 
historical cases, and less-severe allergy cases in claims data.7

Experts built the rules and selected codes by utilizing their 
clinical knowledge, an understanding of Medicare claims, 
and the expected acuity patterns in the office (PB), inpatient 
(IP), and outpatient (OP) claims settings in the United States 
(Supplementary Information: Description of Cohorts).

Data preprocessing and harmonization
Medical claims were converted into tables, where codes were 
arranged as columns and episodes as rows. If a code was 
present for a case, the table value assigned would be 1; other-
wise, it was 0. Episodes were allocated to the corresponding 
subsets for each cohort, creating mutually exclusive datasets. 
Since CMS codes assigned to a claim reflected the specific 
clinical situation at that time, the three cohorts did not con-
tain the same codes. However, to enable analysis across the 
datasets, they were merged, and the missing features were 
filled with zeros. This approach accounted for variation 
among patients, medical history, clinical processes, providers, 
and institutions while permitting further analysis.

Experimental design
To train ML classifiers for anaphylaxis identification, we uti-
lized various configurations for model training inputs. These 
include (1) minimally curated dataset (MCD), (2) expert- 
driven dataset (EDD), and a merged dataset (3) that combines 
MCD and EDD, and (4) chart confirmed data (CCD) 
(Figure 1). For each dataset, we applied three different config-
urations: (1) no feature filtering or selection, (2) feature filter-
ing, and (3) both feature filtering and selection. All model 
predictions were tested on CCD, and a separate experiment 
was conducted to train models on the ground truth data 
using a 20% held-out portion of CCD for testing.

Feature filtering
ML model training aimed to accurately identify both “strong” 
and “weak” influencers within the data, and to prevent data 
leakage,15,16 by removing the codes that were part of the case 
definitions used to construct datasets. These codes included word 
stems such as “allerg,” “epinephrine,” “endotracheal,” and 
“anaph.” Additionally, removing case-defining codes tested 
whether enough structure remained in the data to build predictive 
models. Filtering these codes reduced the number of features to 
4228 in MCD (from 4313), and 1197 in EDD and CCD (from 
1252). Without code filtering, the total number of codes across 
all datasets was 4539, and after filtering, it was 4450.

Feature selection
The selection process seeks to identify key features across 
datasets that effectively detect anaphylaxis events. We 
achieve this by training models with each dataset separately, 
using repeated stratified K-fold cross-validation. We employ 
multiple feature selection methods that are not bound by spe-
cific algorithms or statistical assumptions. By doing so, we 
increase the likelihood of identifying features that are rele-
vant and generalize well across datasets.

Our study utilizes 5 different statistical tests and ML algo-
rithms to find salient features.17 These tests include:

1) Chi-square analysis.18

2) Recursive feature elimination using Logistic Regression.19,20

3) Hyperparameter tuned Logistic regression classifier (High 
error rate).20,21

4) Hyperparameter tuned Random Forest classifier.22

5) Hyperparameter tuned Light Gradient Boosting classifier.23

We used Sklearn Python 3 implementation for Methods 1- 
4 with default parameters and the Python package lightgbm 
for the Light Gradient Boosting classifier. The top 200 fea-
tures chosen by each method were combined, and only the 
codes selected by at least one feature selector were retained in 
the claims dataset. After applying this feature selection 
method to each dataset separately, the workflow identified 
352 codes in MCD and 338 codes in EDD as relevant for 
classification. We also created a feature set of 131 codes by 
taking the intersection of the selected features from MCD 
and EDD. Additional information on the selected features for 
individual cohorts and the common features can be found in 
File S1, sheets: “MCD Selected Features,” “EDD Selected 
Features,” and “Common Features.”

Dimensionality reduction and Sammon maps
Our study used t-SNE,24 PCA,25 and Multi-Dimensional 
Scaling26 (MDS or Sammon Mapping) algorithms to observe 
topological patterns in the claims data and to assess the dis-
tinctiveness of compared classes. Hyperparameters for each 
unsupervised method used to create the plots can be found in 
File S1, sheet name: “Hyperparameters.”

Supervised ML analysis
In our study, we employed various ML algorithms to train 
classifiers and assess model performance metrics. Our ML 
algorithm selection included SVM,27 Random Forests,22 and 
XGBoost.28 To implement SVM and Random Forests, we 
used the Sklearn Python 3 library with the default algorithm 
parameters. We used the Python implementation of XGBoost 
Classifier for XGBoost, with the parameters tested within a 
range of 100-500 for the number of estimators, 6-20 for the 
maximum tree depth, and 0.001-0.1 for min_child_weight. 
However, we observed no substantial differences in model per-
formance within this parameter range. The Hyperparameters 
sheet in File S1 contains the exact hyperparameters we used 
for training the ML models. We obtained feature importance 
for XGBoost models using the importance type “weight.”

To measure model performance, we calculated the number 
of false positives, false negatives, true negatives, and true pos-
itives, from which we derived sensitivity, specificity, accu-
racy, PPV, and NPV using standard definitions.

We also evaluated the impact of feature removal on model 
performance beyond XGBoost. For this, we trained 27 super-
vised algorithms using the lazypredict package,29 recording 
accuracy, balanced accuracy, F1 score, and ROC score for 
each model, as well as the mean values for individual data-
sets. These results are available in the Effect of Feature 
Removal sheet of File S1.

Results
Dimensionality reduction results
We utilized the multi-dimensional scaling algorithm to 
explore the underlying patterns in the data. The three maps 
in Figure 2 are a result of the same Sammon mapping that 
used the combined dataset before feature removal and selec-
tion, but are color and shape-coded based on different 
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properties. Color coding in Figure 2A by cohort demonstrates 
that chart-confirmed results tend to be placed within the 
EDD, which in turn are clustered within the MCD. Likewise,  
Figure 2B illustrates clustering by clinical setting. Finally,  
Figure 2C puts anaphylaxis designations within each dataset 
and the clinical setting together to show that anaphylaxis 
cases cluster in three areas by setting, and that these tend to 
be more proximally surrounded by cases that were thought 
more likely to be true anaphylaxis (eg, satisfying the human 
algorithm), while cases less likely to be anaphylaxis (eg, 
allergy and random cases) are located more distally to the 
chart confirmed anaphylaxis cases.

Still, the class separation is incomplete as some nodes blend 
across data classes. In addition, the mapping identifies out-
liers, which could be investigated further. Similar observa-
tions were made with alternative dimensionality reduction 
methods PCA and t-SNE.

Feature filtering and feature selection results
Data preprocessing and filtering of core case definition codes 
(eg, code descriptions which contain “allerg,” “epinephrine,” 
“endotracheal,” and “anaph”) removed 4228 features in the 
MCD, and 1197 features in the EDD. In total, there were 
4539 features before feature filtering and 4450 after the fil-
tering. About 131 codes were consistent between MCD and 
EDD.

We have performed the feature selection process for each 
dataset separately, as described in M&) (Figure 1).

Supervised machine learning model results
The results of model performance tested against ground truth 
data are reported as accuracy, sensitivity, specificity, PPV, 
and NPV (Figure 3). The first two rows present the results of 
these metrics for the human expert rule-based algorithms that 
were previously constructed. The core human algorithm 
achieves a balanced sensitivity, specificity, and accuracy of 
73.3%, 70.5%, 71.8%, while the extended human algorithm 
has a much higher sensitivity (100%), but lower specificity 
(54.9%), and an accuracy of 72.1%. This contrasts with the 

various ML algorithms, for which accuracy ranged from 
�47.7% to �72.4% in the generated models, and PPV was 
between 44.4% to 62.1%, with the highest values being bet-
ter than results from the human expert algorithm, that is, 
62.1% versus �57.7%. Model performance metrics 
improved as data quality increased, progressing from models 
using MCD (using simple-rules-based probable anaphylaxis 
as a proxy for ground truth) to EDD (using expert algorithm- 
identified anaphylaxis cases as ground truth), and finally, 
those using CCD (Ground Truth). The extended human 
expert model, however, had the highest sensitivity at 100%. 
The model constructed using MCD performed comparably 
with the core human expert algorithm after feature removal 
and dataset-specific feature selection. In Figure 3, the EDD 
model had a slightly higher accuracy and PPV, 72.4% and 
�61%, respectively, compared to MCD model (70.1% and 
62.1%). In fact, the model’s accuracy and PPV values were 
relatively stable and only markedly improved when data 
quality improved significantly with models constructed using 
chart confirmed or ground truth data. For the CCD/ground 
truth model, all performance metrics were above 93.5% after 
feature removal and selection (131 common features identi-
fied by the workflow) and indicated the importance of data 
quality as the main factor of model performance.

Understanding and explaining the machine 
learning model
All models were investigated further with feature importance 
ranking to understand which features were the most useful 
for the ML model decision process. Figure 4 shows the most 
important codes found. Results demonstrate the ML process 
replicated aspects of the human algorithm creation process. 
This is clear in the MCD model’s identification of injections 
of diphenhydramine, methylprednisolone, and the angioneur-
otic edema codes as helpful when identifying anaphylaxis. 
Similarly, the MCD model identified the healthcare setting as 
important when identifying anaphylaxis (ER as emergency, 
PB as the office setting), reflecting the human expert’s deci-
sion to use varying decision rules according to clinical 

Figure 1. Workflow to build and evaluate ML models.
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setting.7 All these features were not part of the codes used for 
minimal curation and MCD generation, but were rather iden-
tified through ML.

In addition, the high-ranking features were consistent with 
symptoms, signs, tests, or interventions naturally occurring in 
the setting of anaphylaxis cases. These include respiratory 

compromise resulting in shortness of breath, and the ordering 
of a chest x-ray to identify potential non-anaphylactic causes 
in complex older patients that may have multiple comorbid-
ities. Similarly, ML identified the code for normal saline infu-
sion as important; this could represent the need for fluid 
resuscitation that can occur in a patient with cardiovascular 
compromise. All codes identified by ML, however, may not 
be useful, and potentially due to noise or an artifact in the 
data; this is likely the case with codes for conditions such as 
diabetes, or nicotine dependence, which are not readily asso-
ciated with anaphylaxis.

Lastly, ML identified salient codes not found through the 
human expert process, and that were useful in identifying 
cases of anaphylaxis. ML specifically identified “Injection 
beneath the skin or into muscle for therapy, diagnosis, or pre-
vention” as valuable, and inspection of this code determined 
that it was useful in the PB, or office setting, where an ana-
phylaxis code is combined with a treatment code to differen-
tiate acute cases of anaphylaxis from individuals receiving 
follow-up care. In the office setting, this injection code had a 
higher PPV (100%) than the epinephrine injection code 
(PPV¼ 37.5%), which is the first-line treatment for anaphy-
laxis and was used to identify probable anaphylaxis cases in 
the MCD. A detailed description of how a decision tree- 
based model uses these features to classify anaphylaxis cases 
can be seen in Figure S1.

Discussion
This study demonstrated the applicability of ML methods for 
anaphylaxis identification in large administrative medical 
databases, even when ground truth data may or may not be 
available, with ML models performing comparably or better 
than an expert rule-based algorithm for identifying anaphy-
laxis. Our findings suggest ML models can be leveraged to 
enhance the manual process of building new rule-based case 
finding algorithms.5 Namely, the determination of feature 
importance metrics through ML model training permits the 
identification of codes associated with anaphylaxis outcomes. 
As these codes were found meaningful by the subject matter 
experts, the algorithm construction process can be automated 
and streamlined with ML once a dataset with case/control 
pairs is formed with either minimal curation, or with ground 
truth data, if it is available. In addition, we showed ranks of 
feature importance between important variables, which facili-
tates understanding of the generated models, ensuring their 
explainability and credibility in a decision-making process to 
human experts and healthcare practitioners.

We found filtering out codes used in the minimal data 
curation process (case-defining codes) improved the perform-
ance of the ML models. This observation was verified by 
training classifiers with filtered (without the case defining 
codes) vs. unfiltered data using 27 supervised ML algorithms 
in the sklearn library and demonstrating model performance 
gains on ground truth data after the feature removal process 
(File S1, sheet “Effect of Feature Removal”). The observation 
suggests that the presence of case-determining codes is reduc-
ing the ML models’ ability to generalize well, causing lower 
performance on new datasets. This observation is similar to 
the phenomenon of “data leakage” (more specifically, feature 
leakage) known in ML literature.15,16 An example of data 
leakage would be a model that uses the target variable as a 
predictor, for example, concluding that “It will snow on 

Figure 2 (A) Sammon projection color coded by cohort. (B) Sammon 
projection of datasets by color coded clinical setting. OP is outpatient, IP 
is inpatient, and PB is ambulatory (office) setting. (C) Sammon projection. 
Results for allergy versus anaphylaxis. Comparison for each cohort MCD, 
EDD, and CCD in order of appearance before feature selection. The graph 
includes the clinical setting information and separation by case definitions 
for distinct datasets.
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Figure 3. Model performance shows a progression in accuracy, sensitivity, and PPV when models are trained on datasets with an increasingly reliable 
estimate of ground truth (MCD), then, EDD, and last Ground Truth using the common features obtained by feature selection on MCD and EDD. Model 
performance is increased with core case definition code removal in models trained using MCD and EDD when tested against ground truth data. All 
models use chart-confirmed data to assess model performance, except the model generated by chart-confirmed data, which uses 20% of a held-out 
portion of itself. The dark blue and light blue reference lines represent the accuracy and PPV baseline for the Human Core Algorithm. The light gray 
reference bands specify the confidence intervals for the generated models. Finally, the feature content of trained models suggests using a lower number 
of potent features common between datasets can be as effective as a high number of dataset-specific features.
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snowy days.” A remedy to this problem would be to remove 
predictor codes from model training. Similarly, in our case, 
removing codes that effectively define the anaphylaxis cases 
when building the ML model has improved ML performance. 
In summary, our analysis showed that removing certain case- 
defining codes during the curation process of the minimally 
curated dataset, and to a lesser extent, the EDD, improved 
the ML model’s robustness.

Our analyses demonstrated that if strong predictors are 
selected across cohorts, the ML model predictions are more 
reliable and well generalized but, as a downside, become less 
accurate (Figure 3). In theory, identifying common aspects of 
two datasets could reduce noise introduced in a single dataset 
by lowering any mislabeled episodes’ contribution to the final 
model.30 We found that feature removal reduces the ML 
model bias and error,30,31 while cohort-specific feature selec-
tion followed by common feature identification guarantees 
the recognition of well-defined properties and reduces var-
iance once a model is trained using these features. The benefit 
of such a workflow is the identification of well-defined pat-
terns with a small number of features. The experiments on 
MCD and EDD confirm this hypothesis with incremental 
increases in model performance to a certain point (Figure S2), 
depending on the strictness of the feature selection workflow 
and the amount of agreement between feature selection 

algorithms. Feature selection is helpful in both settings when 
we use single or multiple datasets to identify essential features 
and train models with the inclusion of these identified 
features.

The mixture of feature selection and common feature iden-
tification using multiple datasets can improve the robustness 
of ML models. This conclusion was reached by comparing 
selected MCD and EDD features. Although common feature 
identification can reduce the accuracy of the model due to the 
reduction of relevant information content, it is beneficial in 
determining salient codes. By using ML models and feature 
selection workflows, we improved the accuracy of existing 
rule-based classification algorithms by identifying additional 
codes and patterns that can be useful for identifying anaphy-
laxis cases. Identification of the injection code is an example 
that enabled the generated models to outperform the epi-
nephrine code in an office setting. This finding suggests that 
combining expert knowledge with salient codes identified by 
ML methods and feature selection workflows can enhance 
existing case-finding algorithms.

One of the strengths of this study is the use of various levels 
of data quality and different ML methods to construct suc-
cessful classifiers. This allowed us to demonstrate the poten-
tial utility of ML in healthcare claims data analysis, even 
when ground truth data is not available, as is the case with 

Figure 4. Feature importance for eXtreme gradient boosting model trained with the MCD data. The top 22 features are shown. PB is Ambulatory (Office) 
setting.
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the MCD model which performed at levels comparable to the 
human expert rule-based models. Additionally, by comparing 
ML models to a human expert process, we were able to show 
that ML models can replicate aspects of expert rule-based 
approaches. Finally, the use of transparent ML model con-
struction methods and model explainers helps healthcare pro-
fessionals to comprehend decision-making by the ML model 
better.

One limitation of our study is the need for an assessment 
regarding whether the ML models can uncover new cases in 
claims data, a process demanding resource-intensive chart 
reviews that exceeds the scope of our study. Moreover, our 
method’s adaptability to other outcomes of interest remains 
to be determined. Instead of arduous chart-review, expert 
review of ML identified features could be used to qualita-
tively assess the validity of newly constructed algorithms. By 
incorporating a broader range of features using ML com-
pared to existing algorithms, our approach aims to uncover 
more edge cases, thereby enhancing the development of a 
resilient case definition and reinforcing the overall method’s 
robustness.

Clinical variability in drug usage, as with drugs like 
diphenhydramine, methylprednisolone, and epinephrine, 
which extend beyond anaphylaxis treatment can complicate 
accurate case identification solely through drug codes. Our 
study acknowledges the intricacy of crafting a manual case 
definition due to numerous variables, highlighting the value 
of ML models. These models unveil latent patterns and vali-
date trends that may be too complicated for manual methods. 
By identifying connections across variables like drug usage, 
signs, and symptoms, these models facilitate anaphylaxis case 
identification, underscoring ML's pivotal role in overcoming 
challenges tied to utilizing claims data for this purpose.

Many studies have used the medical claims database and 
EHR to create ML classifiers for case/control pairs, including 
diabetes mellitus, systemic sclerosis, pulmonary hypertension, 
rheumatoid arthritis, and many others.32–34 A common trend 
in these studies is the use of chart-confirmed data for training 
and validation of ML models. Few studies focus on the fea-
ture selection and removal process or identifying important 
variables for classification purposes without the readiness of 
ground truth data. Even fewer studies are investigating ML 
methods for enhancing the existing rule-based classification 
methods with features identified by ML, or a workflow that 
could be successful without chart-confirmed data. Currently, 
we have not observed any studies that investigate possible 
data leakage problems with generated ML models using a 
claims database.

The challenge of isolating anaphylaxis using claims codes 
is documented, with anaphylaxis codes proving inadequate 
for the precise identification of cases and associated mortal-
ity.11 Earlier rule-based algorithms crafted by experts and uti-
lizing claims data have exhibited variable PPVs ranging from 
42% to 66%.6,7,35,36 These algorithms can be adjusted to 
enhance specificity, albeit at the expense of diminished sensi-
tivity.6 Attempts to automate anaphylaxis detection using 
diverse data sources (eg, VAERS reports, electronic medical 
records) and methods like natural language processing have 
shown similar complexity, yielding PPVs around 60% and 
trading off sensitivity for higher specificity.37,38

Our study underscores the potency of ML) for the intricate 
task of accurately identifying anaphylaxis in claims data. Our 
model utilizing ground truth data boasts sensitivity, specificity, 

and PPV exceeding 90%. Moreover, models like the MCD 
models, absent ground truth data, achieved PPVs around 
60%, akin to expert rule-based approaches. This suggests that 
ML methods can construct highly accurate algorithms with 
ample ground truth and, when such data is lacking, can swiftly 
develop algorithms comparable in performance to expert rule- 
based methods with minimal data curation.

Conclusion
Based on our experience, we propose the following workflow 
for researchers working with claims data. If chart-confirmed 
data is unavailable, a minimally curated dataset can be gener-
ated with simple rules that contain a data subset with a high 
density of cases and a negative control data subset with a 
very low likelihood of being the outcome of interest. The gen-
erated data pairs could be used with unsupervised techniques 
and investigated for underlying patterns or outliers. If the 
data can be represented with clear clusters, simple supervised 
ML techniques could be used for case classification due to the 
underlying properties of the data. If there are any specific, 
highly potent codes used to tag cases, filtering them out 
would be beneficial for identifying underlying patterns and 
features. In addition, with explainable algorithms such as 
decision trees, one could use model explainers to identify sali-
ent codes, which could be presented to experts and incorpo-
rated into a rule-based algorithm, for tasks where rule-based 
algorithms are required. Alternatively, if ample ground truth 
data is available, researchers can utilize supervised ML meth-
ods using ground truth data for algorithm construction and 
validation. The ability to use ML methods with varying levels 
of starting data quality, and the potential to combine with 
expert opinion, could make algorithm construction more effi-
cient and accurate, which could help make claims data more 
practical for research and surveillance purposes.
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