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Abstract

Evidence-based medicine (EBM) requires the retrieval and ranking of relevant evidence by 

epistemological strength, to identify the most appropriate evidence to inform guidelines and 

policies, with a preference for robust evidence from randomized clinical trials (RCTs), systematic 

reviews, and meta-analyses. The explosive growth of the scientific literature and the emergence 

of new sources of evidence, including social media, case reports, and large-scale observational 

studies, as well as the free-text nature of this large body of evidence, collectively make it difficult 

to appraise and select the best available evidence.

Large language models (LLMs), exemplified by ChatGPT1,2, are already affecting document 

generation, including creating legal documents, news, and medical writing. ChatGPT can 

interpret the context of prompts and generate grammatically correct and semantically 

meaningful answers, compose essays indistinguishable from those written by humans, 

and author captivating medical research abstracts3. In our own experience, ChatGPT can 

summarize pre-written systematic reviews. However, ChatGPT tends to miss important 

attributes in the summary, such as failing to refer to short-term or long-term outcomes that 

often have varying risks. In addition, the content generated by ChatGPT has been reported 

to contain factual errors, incorrect data, and misrepresentations4. ChatGPT was not explicitly 

trained for EBM and is not intended to be used for this crucial task5. Nevertheless, there 

are opportunities to use LLMs such as ChatGPT in EBM as long as pitfalls can be avoided 

(Table 1).

EBM is distinguished from other forms of medical or clinical research writing by the 

requirement for precise criteria for including and excluding studies. The PICO (patient, 

intervention, comparison, and outcome) framework is by far the most widely adopted 

process for structuring eligibility criteria and, therefore, formulating the clinical evidence 
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queries for evidence syntheses. Clinical evidence retrieval involves finding RCTs that meet 

the PICO criteria pertinent to the clinical research question so that those criteria may be 

aggregated in a systematic review and meta-analysis.

LLMs can extract PICO elements using few-shot learning — a technique to generate 

models from a limited number of labeled examples — which has already been used for 

text classification and summarization. Natural language generation capabilities enable LLMs 

to solve tasks by completing a prompt without needing to fine-tune the parameters, thereby 

reducing annotation costs and speeding up PICO extraction6. LLMs should be compared 

against traditional language models, as well as with PICO assessments extracted manually 

by evidence reviewers, to check the correctness and completeness of the PICO output. Use 

of LLMs should be tested across different biomedical domains, to assess the suitability of 

using LLMs for different topics.

Evidence synthesis aims to systematically integrate findings from multiple studies to draw 

evidence-based conclusions that inform healthcare decisions, and it is constantly and rapidly 

evolving7. The number of RCTs proliferates at an unprecedented rate, with new sources of 

evidence that are increasingly difficult to identify by literature searches. Some have referred 

to this deluge as an ‘infodemic’, in which it is unfeasible for the average clinician to keep 

up with the latest knowledge. LLMs could, in the future, be valuable tools for providing 

conversational answers to complex medical questions. However, answers from LLMs may 

be obsolete, self-contradictory, or inaccurate.

Obsolescence is already a problem with clinical practice guidelines; for example, a study by 

the US Agency for Healthcare Research and Quality (AHRQ) showed that half of the 17 

guidelines studied became obsolete within 5–6 years8. This provides an existing challenge 

to EBM, which is a continuing process with clinical evidence reviewed regularly to assess 

whether the evidence synthesis is up-to-date. LLMs cannot currently learn and update their 

knowledge base continuously. They are trained on data collected at a specific point in time 

(for example, the current version of ChatGPT was trained on data up to 2021), and so cannot 

incorporate the latest clinical evidence as it becomes available. If LLMs are to be used in 

medicine, they will need to be continuously updated with new research as it is published.

Current LLMs are also unable to differentiate current evidence from obsolete studies. Future 

LLMs should be able to identify time-sensitive evidence and perform temporal reasoning to 

understand how evidence evolves over time, such as recognizing when new guidelines have 

supplanted old ones.

Much clinical evidence is of high quality, but individual studies may have issues in their 

planning, conduct, representativeness, analysis, or reporting; reliance on these studies could 

therefore result in harm9. All doctors should be able to critically appraise and synthesize 

relevant and reliable evidence to answer a specific clinical question, such as assessing 

whether a study applies to their patient population.

LLMs can answer questions with explicit reasoning steps — a feature that could be useful in 

supporting clinical reasoning. Despite this evidence of reasoning by LLMs, further research 

is needed to incorporate knowledge-based reasoning capabilities into LLMs, to enable them 
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to perform complex, robust, and explainable thinking, and to determine their potential for 

use in EBM. The medical evidence community should construct benchmarks to evaluate the 

reasoning abilities of LLMs. Existing general benchmarks, such as arithmetic, symbolic, and 

table reasoning, could be incorporated into EBM. New metrics to evaluate EBM reasoning 

quantitatively may be needed to assess whether LLMs are able to reason in a way that is 

similar to medical professionals.

A central component of clinical reasoning is its knowledge base, which is often stored in 

complex structured data. We believe the LLMs and well-curated clinical knowledge bases 

complement each other, and the biomedical informatics and health data science community 

can contribute large-scale shareable knowledge bases to equip LLMs with computable 

knowledge and to enable LLMs to perform reliable reasoning.

Patients or health consumers should be part of clinical decision-making, but the technical 

and complex medical terminology used within systematic reviews and other health literature 

can be difficult for some people to understand. LLMs could be used to replace technical 

jargon with plain language, making medical information more accessible to a wider 

audience. This could increase engagement and empower patients and the public in their 

own health decision-making.

Lay summaries generated by LLMs may suffer from inadequate accuracy and should not 

be used in isolation. Some information may be omitted, and recommendations could be 

ambiguous or confusing. Artificial intelligence (AI)-generated lay summaries should always 

be reviewed by experts and corrected or clarified where necessary, so that they provide 

accurate and comprehensible information. More importantly, both human-written summaries 

from systematic reviews and lay summaries should be made available to the patients to 

support information provenance. This will help to ensure that the information provided is 

accurate and complete. If these concerns are addressed, then medical decision-making could 

be improved by changing how future evidence is generated, evaluated, synthesized, and 

disseminated.
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