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Abstract

Cellular populations assume an incredible variety of shapes ranging from circular molds to 

irregular tumors. While we understand many of the mechanisms responsible for these spatial 

patterns, little is known about how the shape of a population influences its ecology and evolution. 

Here, we investigate this relationship in the context of microbial colonies grown on hard agar 

plates. This a well-studied system that exhibits a transition from smooth circular disks to 

more irregular and rugged shapes as either the nutrient concentration or cellular motility is 

decreased. Starting from a mechanistic model of colony growth, we identify two dimensionless 

quantities that determine how morphology and genetic diversity of the population depend on the 

model parameters. Our simulations further reveal that population dynamics cannot be accurately 

described by the commonly-used surface growth models. Instead, one has to explicitly account for 

the emergent growth instabilities and demographic fluctuations. Overall, our work links together 

environmental conditions, colony morphology, and evolution. This link is essential for a rational 

design of concrete, biophysical perturbations to steer evolution in the desired direction.

Introduction

Human life hinges on myriads of populations be it forests that produce timber or rhizobia 

that fix nitrogen [1]. To manage these populations, we need to understand how possible 

interventions could affect their ecology and evolution.

While there are many ecological studies that link environmental variables to growth patterns 

or spatial distribution of species, evolution is typically studied in more abstract settings that 

emphasize general principles rather than specific applications [2–4]. As a result, we lack 
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practical knowledge of how to perturb the ecology of a species to slow down or accelerate its 

evolution.

The challenge of linking ecological and evolutionary dynamics can be most readily 

addressed in the context of microbial colonies [5–8]. Indeed, microbial growth is affected by 

only a handful of environmental variables, and nontrivial evolutionary changes occur already 

within the lifespan of a single colony [9–11]. Despite their simplicity, microbial colonies 

share many similarities with other cellular populations such as biofilms and tumors, which 

are of an immense practical importance [12, 13].

The ecological and evolutionary aspects of colony growth have, for the most part, been 

investigated separately. Ecological investigations focused on colony morphology and the 

effect of environmental variables such as nutrient concentration, which affects growth, and 

agar concentration, which affects how microbes move relative to the substrate [9, 14–16, 

16–21]. Collectively, these studies established a phase diagram for colony morphology and 

proposed a minimal model that recapitulates many commonly observed spatial patterns. In 

contrast, evolutionary investigations focused almost exclusively on the simplest disk-like 

colonies. Moreover, theoretical models of disk-like colonies have typically imposed a certain 

type of dynamics (known as KPZ universality class or Eden model) that does not apply to 

all microbial colonies and has not been fully confirmed in experiments that do indeed show 

KPZ-like behavior for some observables [11, 22–26].

Here, we explore evolutionary dynamics in colonies of varied shapes and relate evolutionary 

processes to colony morphology and environmental variables. We adopt a classic model with 

a diffusible growth-limiting nutrient and nonlinear biomass diffusion [20]. We supplement 

this model with a stochastic component to account for demographic fluctuations and genetic 

drift. While the model reproduces a variety of colony shapes, our focus is on the two 

dominant morphologies: an approximately flat front and a rough front with irregularities due 

to growth instabilities. Using both analytical arguments and simulations, we elucidate how 

environmental variables affect colony roughness and genetic drift.

Methods

Microbial colonies are convenient systems to study population dynamics. They are easy 

to grow and visualize, and numerous growth and dispersal strategies are available from a 

large pool of natural isolates and genetically engineered microbes. Given their ease-of-use, 

microbial colonies became model systems for other, more complicated, processes such as 

range expansions in ecology, biofilms in engineering, or tumor growth in medicine [12, 

13, 23, 27, 28]. Not surprisingly, microbial colonies have been intensely studied by both 

theorists and experimentalists willing to understand the growth and form of perhaps the 

simplest of populations [17, 29–33].

Despite their apparent simplicity, microbial colonies could produce intricate spatial patterns 

that depend on both the species and the growth conditions [10, 16, 19, 34]. Some of the 

mostly commonly observed patterns include smooth and rough disks, concentric circles, 

scattered dots, and a whole zoo of branching morphologies that could even include chiral 
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twisting [32, 35, 36]. Detailed experimental and theoretical studies, however, largely focused 

on the disk-like colonies and the transition between the disk-like and branched morphologies 

[20, 37–41].

Historically, the motivation to simulate microbial growth was to determine the origin of 

the colony shape, in particular, the amount and type of roughness or undulations of the 

colony edge [17, 20, 29, 31]. The two primary mechanisms that were considered are 

demographic fluctuations and growth instabilities. Demographic noise creates small ripples 

along the colony edge, which can accumulate over time and result in a rough growth 

front. In contrast, growth instabilities produce finger-like protrusions that either result in 

well-developed branches or just in a rough growth front. The primary mechanism behind the 

growth instabilities is thought to be nutrient limitation [20], but mechanical origins of the 

instabilities have also been considered [42].

More recently, microbial colonies also became a prime system to study evolution and 

spatial population genetics [11, 23, 24, 43–48]. However, the connection beween the 

biophysical aspects of colony growth and demographic processes has not been completely 

established. Some investigations used very detailed models, and the role of each biophysical 

processes was not fully investigated [17, 39, 40, 49]. Other studies excluded all biophysical 

processes altogether and assumed that the population dynamics can be described by a 

cellular automaton with simple growth rules (typically the Eden model [50]) or by a 

phenomenological theory that prescribed the motion of ancestral lineages to be either simple 

diffusion or super-diffusion driven by Kardar-Parisi-Zhang (KPZ) dynamics of the growing 

edge [22, 51, 52].

With this paper, we hope to make an important step in connecting the evolutionary processes 

in microbial colonies to their biophysical origins. To accomplish this goal, we chose to focus 

on demographic fluctuations and nutrient limitation as the primary drivers of colony shape. 

This is a reasonable choice because these two processes are so basic that they occur in nearly 

any microbial population. In addition, prior work has shown that models based on nutrient 

limitation can reproduce experimentally observed patterns remarkably well [14–16, 16–20].

Nutrient-limited growth and self-activated dispersal

Before turning to a fully stochastic model, it is essential to understand the main ingredients 

of the deterministic dynamics, which are nutrient diffusion, nutrient consumption, growth, 

and motility. Here, by motility we mean spatial motion of the biomass due to bacteria 

pushing onto each other and do not imply swimming, swarming, chemotaxis or any other 

form of active motility. Collectively, all the processes leading to colony growth are described 

by the following reaction-diffusion equations:

∂b
∂t = ∇2 Db

κ + 1bκb + γnb,
∂n
∂t = Dn ∇2n − γnb,

(1)

Golden et al. Page 3

Phys Biol. Author manuscript; available in PMC 2024 June 27.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



where n is the concentration of the growth-limiting nutrient, and b is the cellular biomass. 

Both quantities depend on time t and two spatial coordinates x and y. The rational for 

choosing this specific model is discussed in Refs. [20] and is also explained below. Note 

that our modeling approach relies on partial differential equations and therefore cannot 

be meaningfully applied to colonies with just a few cells. The number of cells, however, 

becomes sufficiently large after only a handful of generations, so our theory applies for most 

the time the colony is expanding.

The nutrient dynamics consists of diffusion with a diffusion constant Dn and consumption 

by cells at the rate of γnb. While more complex, e.g. Michaelis-Menten, rates of nutrient 

uptake can be considered, they are often not necessary to reproduce common colony 

shapes. Moreover, once nutrients are depleted, the dynamics are largely determined by 

the consumption rate at low nutrient levels, which is well approximated by γnb. All of 

the consumed nutrient results in the production of the biomass at the rate γnb. Thus, 

we neglected nutrients that are needed for basic metabolic maintenance and also set the 

conversion factor between nutrient concentration and biomass to unity. The latter is not an 

extra assumption because one can always measure nutrient concentration in the units of 

biomass that is produced from that nutrient.

In addition to the growth of the biomass, the model also describes its motility, parameterized 

by the motility constant Db and the motility exponent κ. Standard diffusion is obtained for 

κ = 0, which is a good model of swimming motility. Cells grown on even moderately hard 

agar, however, cannot swim and need to move collectively either by pushing each other or 

by producing surfactant or lubricant [33, 34]. Both processes are cooperative and therefore 

become more efficient as the number of cells increases. This positive feedback is encoded by 

κ > 0. All simulations reported here are carried out for κ = 1 because neither we nor previous 

studies noticed significant qualitative differences when using other reasonable values of κ
[20]. Our theoretical derivations are however done for an arbitrary κ because this does not 

complicate the analysis.

Equations (1) and their modifications have been widely used to study microbial colonies 

because they exhibit growth instabilities, a classic mechanism of pattern formation that 

can produce different colony morphologies depending on the model parameters. A growth 

instability is a situation when the outward expansion of a flat front in unstable to even an 

infinitesimal perturbation. Many types of instabilities exist, but the type most relevant for 

microbial colonies is the so-called Mullins-Sekerka instability, which occurs when nutrient 

diffuse much faster than the biomass [20, 53, 54].

Nutrient diffusion destabilizes the growth because regions protruding forward gain greater 

access to nutrients and therefore tend to protrude even more while regions that caved in 

expand even slower because their access to nutrients is diminished. In contrast, biomass 

diffusion smooths out front undulations. When the biomass diffuses rapidly, it can overcome 

the variations in the growth rate and suppress the instability resulting in a relatively flat 

growth front. In the opposite limit, front develops bulges or fingers that are born due 

to demographic fluctuations or substrate inhomogeneities and amplified by the growth 

dynamics. Since the initial perturbations are random, the long-time dynamics is random 

Golden et al. Page 4

Phys Biol. Author manuscript; available in PMC 2024 June 27.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



as well. In fact, it could resemble the dynamics driven by demographic fluctuations on 

temporal and spatial scales much larger than those of the instabilities [55–57].

Growth instabilities in Eqs. (1) has been analyzed in Ref. [20] that demonstrated a transition 

from stable to unstable growth as D = Dbn0
κ/Dn decreased below a critical value of order unity. 

Similar transitions have also been obtained in related model [20, 33, 34].

Simulations

Although Eqs. (1) provide an adequate description of colony growth, they do not account 

for demographic fluctuations and genetic drift. To probe these evolutionary forces, we 

sought a model that operates with several alleles (genotypes) and explicitly accounts for the 

stochastic nature of births and motility. Because stochastic simulations demand much greater 

computational power, we had to adopt a framework that balances biological realism with 

computational efficiency.

Given our interest in genetic drift, we modeled the dynamics of K neutral alleles, i.e. K
distinct genotypes that have the same growth and motility. We denoted the biomass of these 

alleles as bk and used a fixed time step dt and a square grid with a lattice spacing dx in both 

x and y dimensions. Thus, nutrient and biomass concentrations were represented by matrices 

n i, j  and bk i, j  where i and j indexed the x and y dimensions of the spatial grid. Each 

simulation time step consisted of four updates: biomass migration, biomass growth, nutrient 

consumption, and nutrient diffusion; see Fig. 1a.

Biomass growth was controlled by the division rate g i, j  that could in principle have an 

arbitrary dependence on biomass and nutrient concentrations. Because divisions are discrete 

events, we needed to convert cellular biomass into the number of cells. This conversion 

was accomplished by dividing the total biomass b by the biomass of a single cell Δb. Given 

the division rate g i, j  and the total biomass b i, j , the number of divisions at that site is 

binomially distributed with g being the success rate and b/Δb being the number of trials. We 

then distributed these divisions among the K alleles in proportion to their relative abundance 

using a multinomial distribution. Because nutrient consumption and biomass growth are 

interlinked in Eqs. (1), we reduced n i, j  by the biomass of a single cell, Δb, for each cell 

division. This was a convenient and efficient implementation even though it introduced 

unnecessary stochasticity in the nutrient dynamics. For all simulations presented in this 

paper, we used g i, j = γn i, j  following Eqs. (1).

Biomass motility was modeled by migration of cells between the grid points, which moved 

cells between different locations, but preserved the total biomass. The migration rate (per 

cell) out of site i, j  was set to

m i, j = Dbbκ i, j
κ + 1

4dt
dx2

(2)
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in order to reduce to Eqs. (1) in the continuum limit. The total number of migration events 

and their distribution among the K alleles were carried out just as for the biomass. Each 

migrant moved to one of the nearest neighbors with equal probability. We also had to 

supplement Eq. (2) with an additional rule to account for the reduced motility behind the 

growing edge.

Typically, in the bulk of the colony, the cells are densely packed, and the nutrient 

concentration is very low [5, 23]. As the results, cells become nonmotile or even enter a 

dormant state. This cessation of motility is not relevant to the overall colony morphology, 

which is primarily determined by the cell motion at the colony edge. Therefore, prior work 

leading up to Eq. (1) did not consider changes in motility within the bulk of the colony. 

The cessation of motility is however important for an accurate description of sector or 

domain boundaries that form between alleles as the colony grows [11]. Otherwise, the sector 

boundaries would blur over time and eventually all parts of the colony would intermix. We 

implemented motility cessation by setting m i, j  to zero once n i, j  fell below a critical value 

of nc = 0.01.

We also briefly explored motility rates that were proportional to the product of nutrient and 

biomass concentration. This choice has been used previously to model certain bacteria and 

reflects the dependence of motility on the number of actively growing cells [58]. We found 

that cell-free grooves that develop under low nutrient conditions occur only when biomass 

motility increases with both b and n. Otherwise, the behavior of the models was similar, so 

we focused on the simpler and more widely-used model of nutrient-independent biomass 

diffusion.

Finally, the diffusion of the nutrient was modeled deterministically by solving the diffusion 

equation using the Crank-Nicolson method [59]. The use of this implicit method allowed us 

to take a relatively large dt, which would violate the stability condition in an explicit method, 

and thus dramatically speed up the simulations.

We show representative simulations of whole-colony growth in Fig. 1b. Genetic drift is 

illustrated with K = 2 alleles that are labeled in two different colors. It is easy to see that 

by varying simulation parameters one can obtain a wide range of morphologies and genetic 

behaviors. The colony edges range from very smooth boundaries to non-space filling tendrils 

while sector boundaries between different genotypes range from very sharp to very fluid.

Although whole-colony simulations are pleasant to the eye, they are inefficient because the 

colony edge occupies only a small fraction of the simulated spatial grid. We overcame this 

problem by focusing on linear inoculations, which are typically done with a razor blade or a 

similar object. Thus, we considered a front that is flat initially and modeled its motion in a 

rectangular simulation box. Since the growth of the colony is limited to a narrow region near 

its edge, we avoided the need to simulate an entire colony by moving the simulation box 

with the growing front. This “treadmilling” was accomplished by shifting the biomass and 

nutrient profiles once the biomass occupied close to half of the simulation box. The biomass 

shifted outside of the simulation box was processed and recorded for further analysis. The 

biomass shifted into the simulation box was set to zero, and the nutrient shifted into the 

Golden et al. Page 6

Phys Biol. Author manuscript; available in PMC 2024 June 27.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



box was set to n0, the initial nutrient concentration in the Petri dish. For simplicity, we used 

periodic boundary conditions in the direction transverse to the colony growth. The length of 

the box in this transverse direction is denoted as L and represents the latteral spatial extent 

of the expansion front.

At t = 0, we started simulations with smooth precomputed nutrient and biomass profiles. 

These profiles correspond to the initial stages of expansion before finger formation and were 

obtained by simulating step-like initial conditions. This was done to avoid dramatic and 

biologically irrelevant transients that emerge for step-like initial conditions.

Except when indicated otherwise, we used Dn = 0.1,γ = 0.01, L = 300, Δb = 10, 

dt = min 1, dx2/ 16Dbn0 , κ = 1, dx = 0.25, and averaged over 20 replicates.

Dimensional analysis

In the continuum limit, our simulations can be described by the following set of stochastic 

partial differential equations:

∂bk
∂t = ∇2 Db

κ + 1bκbk + γnbk + γnbkΔbηk
g + ∇ Dbbκ

κ + 1bkΔbηk
d ,

∂n
∂t = Dn ∇2n − γnb − γnΔbη n ,

(3)

which, except for the noise terms, are identical to Eqs. (1). Note that we did not include the 

cessation of migration into these equations. The reason for this is that all of the quantities of 

interest to us here can be derived from bk measured only at the growing edge and thus do not 

depend on the dynamics in the colony bulk. By not accounting for the dynamics behind the 

front, we made the following analysis much more straightforward.

The new stochastic terms reflect fluctuations due to randomness in the growth (labeled with 

⋅ g ) and dispersal (labeled with ⋅ d ). The former accounts for both the randomness in the 

division times (demographic fluctuations) and the randomness in the type of cell that is 

chosen to divide (genetic drift). The latter accounts for the randomness in the choice of 

whether to migrate or stay at the same location and the randomness in the choice of the 

migration direction. Because migration does not alter the number of cells, the integral of the 

dispersal noise over space must be zero, which can be easily demonstrated by integrating by 

parts.

Each stochastic term is a product of its strength and a normalized Gaussian white noise 

(labeled by various η), which are zero mean and delta-correlated. For example, the statistical 

properties of the growth noises are as follows

ηk
g t, x, y = 0,

ηk
g ti, xi, yi ηl

g tj, xj, yj = δklδ ti − tj δ xi − xj δ yi − yj ,

(4)
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where the angular brackets denote averaging over the realizations of the noise. The dispersal 

noises have identical statistical properties and are independent of the growth noises. The 

noise in the nutrient equation is discussed below and is derived from ηk
g .

The strength of the noise terms can be derived from the microscopic description of our 

simulations and is consistent with the prior analysis of similar models [60–64]. In particular, 

the strength of the growth noise is given by the rate of births (there are no deaths in our 

simulations), and the strength of the dispersal noise is given by the diffusion coefficient 

times the population density. The only unusual term in these equations is Δb, the biomass of 

a single cell. This is just a normalization factor that accounts for the fact that b models the 

biomass instead of the number of cells.

The noise in the nutrient equation follows directly from the biomass equation because the 

only source of stochasticity is the consumption of nutrients during cell division. In fact, 

η n  is defined such that γnΔbη n = ∑k = 1
K γnbkΔbηk

g . With this definition, it is easy to show 

that η is a zero-mean, delta-correlated Gaussian noise, just like ηk
g  in Eqs. (4). We note that 

the noise in the nutrient equation is the consequence of our choice to consume nutrients 

in discrete amounts in our simulations. A more realistic, continuous consumption would 

produce much weaker noise. However, given our focus on the dynamics of the cells rather 

than the nutrients, this is a negligible artifact of our simulation scheme.

The dynamical equations (3) need appropriate boundary and initial conditions. Initial 

amount of the biomass is assumed to be small, and it does not affect the medium to long 

term dynamics considered here. In contrast, the initial nutrient concentration n0 plays a 

major role because it controls the rate of colony growth and the population density. The 

boundary conditions depend on the geometry of the expansion and directly follow from 

the description of our simulations. For linear expansions, the finite spatial extent of the 

simulations introduces another model parameter: L, which is the spatial extent of the front 

perpendicular to the expansion direction. This length scale is relevant for some quantities 

such as the time to extinction of all but one allele.

As stated, the mathematical description by Eqs. (3) contains seven parameters: Dn, Db, κ, γ, 

Δb, n0, L. This number of parameters overstates the true complexity of the model because 

solutions typically depend on a smaller number of certain parameter combinations. These 

combinations can be uncovered by the standard procedure known as dimensional analysis or 

scaling.

The idea behind dimensional analysis is that problems at different scales are related. For 

example, one can determine the weight of the Eiffel Tower by weighing its exact copy 

manufactured one thousand times smaller. The weight of the actual tower would be the 

weight of the copy times one thousand cubed because the weight of a three dimensional 

object scales with the cube of its linear size.

Similar procedure could be applied to dynamical equations like Eqs. (3) by introducing new 

scaled variables:
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x = λx, bk = βbk,
y = λy, b = βb,
t = τt , n = νn,

(5)

substituting them into Eqs. (3) and then setting to unity as many coefficients as possible in 

front of various terms. This calculation yields the values of the scaling constants λ, τ, β, ν
and the transformed equations. We find that

λ = Dn
γn0

, β = n0,

τ = 1
γn0

, ν = n0,

(6)

and the rescaled equations take the following form

∂bk
∂t = ∇2 D

κ + 1bκbk + nbk + σnbkηk
g + ∇ Dσbκ

κ + 1 biηi
d ,

∂n
∂t = ∇2n − nb − σnbη n ,

(7)

where ∇ denotes derivatives with respect to x and y, and the tildes above the noise variables 

η indicate that they are delta-correlated in the rescaled variables. Also, note that, the initial 

nutrient concentration equals one, and the system size (transverse extent of the front) equals 

L/λ after rescaling.

The two new dimensionless parameters in Eqs. (7) are given by

D = Dbn0
κ

Dn
,

σ = γΔb
Dn

.

(8)

These are the primary factors that control qualitative aspects of colony growth and evolution. 

In particular, D controls the onset of growth instabilities and σ the strength of demographic 

fluctuations and genetic drift.

From our dimensional analysis, it is clear that the behavior of the colony is controlled only 

by: D, σ, and, for some quantities, by L/λ. The last parameter, L/λ, becomes important 

only for long-enough simulations, and thus many quantities are controlled by only two 

parameters. This is a significant simplification compared to the initial model (Eqs. (3)).

Once the solution for the rescaled equations (7) is obtained one can determine the solution of 

the original problem by reversing the rescaling transformation. Often times, however, one is 
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interested not in the values of bi and n, but in derived quantities such as the extinction time or 

sector width. Such quantities can be directly obtained from the rules of spatial and temporal 

scaling specified by Eq. (6). For example, the time to fixation of one of the alleles reads

T fix = τT fix D, σ, L/λ ,

(9)

and the average size of sectors, ls, at some time t is given by

ls t = λl t/τ, D, σ

(10)

assuming that l ≪ L, so that there is no dependence on the system size.

Morphology

The morphologies that arise from linear inoculations are well-characterized by the position 

of the colony edge. We defined the edge as the first point in the direction of the expansion (y
–axis) where the biomass fell below a predetermined threshold bc = Δb. For historical reasons 

[52], the edge is often referred to as height, and its y–coordinate is denoted as ℎ. The exact 

location of the edge of course varies along the front (x–axis) and changes with time, so the 

shape of the colony is encoded in ℎ t, x .

From ℎ t, x , we can derive a few quantities that characterize the motion and shape of the 

colony. These are obtained by averaging over spatial variations along the front (denoted 

with an overbar) and, if needed, by averaging over the realizations (denoted with angular 

brackets). The spatial averaging can be done globally across the whole system (x varies from 

0 to L), but it is often more convenient to perform a local average over a smaller region, 

say, from x0 to x0 + l. For local averages, we typically also average the result over x0, which 

can be done easily because of the periodic boundary conditions. In the following, we provide 

expressions for local averages; the global averages can be obtained by replacing l by L.

The most basic description of the colony motion is the average position of its front:

ℎ t = 1
l ∫x0

x0 + l

ℎ t, x dx .

(11)

The time derivative of the average height gives the velocity of the front:

v = dℎ
dt .

(12)
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The degree of front undulations, which is typically called roughness [52], is captured by the 

variance of ℎ t, x :

w2 = 1
l ∫x0

x0 + l

[ℎ t, x − ℎ t ]2dx .

(13)

The above quantities are specific to each realization. In this paper, we only use their average 

over the realizations: v  and w2 . We refer to them simply as v and w2 not to complicate 

the notation unnecessarily.

The estimate of the velocity does not depend on the size of the averaging window l (at 

least to the first order), but the roughness w typically increases with l unless there are 

strong mechanisms to suppress front undulations. The origin of this dependence could be 

multifactorial [52]. In rough colonies dominated by demographic fluctuations, the front 

performs a type of a random walk in x, so the increase of w with l is analogous to the 

increase of the root-mean-square displacement with time. Growth instabilities is another 

common factor. On small spatial scales, the front could be approximately flat, but located at 

an angle to the x axis. Thus the total width of the front grows very rapidly (approximately 

linearly) with l until l exceeds the instability length scale. The roughness then grows more 

slowly due to the undulations of the front on large spatial scales that could, for example, 

span several finger-like protrusions.

In many physical systems, the dependence of w on l and t is well-described by a power law 

[52]. For the simplest case of non-anomalous roughness, w grows as tβ at early times, but 

then saturates to a value that increases with the window size as w lα. These scaling laws 

have been fitted to bacterial colonies previously even though the range of possible power law 

behavior is small [17, 31]. For comparison with previous work, we estimated the values of 

these exponents using a linear fit on a log-log plot.

Diversity

Without mutations, diversity is lost due to genetic drift. Genetic drift is a term for 

fluctuations in the relative abundance of alleles, which can push some genotypes into 

extinction [4, 11]. Thus, the rate of diversity loss is a measure of genetic drift, a potent 

evolutionary force.

In spatially extended populations, genetic diversity is a function of both time and space. 

Because genetic drift is local, different spatial regions experience different fluctuations at 

least until migration of cells reduces these differences. These dynamics often manifest in the 

formation of sectors, which is a commonly-used method to visualize evolutionary dynamics 

in microbial colonies [11, 23]. Initially, the colony is a mixture of two or, in general 

K, equally-fit strains each expressing a unique fluorescent protein. As the colony growth 

proceeds, genetic drift drives the fixation of different strains locally and produces genetically 

homogeneous regions (sectors) separated by sector boundaries; see Fig. 1b. Once sectors are 

formed the subsequent dynamics is primarily driven by the motion of the sector boundaries, 
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which is in turn controlled by the shape of the front. Indeed, the outward growth of the 

colony, makes sector boundaries move from protrusions towards dips, i.e. “downhill” in the 

direction opposite to the spatial gradient of ℎ t, x  [22, 65–67].

The early stage of genetic demixing can be characterized by the average local 

heterozygosity, which is the probability to sample two different genotypes at a given location 

[11]. Mathematically, it can be expressed as one minus the probability to sample two 

identical genotypes:

H t = 1 − 1
l ∫x0

x0 + l

∑
k = 0

K bk t, x
b t, x

2
dx .

(14)

If alleles are equally-abundant initially, then H 0  is close to 1 − 1/K. Once sectors are 

formed, H t  is small and approximately given by the ratio of the sector boundary thickness 

to sector width [11]. The sector boundary thickness does not change with time because it is 

determined by the balance of genetic drift and migration [60]. Thus, the continuing decrease 

of H is driven by the increase in the sector size due to the loss of small sectors when 

their two boundaries merge. The rate of these mergers depends on how sector boundaries 

move. A typical assumption, which has some theoretical and experimental support [22, 23, 

30, 47, 68], is that the boundary moves as a diffusive or super-diffusive random walk with 

the root-mean-square displacement growing as tζ, where ζ = β/α for models that satisfy the 

corresponding power-law scaling for w. Under this assumption, H t t−ζ [11, 22, 47].

To probe the wandering dynamics of sector boundaries, we examined the stochastic changes 

of allele frequencies in simulations with pre-formed sectors. At t = 0, the front was divided 

into K = 20 equally-sized spatial domains. Each spatial domain was filled with a unique 

allele. Thus, the initial frequency of all genotypes was fk = 1/K. These frequencies changed 

due to the motion of the two sector boundaries surrounding each allele. Therefore, up to a 

numerical factor, we can interpret the standard deviation of fk t − fk 0 , averaged over k and 

different simulations, as a proxy for boundary wandering. Note that to convert from allele 

frequencies to boundary displacement, we multiplied the standard deviation of fk t − fk 0
by the width of the expansion front L.

The connection between boundary motion and fk t  is strictly valid only at early times 

when the boundaries move independently from each other because their spatial separation 

exceed the correlation length associated with front roughness. When boundary separation 

becomes small, e.g. right before the extinction of the allele, the motion of the boundaries 

become correlated and therefore not directly related to the changes in fk. In our simulations, 

the contribution of sectors approaching extinction was small, and we do not expect it to 

significantly affect the qualitative nature of boundary wandering. Therefore, we chose the 

easy-to-quantify (and therefore robust) metric of root-mean-square changes in fk t  as a 

measure of boundary wandering instead of trying to extract the spatial positions of each 
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boundary, which would necessitate additional assumptions in order to convert the spatial 

distribution of genotypes into the positions of sector boundaries.

Results

The minimal mechanistic model developed above allowed us to ask how various 

environmental and cellular properties affect population dynamics in microbial colonies. 

Dimensional analysis suggests that both genetic drift and colony shapes are controlled by 

only two quantities: D and σ. The first quantity, D = Dbn0
κ/Dn, depends on biomass diffusion 

Db and initial nutrient availability n0, which can be easily controlled experimentally by 

varying the agar and glucose concentrations respectively. In addition, prior work predicted 

that the transition from stable to unstable growth occurs as D is increased beyond a critical 

value of order unity [20]. In contrast, the second quantity σ = γΔb/Dn depends on parameters, 

which are much harder to vary experimentally. Furthermore, σ just determines the strength 

of demographic fluctuations, and there is nothing to indicate that the magnitude of the noise 

can lead to a qualitative change in the behavior. Therefore, we focused on exploring the 

effects of varying D by changing the nutrient concentration or bacterial motility.

The primary goal of numerical simulations was to answer two related questions. First, we 

wanted to confirm whether the predictions of dimensional analysis hold that is to verify 

that simulations with the same values of D exhibit the same behavior up to the scaling 

transformation (Eq. (6)). Second, we wanted to determine how the morphological transition 

from rough to smooth colony edge affects genetic drift and genetic diversity.

Our approach to answer both of these questions is illustrated in Fig. 2, which shows that the 

n0 − Db plane is divided into two regions: unstable, strongly undulating fronts at low D and 

stable, nearly flat fronts at high D. Given the computational constraints of our simulations, 

we found model parameters that allowed us to accurately simulate population dynamics for 

a very low value of D. We then increased the value of D either by increasing the biomass 

motility (orange) or by increasing the nutrient concentration (blue). Although, we explored 

a wider range of D, our detailed analyses are focused on the three pairs of simulations each 

with the same D = 0.05, 0.5, or 1, but different Db and n0. Note that all of the simulations have 

the same σ because we kept Dn, Δb, and γ fixed.

Figure 2 shows dramatic changes in the morphology and genetic diversity as D increased in 

our simulations. Furthermore, this figure highlights major differences between simulations 

with the same value of D. Specifically, the number of sectors is much lower and sector 

boundaries are much more diffuse in the simulations with higher motility compared to 

the simulations with more nutrient. The differences between simulations are also evident 

in biophysical metric such as the spatial distribution of actively growing cells, which, of 

course, influences genetic processes within the colony [5].

If our dimensional analysis is valid, these differences between simulations with the same D
should only be a matter of spatial and temporal scales specified by Eqs. (6). In the following, 

we directly test this prediction for practically relevant morphological and demographic 

metrics by comparing population dynamics in original and rescaled variables.
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Expansion velocity

Expansion velocity is the most basic and practically important metric of colony growth. 

We found that increasing either biomass motility or nutrient concentration sped up 

the colonization rate (Fig. 3a). The amount of the speedup was higher when nutrient 

concentration was increased than when biomass motility was increased. The greater effect 

of n0 is expected from the dimensional analysis because v = λ/τ v D = Dnγn0v D . Indeed, 

increasing Db influences v only through v while increasing n0 increased both v and the scaling 

prefactor Dnγn0. The validity of the dimensional analysis was further confirmed by rescaling 

both time and space according to Eqs. (6) and observing that the expansion dynamics in 

t − x coordinates is exactly the same for simulations with the same values of D (Fig. 3b).

Colony roughness

We then examined the effect of varying model parameters on colony shapes by computing 

the roughness of the expansion front; see Eq. (13). Since linear expansions were started 

with flat fronts, the roughness was essentially zero initially, but it increased dramatically 

over time. This increase consisted of two qualitatively different regimes. At early times, 

the roughness grew rapidly because of the growth instabilities that created characteristic 

undulations or even protrusions along the front. The roughness then grew more slowly once 

the sizes of undulations stabilized, and the front shape changed primarily via the birth and 

death of protrusions.

Given this difference between early and late time dynamics, a simple power law scaling 

(see Methods) cannot describe roughness in microbial colonies. The early time dynamics 

occurred over such a short time that a power-law fit may not be very meaningful. 

Furthermore, there were substantial differences in the apparent slope β  on the log-log plot 

among simulations with different parameter values. A typical value of this slope was around 

0.7–1.1, which is inconsistent with the predictions of the KPZ and Edwards-Wilkinson (EW) 

universality classes, but close to the prediction of the qKPZ universality class and previous 

theoretical and numerical studies [17, 51, 52, 56]. The late-time dynamics had a significantly 

lower slope β ≈ 0.14, which was also inconsistent with the predictions of any of the classic 

models.

The dependence of roughness on D was much simpler. For any t, we found that 

roughness decreased with D, i.e. the fronts became flatter and the magnitude of 

growth instabilities decreased (Fig. 4a). The reduction of front undulations was more 

dramatic upon increasing the nutrient concentration compared to increasing the biomass 

motility. This is again consistent with the dimensional analysis, which predicts that 

w t = λw t/τ; D = Dn/ γn0 w t/γn0; D , i.e. higher nutrient concentration reduces w through 

the scaling prefactor, D, and by decreasing the rescaled observation time while Db only 

affects D. We also confirmed the predictions of the dimensional analysis quantitatively 

by checking for the collapse of roughness plots for the same values of D in the rescaled 

coordinates (Fig. 4b).

The roughness collapse was less precise then the collapse of front positions in Fig. 

3 presumably because of the discreteness of space and time, which is present in our 
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simulations, but not in the theory or experiments. Given that front shape changes on small 

length scales, it is indeed reasonable to expect that discreteness has a greater effect on w
compared to ℎ. The quality of the collapse is also influenced by the degree of averaging. 

Velocity, being a deterministic quantity, can be computed accurately from just a handful of 

simulations. In contrast, roughness is much more variable, so the estimate of the average 

roughness has a larger statistical error given the same number of simulations.

Diversity loss

The decrease of growth instabilities with higher values of D also had profound effects on the 

genetic diversity in the simulated colonies.

We first explored genetic demixing that leads to the formation of sectors by starting our 

simulations with just two genotypes that were intermixed along the front. This mixed state 

became more segregated over time, which is evident from the decay of local heterozygosity 

H t  in Fig. 5a. The decay was more rapid at low values of D suggesting that growth 

instabilities promote genetic demixing. Indeed, only portions of the front that significantly 

protrude forward can contribute to future generation in irregular fronts. This naturally 

reduces the effective population size and therefore increases the strength of genetic drift.

Although there was a clear dependence of H on D, there were only minor differences 

between simulations that achieved a given value of D by varying either Db or n0. Thus, it 

was difficult to determine whether rescaling improved the collapse of H t  plots for the 

simulations with the same D.

We then explored genetic drift on longer times scales, after the formation of sectors. In this 

regime, the changes in allele frequencies are controlled primarily by the motion of sector 

boundaries. Therefore, we started the simulations with preformed, equally-sized sectors each 

with one of K = 20 different alleles and examined the wandering of sector boundaries by 

tracking changes in allele frequencies. The results of these simulations are shown in Fig. 6. 

As with the local heterozygosity, we found that boundary wandering and therefore genetic 

drift were stronger for rougher fronts (lower values of D) and that the differences between 

simulations with the same value of D were too small to evaluate the effects of the rescaling 

transformations.

Similar to roughness, boundary wandering consisted of two distinct phases. However, 

the quantitative differences between the early and late stage dynamics were somewhat 

smaller. In the late-time phase, the typical displacement of sector boundaries increase as an 

approximate power law of time with an exponent that did not change with D. The value of 

this exponent was close to 2/3, which is predicted by the standard models of surface growth 

[17, 25]. The boundaries moved more rapidly during the transient between early and late 

time regimes.

Interestingly, the motion of sector boundaries in our simulations was very similar to 

boundary motion in models that do not explicitly consider nutrient depletion and thus do not 

exhibit growth instabilities. Such models fall within the KPZ universality class, which was 

inconsistent with the temporal increase of roughness in our simulations. Thus, one should 
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be cautious about assuming that all aspects of colony growth can be described by the KPZ 

equation based on the observations that some properties, e.g. motion of sector boundaries, 

are consistent with the KPZ predictions.

Discussion and Conclusions

Microbial biofilms, cancer tumors, and other cellular aggregates are often difficult to control 

because they evolve rapidly in response to external perturbations [13, 69]. Genetic diversity 

is thought to be a major component of this high potential for adaptation, and spatially 

structure often allows for much higher levels of genetic diversity compared to well-mixed 

conditions [11]. Therefore, it is essential to understand how genetic diversity depends on the 

biophysical aspects of the environment and how it relates to the shape of population. We 

explored these questions using a minimal model of a microbial colony, which, apart from 

growth, includes diffusion of a growth-limiting nutrient and cooperative motility on a hard 

surface. This model captures many biophysical aspects of colony growth and recapitulates 

several of the commonly-observed colony morphologies [16, 20].

Despite its overall simplicity, the model contained a large number of parameters, many 

of which could differ among species or environmental conditions. Dimensional analysis 

greatly reduced this complexity and determined that any quantity of interest is a product 

of an easy-to-compute scaling factor and an unknown function of just two dimensionless 

parameters D and σ. The former controlled the onset of growth instabilities and the latter 

represented the strength of demographic fluctuations. We confirmed the functional forms 

predicted by the dimensional analysis using simulations with different parameter values that 

nevertheless resulted in identical values of D. Such simulations exhibited identical behavior 

once we rescaled spatial and temporal variables by the appropriate scaling factors.

Out of the many model parameters that can in principle be modified, we focused on the 

nutrient concentration n0 and biomass motility Db that can be easily modified experimentally 

by changing the glucose and agar concentrations respectively. Both of these parameters 

affect D equally since D Dbn0 (for k = 1). Nevertheless, we found that nutrient concentration 

had a much greater affect on the expansion velocity and colony roughness because the 

relevant scaling factors depend on n0, but not Db. For genetic diversity, the contribution 

of rescaling factors was small, and the differences among the simulations were largely 

explained by the value of D, i.e. n0 and Db contributed about equally.

Overall, D emerged as the main parameter affecting both diversity and morphology. Indeed, 

D controls the onset of growth instabilities, so near the transition from nearly flat to rough 

fronts, the size and pace of growth instabilities should depend on D very strongly. As a 

result, there is a strong correlation between genetic diversity and colony shape: Rough fronts 

typically have fewer and larger sectors compared to flat fronts. This, however, is not an 

absolute rule. Figures 4 and 6 show an example of two conditions (solid orange and dashed 

blue) that have the same roughness, but very different extent of boundary wandering. Thus, 

in general, one cannot quantify genetic processes from colony morphology alone. This is 

especially true for flat fronts that can appear very similar morphologically but nevertheless 

experience very different rates of genetic drift (Fig. 2).
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The correlation between roughness and genetic drift has a simple, intuitive explanation. The 

cells at the tips of protrusions have a much greater chance of surviving and contributing 

to future generations. The number of such front-runners is much smaller than the total 

population size, so the number fluctuations are much higher than what one would expect 

for a flat front. There are several theoretical and experimental studies that support this 

conclusion. Hallatschek et al. [22] put forward a scaling argument that links roughness 

and genetic drift in colonies that obey KPZ dynamics. Farrell et al. [39] used simulations 

of elastic rods to show that the aspect ratio of the rods and fictitious forces favoring 

specific positions or orientations of the rods affected both colony roughness and fixation 

probabilities of beneficial mutations. Gralka and Hallatschek [26] and Möbius et al. [70] 

found that spatial heterogeneity simultaneously increase roughness and genetic drift. Most 

recently, Yu et al. [41] carried out experiments with more than a hundred mutants of 

Escherichia coli and found a statistically significant correlation between colony roughness 

and genetic drift. Our study extended these earlier results into the growth regime controlled 

by growth instabilities and highlights parameter combinations that control roughness and 

genetic drift. We also demonstrated that KPZ scaling applies only to some observables and 

only at certain times. Most importantly, we identified specific biophysical perturbations that 

can adjust roughness or genetic drift as needed.

Our work also highlighted significant differences between the early times when growth 

instabilities emerge and later times when growth instabilities at different spatial locations 

compete with each other. For both front roughness and boundary wandering, we found 

that each dynamical regime resembles a power-law growth (Figs. 4 and 6). The early-time 

dynamics was faster with a larger exponent.

Given the differences between early-time and late-time dynamics, any analysis that pools 

together data from different time points might produce inconsistent results that depend 

on the length of the experiment or simulation. This could partially explain the wide 

range of apparent power law exponents for boundary wandering and front roughness that 

are reported in the literature [17]. Similar issues arise in the analysis of the Kuramoto-

Sivashinsky equation, which features growth instabilities related to those in our model [55–

57]. Specifically, the Kuramoto-Sivashinsky equation exhibits a crossover between the EW 

dynamics at early times and KPZ dynamics at later times.

While our data is not sufficient to obtain reliable estimates of exponents or even validate 

the existence of a power law, we do observe clear deviations from the common theoretical 

models used to describe colony growth [17, 25, 47, 52]. At early times, we observe β that 

is inconsistent with the standard models and the boundary wandering is much faster than 

predicted by these models. At late times, the boundary wandering agrees with the standard 

models, but the value of β is too low. Thus, it appears that none of these models describes 

either early- or late-time dynamics correctly.

Our observations furthermore suggest that a thorough analysis of the power-law behavior 

should include both colony roughness and sector boundary displacements. Historically, 

however, most studies focused only one of these processes and, therefore, the agreement 

between observed and theoretically predicted exponents should be interpreted with some 
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caution. Although we do not find an overwhelming support for any of the theoretical 

models, they do produce similar dynamics for some quantities some of the times, which 

could be exploited to speed up simulations. For example, one might adopt the Eden model to 

simulate the super-diffusive boundary wandering in the late-time regime.

Taken together, our findings provide a roadmap for rational control of morphological 

and genetic properties of microbial colonies. Upon combining dimensional analysis with 

simulations, one can predict the consequences of changing each of the biological or physical 

variables that affect metabolism, growth and motility. These predictions can then guide the 

selection of an optimal strategy to achieve a particular goal be it suppressing the evolution 

of drug resistance or slowing down the expansion rate. Given that nutrient limitation and 

cooperative motility play a major role in many cellular populations, we believe that our 

approach could be profitably deployed in a wider settings beyond microbial colonies.

Acknowledgements

K.S.K. and A.G. were supported by the NIGMS through grant #1R01GM138530-01 and the Simons Foundation 
through grant #409704. I.D. and D.S. acknowledge funding from the Boston University Kilachand Funds as part of 
the Multicellular Design Program, from the NIH through grant R21CA260382, from the Human Frontiers Science 
Program (grant number RGP0060/2021), and from the U.S. Department of Energy, Office of Science, Office 
of Biological & Environmental Research through the Microbial Community Analysis and Functional Evaluation 
in Soils Science Focus Area Program (m-CAFEs) under contract number DE-AC02-05CH11231 to Lawrence 
Berkeley National Laboratory. Simulations were carried out on the Boston University Shared Computing Cluster.

References

[1]. Molles M Ecology: concepts and applications (McGraw-Hill Education, 2015).

[2]. Murray JD Mathematical Biology (Springer, 2003).

[3]. McLean RMMAR et al. Theoretical ecology: principles and applications (Oxford University Press 
on Demand, 2007).

[4]. Gillespie JH Population genetics: a concise guide (JHU Press, 2010).

[5]. Mitri S, Clarke E & Foster KR Resource limitation drives spatial organization in microbial groups. 
The ISME journal 10, 1471–1482 (2016). [PubMed: 26613343] 

[6]. Lee H, Gore J & Korolev KS Slow expanders invade by forming dented fronts in microbial 
colonies. Proceedings of the National Academy of Sciences 119 (2022).

[7]. Momeni B, Brileya KA, Fields MW & Shou W Strong inter-population cooperation leads to 
partner intermixing in microbial communities. Elife 2, e00230 (2013). [PubMed: 23359860] 

[8]. Ghoul M & Mitri S The ecology and evolution of microbial competition. Trends in microbiology 
24, 833–845 (2016). [PubMed: 27546832] 

[9]. Ben-Jacob E, Cohen I & Levine H Cooperative self-organization of microorganisms. Advances in 
Physics 49, 395–554 (2000).

[10]. Shapiro JA Bacteria as multicellular organisms. Scientific American 258, 82–89 (1988). 
[PubMed: 2847312] 

[11]. Korolev KS, Avlund M, Hallatschek O & Nelson DR Genetic demixing and evolution in linear 
stepping stone models. Reviews of modern physics 82, 1691 (2010). [PubMed: 21072144] 

[12]. Nadell CD, Xavier J & Foster KR The sociobiology of biofilms. FEMS Microbiology Reviews 
33, 206–224 (2009). [PubMed: 19067751] 

[13]. Korolev KS, Xavier JB & Gore J Turning ecology and evolution against cancer. Nature Reviews 
Cancer 14, 371–380 (2014). [PubMed: 24739582] 

[14]. Wakita J, Komatsu K, Nakahara A, Matsuyama T & Matsushita M Experimental Investigation 
on the Validity of Population Dynamics Approach to Bacterial Colony Formation. Journal of the 
Physical Society of Japan 63, 1205–1211 (1994).

Golden et al. Page 18

Phys Biol. Author manuscript; available in PMC 2024 June 27.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



[15]. Tokita R et al. Pattern formation of bacterial colonies by escherichia coli. Journal of the Physical 
Society of Japan 78, 074005–074005 (2009).

[16]. Ohgiwari M, Matsushita M & Matsuyama T Morphological changes in growth phenomena of 
bacterial colony patterns. Journal of the Physical Society of Japan 61, 816–822 (1992).

[17]. Bonachela JA, Nadell CD, Xavier JB & Levin SA Universality in bacterial colonies. Journal of 
Statistical Physics 144, 303–315 (2011).

[18]. Dervaux J, Magniez JC & Libchaber A On growth and form of bacillus subtilis biofilms. 
Interface Focus 4, 20130051 (2014). [PubMed: 25485075] 

[19]. Matsushita M & Fujikawa H Diffusion-limited growth in bacterial colony formation. Physica A: 
Statistical Mechanics and its Applications 168, 498–506 (1990).

[20]. Müller J & van Saarloos W Morphological instability and dynamics of fronts in bacterial growth 
models with nonlinear diffusion. Physical Review E 65, 061111 (2002).

[21]. Warren MR et al. Spatiotemporal establishment of dense bacterial colonies growing on hard agar. 
Elife 8, e41093 (2019). [PubMed: 30855227] 

[22]. Hallatschek O, Hersen P, Ramanathan S & Nelson DR Genetic drift at expanding frontiers 
promotes gene segregation. Proceedings of the National Academy of Sciences 104, 19926–19930 
(2007).

[23]. Korolev KS, Xavier JB, Nelson DR & Foster KR A quantitative test of population genetics using 
spatiogenetic patterns in bacterial colonies. The American Naturalist 178, 538–552 (2011).

[24]. Korolev KS et al. Selective sweeps in growing microbial colonies. Physical biology 9, 026008 
(2012). [PubMed: 22476106] 

[25]. Chu S, Kardar M, Nelson DR & Beller DA Evolution in range expansions with competition at 
rough boundaries. Journal of theoretical biology 478, 153–160 (2019). [PubMed: 31220465] 

[26]. Gralka M & Hallatschek O Environmental heterogeneity can tip the population genetics of range 
expansions. Elife 8, e44359 (2019). [PubMed: 30977724] 

[27]. Xavier JB, Picioreanu C, Rani SA, Van Loosdrecht M & Stewart PS Biofilm control strategies 
based on enzymic disruption of the extracellular polymeric substance matrix-a modeling study. 
Microbiology 151, 3817–3832 (2005). [PubMed: 16339929] 

[28]. Bosshard L et al. Accumulation of deleterious mutations during bacterial range expansions. 
Genetics 207, 669–684 (2017). [PubMed: 28821588] 

[29]. Kobayashi N, Moriyama O, Kitsunezaki S, Yamazaki Y & Matsushita M Dynamic scaling of the 
growing rough surfaces. Journal of the Physical Society of Japan 73, 2112–2116 (2004).

[30]. Weinstein BT, Lavrentovich MO, Möbius W, Murray AW & Nelson DR Genetic drift and 
selection in many-allele range expansions. PLoS computational biology 13, e1005866 (2017). 
[PubMed: 29194439] 

[31]. Vicsek T, Cserző M & Horváth VK Self-affine growth of bacterial colonies. Physica A: Statistical 
Mechanics and its Applications 167, 315–321 (1990).

[32]. Ben-Jacob E & Levine H Self-engineering capabilities of bacteria. Journal of The Royal Society 
Interface 3, 197–214 (2006). [PubMed: 16849231] 

[33]. Kitsunezaki S Interface dynamics for bacterial colony formation. Journal of the Physical Society 
of Japan 66, 1544–1550 (1997).

[34]. Golding I, Kozlovsky Y, Cohen I & Ben-Jacob E Studies of bacterial branching growth using 
reaction-diffusion models for colonial development. Physica A: Statistical Mechanics and its 
Applications 260, 510–554 (1998).

[35]. Ben-Jacob E, Cohen I, Golding I & Kozlovsky Y Modeling branching and chiral colonial 
patterning of lubricating bacteria. In Mathematical models for biological pattern formation, 211–
253 (Springer, 2001).

[36]. Budrene EO & Berg HC Complex patterns formed by motile cells of escherichia coli. Nature 
349, 630–633 (1991). [PubMed: 2000137] 

[37]. Klapper I & Dockery J Mathematical description of microbial biofilms. SIAM review 52, 221–
265 (2010).

[38]. Klapper I & Dockery J Finger formation in biofilm layers. SIAM Journal on Applied 
Mathematics 62, 853–869 (2002).

Golden et al. Page 19

Phys Biol. Author manuscript; available in PMC 2024 June 27.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



[39]. Farrell FD, Gralka M, Hallatschek O & Waclaw B Mechanical interactions in bacterial colonies 
and the surfing probability of beneficial mutations. Journal of The Royal Society Interface 14, 
20170073 (2017). [PubMed: 28592660] 

[40]. Gralka M et al. Allele surfing promotes microbial adaptation from standing variation. Ecology 
letters 19, 889–898 (2016). [PubMed: 27307400] 

[41]. Yu Q et al. Mutability of demographic noise in microbial range expansions. The ISME journal 
15, 2643–2654 (2021). [PubMed: 33746203] 

[42]. Farrell F, Hallatschek O, Marenduzzo D & Waclaw B Mechanically driven growth of quasi-
two-dimensional microbial colonies. Physical review letters 111, 168101 (2013). [PubMed: 
24182305] 

[43]. Korolev KS & Nelson DR Competition and Cooperation in One-Dimensional Stepping-Stone 
Models. Physical Review Letters 107, 088103 (2011). [PubMed: 21929209] 

[44]. Müller MJ, Neugeboren BI, Nelson DR & Murray AW Genetic drift opposes mutualism during 
spatial population expansion. Proceedings of the National Academy of Sciences 111, 1037–1042 
(2014).

[45]. Lavrentovich MO & Nelson DR Asymmetric mutualism in two-and three-dimensional range 
expansions. Physical review letters 112, 138102 (2014). [PubMed: 24745459] 

[46]. Gralka M, Fusco D & Hallatschek O Watching populations melt down. Biophysical journal 111, 
271–272 (2016). [PubMed: 27463129] 

[47]. Fusco D, Gralka M, Kayser J, Anderson A & Hallatschek O Excess of mutational jackpot events 
in expanding populations revealed by spatial luria-delbrück experiments. Nature communications 
7, 1–9 (2016).

[48]. Momeni B, Waite AJ & Shou W Spatial self-organization favors heterotypic cooperation over 
cheating. Elife 2, e00960 (2013). [PubMed: 24220506] 

[49]. Young E, Melaugh G & Allen RJ Pinning transition in biofilm structure driven by active layer 
dynamics. bioRxiv (2022).

[50]. Saito Y & Müller-Krumbhaar H Critical phenomena in morphology transitions of growth models 
with competition. Physical review letters 74, 4325 (1995). [PubMed: 10058472] 

[51]. Kardar M, Parisi G & Zhang Y-C Dynamic scaling of growing interfaces. Physical Review 
Letters 56, 889 (1986). [PubMed: 10033312] 

[52]. Barabási A-L, Stanley HE et al. Fractal concepts in surface growth (Cambridge university press, 
1995).

[53]. Van Saarloos W Front propagation into unstable states. Physics Reports 386, 29–222 (2003).

[54]. Cross MC & Hohenberg PC Pattern formation outside of equilibrium. Reviews of modern 
physics 65, 851 (1993).

[55]. Rost M & Krug J A particle model for the kuramoto-sivashinsky equation. Physica D: Nonlinear 
Phenomena 88, 1–13 (1995).

[56]. Oliveira T, Dechoum K, Redinz J & Reis FA Universal and nonuniversal features in the crossover 
from linear to nonlinear interface growth. Physical Review E 74, 011604 (2006).

[57]. Sneppen K, Krug J, Jensen M, Jayaprakash C & Bohr T Dynamic scaling and crossover analysis 
for the kuramoto-sivashinsky equation. Physical Review A 46, R7351 (1992).

[58]. Chen L et al. Two-dimensionality of yeast colony expansion accompanied by pattern formation. 
PLoS computational biology 10, e1003979 (2014). [PubMed: 25504059] 

[59]. Vetterling WT, Press WH, Teukolsky SA & Flannery BP Numerical recipes example book (c++): 
The art of scientific computing (Cambridge University Press, 2002).

[60]. Hallatschek O & Korolev KS Fisher waves in the strong noise limit. Physical Review Letters 103, 
108103 (2009). [PubMed: 19792344] 

[61]. Birzu G, Hallatschek O & Korolev KS Fluctuations uncover a distinct class of traveling waves. 
Proceedings of the National Academy of Sciences 115, E3645–E3654 (2018).

[62]. Birzu G, Matin S, Hallatschek O & Korolev KS Genetic drift in range expansions is very 
sensitive to density dependence in dispersal and growth. Ecology Letters 22, 1817–1827 (2019). 
[PubMed: 31496047] 

Golden et al. Page 20

Phys Biol. Author manuscript; available in PMC 2024 June 27.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



[63]. Birzu G, Hallatschek O & Korolev KS Genealogical structure changes as range expansions 
transition from pushed to pulled. Proceedings of the National Academy of Sciences 118 (2021).

[64]. Hallatschek O & Geyrhofer L Collective fluctuations in the dynamics of adaptation and other 
traveling waves. Genetics 202, 1201–1227 (2016). [PubMed: 26819246] 

[65]. George AB, & Korolev KS Chirality provides a direct fitness advantage and facilitates 
intermixing in cellular aggregates. PLoS computational biology 14, e1006645 (2018). [PubMed: 
30589836] 

[66]. Drossel B & Kardar M Phase ordering and roughening on growing films. Phys. Rev. Lett 85, 
614–617 (2000). [PubMed: 10991353] 

[67]. Chin C-S Passive random walkers and riverlike networks on growing surfaces. Physical Review E 
66, 021104 (2002).

[68]. Hallatschek O & Nelson DR Life at the front of an expanding population. Evolution: 
International Journal of Organic Evolution 64, 193–206 (2010). [PubMed: 19682067] 

[69]. Baym M et al. Spatiotemporal microbial evolution on antibiotic landscapes. Science 353, 1147–
1151 (2016). [PubMed: 27609891] 

[70]. Möbius W, Murray AW & Nelson DR How obstacles perturb population fronts and alter their 
genetic structure. PLoS computational biology 11, e1004615 (2015). [PubMed: 26696601] 

Golden et al. Page 21

Phys Biol. Author manuscript; available in PMC 2024 June 27.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 1. Nutrient limitation alters morphology and diversity of expanding colonies.
(a) Colony expansion is due to growth and motility. Cells divide at a rate proportional to 

the nutrient concentration and migrate without any spatial bias; the migration rate depends 

on the biomass concentration and possibly on nutrient concentration. (b) Our model can 

reproduce many of the typically observed colony morphologies including circular disks 

and colonies with finger-like protrusions or branches. Note that similar morphologies could 

have very different rates of genetic drift. This is evident from the number, crispness, and 

motility of boundaries between two different genotypes labeled with red and green colors. 

Starting from well-mixed initial conditions (yellow centers), the monochromatic domains 

(sectors) emerge because one of the genotypes becomes extinct locally due to the vagaries of 

reproduction and migration at the front.
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Figure 2. Colonies transition from rough to smooth as nutrient concentration or cellular motility 
are increased.
This schematic illustration shows that we investigate how the morphology and genetic 

diversity of the colonies change by varying either n0 or Db. One set of insets shows the shape 

and genetic composition of the front (labeled by “population”). The other set of insets shows 

the spatial variation of the growth rate (labeled by “growth rate”). Note that the two flat front 

have different depth of the growing layer and different sizes of sectors.
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Figure 3. Expansion velocities agree with dimensional analysis.
After an initial transient, the expansion proceeds with a constant velocity, i.e. ℎ is linear in 

t. Data with the same value for D are shown with the same linestyles (dotted, dashed, and 

solid), and the color indicates whether we changed the nutrient levels (blue) or the motility 

(orange). Original variables, without rescaling, are used in (a). It is clear that both n0 and 

Db increase the expansion rate, although the nutrient level has a greater effect. Panel (b) 

demonstrates that D is the only factor controlling the expansion dynamics after rescaling 

according to Eqs. (6). The relative error of the mean is less than 1% in all simulations.
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Figure 4. Front roughness decreases with nutrient concentration and cellular motility.
Front roughness, w, measures the width of front undulations; see Eq. (13). As the expansion 

proceeds, the roughness first increases rapidly, as the growth instabilities emerge, and 

then more slowly. We show this increase as a function of the front position ℎ instead of 

time because the former is easier to obtain from experimental images and allows direct 

comparison between colonies of similar size. As in Fig. 3, panel (a) uses original and panel 

(b) rescaled variables. The collapse of the curves onto each other in panel (b) validates 

our dimensional analysis. Both n0 and Db reduce roughness, but nutrient concentration has a 

stronger effect. The relative error of the mean increases from less than 0.1% at early times to 

about 10% at late times.
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Figure 5. Rough fronts demix more rapidly.
Genetic diversity is quantified by the average local heterozygosity (see Eq. (14)), which is 

the probability to sample two different genotypes at any spatial locaton. The simulations 

were started with well-mixed populations with two alleles. Over time, genetic drift promotes 

sectoring via local extinction of the genotypes. This manifests in the decline of the 

heterozygosity. Rougher fronts with lower value of D lost diversity more rapidly. The 

separate role of n0 and Db is less clear than in the previous figures, but the data strongly 

suggests that populations with higher motility preserved the diversity better than populations 

with higher nutrient concentration. There is also modest evidence that rescaling improves the 

collapse of the curves. The relative error of the mean increases from less than 0.1% at early 

times to about 10% at late times.

Golden et al. Page 26

Phys Biol. Author manuscript; available in PMC 2024 June 27.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 6. Boundary wandering shows dynamics expected for the KPZ universality class.
The motion of sector boundaries is quantified by the root-mean-square of the changes in 

allele frequencies. Similar to roughness, there appears to be two distinct temporal phases, 

although quantitative differences between the phases are less striking. The magnitude of 

boundary wandering decreases with D, and both n0 and Db seem to have a similar effect. 

Since there is little difference between the curves with the same D, it is not possible to say 

whether rescaling in panel (b) results in a better collapse compared to original variables in 

panel (a). The black line indicates a slope of 2/3, which is the expected exponent for the 

KPZ universality class. The relative error of the mean increases from less than 0.1% at early 

times to about 5% at late times.
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