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Lung cancer remains the leading cause of cancer-relat-
ed death worldwide, with an overall 5-year relative 

survival rate of 22.9% (1). Early-stage lung cancer has 
a better prognosis and is more amenable to treatment, 
with a 5-year survival rate of 61.2% for patients with lo-
cal disease compared with 7% for advanced disease. The 
National Lung Screening Trial (NLST) reported a 20% 
reduction in lung cancer mortality after three rounds of 
annual low-dose CT (LDCT) compared with chest ra-
diography (2), and the Dutch-Belgium NELSON trial 
reported a 26% reduction in lung cancer mortality in 
male patients and up to a 61% mortality reduction in 
female patients with LDCT screening compared with no 
screening (3). While some pulmonary nodules detected 
at screening LDCT scans are so low risk that no interval 
evaluation is recommended between screening LDCT 
examinations, the follow-up for larger nodules is usually 
an interval LDCT examination before the next annual 
screening and in a smaller percentage of cases may re-
quire diagnostic testing or biopsy (4,5). The NLST used 
a management paradigm where all noncalcified nodules 

4 mm and larger were recommended for follow-up test-
ing, with over 20% of participants having one or more 
lung nodules in their first round of screening. Of these 
participants, 90% underwent follow-up examinations, 
and 96% of nodules were determined to be benign across 
three rounds of screening. While size and nodule attenu-
ation characteristics generally correlate with the prob-
ability of malignancy, definitive assessment of a nodule’s 
biologic behavior is unknown clinically until the nodule 
demonstrates more suspicious features, such as growth, 
or demonstrates stability. Over the past decades, many 
radiologic guidelines and machine learning methods 
have been developed for the classification of malignant 
and benign lung nodules (4–7). However, most of these 
methods focus on analyzing image features on an indi-
vidual CT image and comparing these features with those 
at follow-up examinations to assess nodule progression 
or stability. Better methods of predicting the biologic 
behavior of lung nodules found with LDCT lung can-
cer screening are needed to minimize the potential harm 
and cost of follow-up diagnostic testing and biopsies for 
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Purpose:  To evaluate the feasibility of leveraging serial low-dose CT (LDCT) scans to develop a radiomics-based reinforcement learning 
(RRL) model for improving early diagnosis of lung cancer at baseline screening.

Materials and Methods:  In this retrospective study, 1951 participants (female patients, 822; median age, 61 years [range, 55–74 years]) (male 
patients, 1129; median age, 62 years [range, 55–74 years]) were randomly selected from the National Lung Screening Trial between August 
2002 and April 2004. An RRL model using serial LDCT scans (S-RRL) was trained and validated using data from 1404 participants (372 
with lung cancer) containing 2525 available serial LDCT scans up to 3 years. A baseline RRL (B-RRL) model was trained with only LDCT 
scans acquired at baseline screening for comparison. The 547 held-out individuals (150 with lung cancer) were used as an independent test 
set for performance evaluation. The area under the receiver operating characteristic curve (AUC) and the net reclassification index (NRI) 
were used to assess the performances of the models in the classification of screen-detected nodules.

Results:  Deployment to the held-out baseline scans showed that the S-RRL model achieved a significantly higher test AUC (0.88 [95% 
CI: 0.85, 0.91]) than both the Brock model (AUC, 0.84 [95% CI: 0.81, 0.88]; P = .02) and the B-RRL model (AUC, 0.86 [95% CI: 
0.83, 0.90]; P = .02). Lung cancer risk stratification was significantly improved by the S-RRL model as compared with Lung CT Screening 
Reporting and Data System (NRI, 0.29; P < .001) and the Brock model (NRI, 0.12; P = .008).

Conclusion:  The S-RRL model demonstrated the potential to improve early diagnosis and risk stratification for lung cancer at baseline 
screening as compared with the B-RRL model and clinical models.
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All negative cases were confirmed through 3 years of LDCT scans 
and/or up to 7 years of subsequent non-CT follow-up (8). Among 
the 2500 participants, 1951 participants with at least one noncal-
cified nodule measuring 4–30 mm in diameter at their baseline 
LDCT scans were included in this study. The LDCT scans were 
acquired with scanners from four different vendors at the NLST 
clinical centers. CT scans from GE HealthCare scanners were re-
constructed with standard kernel. Philips CT scans were recon-
structed with C or D kernel depending on their availability. Sie-
mens CT scans were reconstructed with B30f kernel, and Toshiba 
CT scans were reconstructed with FC10 kernel. The LDCT im-
age acquisition settings were as follows: 80–120 kVp, 40–120 
mAs, and reconstructed at a 1–2.5-mm section interval without 
intravenous administration of contrast media. Of the 1951 total 
participants, the 522 participants with lung cancer were randomly 
split into 372 and 150 for the training/validation and test sets, 
respectively, and the 1429 participants without lung cancer were 
split into 1032 and 397, resulting in a total of 1404 and 547 indi-
viduals in the training/validation and test sets, respectively (Fig 1). 
In the NLST, participants were invited to undergo three screen-
ings (T0, T1, and T2) at 1-year intervals with up to 7 years of 
additional follow-up. Participants diagnosed as positive for lung 
cancer earlier than T2 were not offered subsequent screening tests, 
and those with an indeterminate diagnosis were followed up with 
LDCT up to T2, resulting in a total of 3925 LDCT scans for the 
1951 participants during the 3-year NLST study, including 2525 
in the training/validation set and 1400 in the test set.

Radiomics Feature Extraction by Deep Learning Network
Two experienced cardiothoracic radiologists (E.L. and A.C., 
both with more than 10 years of experience) individually re-
examined each documented NLST lung nodule and manually 
marked the corresponding nodule center on the LDCT images 
at screening year T0, T1, and T2 for each individual. For indi-
viduals with multiple nodules detected at the baseline LDCT 
screening, the radiologist selected the nodule with the largest 
size and growth during follow-up (9–11). Each LDCT scan 
was resampled to an isotropic region with a voxel size of 0.5 
× 0.5 mm2 using the spline interpolation method. A region 
of interest with a side length of 32 mm centered at the radi-
ologist’s manually marked nodule center was extracted. Using 
nodule region of interests from 2525 available LDCT scans up 
to 3 years in the training/validation set, a deep residual neu-
ral network (ResNet-18) (12) was trained and validated as an 
encoder to automatically extract 32 deep radiomics features 
to characterize nodule patterns. The details that relate to the 
model architecture and training process for feature extraction 
are described in Appendix S3.

RRL Model Training with Serial CT Scans 
The S-RRL model was developed using the RL method with se-
rial LDCT scans in the training/validation set (detailed in the 
supplemental material). The Markov chain was used to model 
the transition of nodule patterns from early stage to malignant or 
benign during the screening years that a lung nodule biologically 
progressed over time. Based on the offline value iteration algo-

benign nodules while detecting malignancy earlier so that the 
benefits of early detection can be maximized.

As many diseases, including lung cancer, biologically prog-
ress over time, the problems of diagnostic decision-making are 
by nature sequential. Therefore, it can be expected that disease 
progression can be effectively formulated by the Markov pro-
cess and solved by reinforcement learning (RL) algorithms. The 
purpose of our study was to evaluate the feasibility of leveraging 
serial LDCT scans to develop a radiomics-based reinforcement 
learning (S-RRL) model that will have strong predictive ability 
and can be flexibly deployed to individual years of examina-
tions without waiting for follow-up interval testing and annual 
screening examinations to detect cancer earlier and reduce un-
necessary diagnostic testing and biopsies for benign nodules.

Materials and Methods

Data Sets
This retrospective Health Insurance Portability and Accountabil-
ity Act–compliant study was approved by the institutional review 
board, and informed consent was waived. With permission from 
the NLST project (2), we collected LDCT scans from 2500 ano-
nymized individuals across all 33 clinical centers that participated 
in the NLST study between August 2002 and April 2004. The 
participants underwent annual LDCT screening for up to 3 years 
and included 639 participants with NLST-reported lung cancer 
diagnosed with LDCT scans and confirmed by biopsy and 1861 
randomly selected participants who were negative for lung cancer. 

Abbreviations
AUC = area under the receiver operating characteristic curve, B-
RRL = baseline-year RRL, D-RRL = diagnosis-year RRL, LDCT 
= low-dose CT, Lung-RADS = Lung CT Screening Reporting 
and Data System, NLST = National Lung Screening Trial, NRI 
= net reclassification index, RL = reinforcement learning, RRL = 
radiomics-based reinforcement learning, S-RRL = serial-year RRL

Summary
A radiomics-based reinforcement learning model trained with serial 
low-dose CT scans demonstrated potential to improve early diagnosis 
of lung nodules detected at the baseline screening.

Key Points
	■ In a retrospective study of 1951 patients from the National Lung 

Screening Trial, the radiomics-based reinforcement learning model 
(RRL) developed using serial low-dose CT (LDCT) scans (S-RRL) 
achieved an area under the receiver operating characteristic curve 
of 0.88 on the test set which was significantly higher than perfor-
mance by the Brock model (0.84; P = .02) and the RRL model de-
veloped using only baseline screening LDCT scans (0.86; P = .02).

	■ The lung cancer risk reclassification analysis showed that the 
S-RRL model correctly reclassified (either escalated or de-escalat-
ed) 27% of patients compared with Lung CT Screening Reporting 
and Data System (net reclassification index, 0.29; P < .001) and 
23% of participants compared with the Brock model (net reclas-
sification index, 0.12; P = .008) at the baseline screening.

Keywords
Radiomics-based Reinforcement Learning, Lung Cancer Screening, 
Low-Dose CT, Machine Learning
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Statistical Analysis
The independent test set (n = 547) was used to evaluate the 
performance of the trained RRL models and clinical mod-
els (Lung CT Screening Reporting and Data System [Lung-
RADS] and Brock model) for early diagnosis and risk strati-
fication of lung cancer using receiver operating characteristic 
curve analysis (14–16) and reclassification analysis. The results 
of Lung-RADS and the Brock model were calculated with re-
quired risk factors (17,18), such as patient demographic data 
and radiologic descriptions of nodules, extracted directly from 
the NLST data set (2). With the region of interest enclosing a 
lung nodule at an LDCT scan as the input, the output value 
from the trained model (value-function; ranging from 0 to 1) 
was used as the score for assessing the malignancy of the lung 
nodule. It is important to note that the Brock model and our 
RRL models are not calibrated to the general screening popu-
lation. Thus, a higher score on either model indicates a higher 
risk of malignancy but would not represent the actual risk on 
the individual patient. The area under the receiver operating 
characteristic curve (AUC) was used as the performance metric 
to evaluate the classification performance of the models (14–
16,19). The receiver operating characteristic curves of different 
models were compared using the method of DeLong et al (20). 
The Hochberg correction (21–23) was employed to adjust the 
P values for multiple comparisons of S-RRL versus B-RRL and 
D-RLL and the Brock model. The P values were adjusted us-
ing the R (R Foundation for Statistical Computing) software 
function p.adjust and were considered statistically significant 
if less than .05. We developed the RRL models using Python 

rithm (13), an agent/learner learned to map the states (radiomics 
features that characterized nodule patterns at each screening ex-
amination and patient risk factors) to the diagnostic decisions in a 
sequential step. The 32 deep radiomics features combined with the 
individual’s risk factors (age, sex, family history of cancer, and em-
physema history) were used to represent the state of each screening 
examination. The customary mapping was designed based on a 
value function where the expected cumulative rewards were as-
sociated with nodule malignancy. During training of the S-RRL 
model, the diagnosis action was from the offline NLST data set. A 
positive reward was assigned if the individual was diagnosed with 
lung cancer, a negative reward was assigned for a noncancer diag-
nosis, and a zero reward was assigned when the individual needed 
follow-up examinations in subsequent years. As a result, the func-
tional value tended to increase when a cancerous nodule was di-
agnosed as malignant and decreased when a noncancerous nodule 
was diagnosed as benign or showed no change when follow-up 
was required. A higher functional value represented a higher risk 
of malignancy. The details of the RL method and S-RRL model 
are described in Appendix S1 and S2, respectively.

For comparison, another two RRL models were trained and 
validated separately with LDCT images from different screen-
ing years: (a) a baseline-year RRL (B-RRL) model trained and 
validated with 1404 LDCT scans acquired from the baseline 
(T0) screening and (b) a diagnosis-year RRL model (D-RRL) 
trained and validated with 1404 LDCT scans from the year 
when the individual was diagnosed as positive for lung cancer 
(could be T0, T1, or T2) or the last LDCT scan for individuals 
diagnosed as negative for lung cancer during the NLST study.

Figure 1:  The flowchart shows the number of participants diagnosed as positive, negative, or indeterminate for lung cancer at each 
screening year (T0, T1, and T2), and the splitting of the training/validation and test data sets for model development and evaluation. LDCT = 
low-dose CT, NLST = National Lung Screening Trial.
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age size of the nodules at baseline screening LDCT was 8.2 
mm (range, 4–30 mm) in longest diameter. In the test set (547 
participants; average age, 62 years [range, 55–74 years]; 311 
male and 236 female participants), the average size of the base-
line screening LDCT nodules was 9.6 mm (range, 4–30 mm) 
in longest diameter. The details of the NLST-documented de-
mographics are summarized in Table 1.

AUC Performance
The three RRL models (S-RRL, B-RRL, and D-RRL) trained 
with LDCT scans from different screening years and the Brock 
model were directly deployed to the test set (n = 547) at the 
baseline and/or the diagnosis year for each participant. Note 
that our S-RRL model was trained with serial LDCT scans 
based on the Markov chain process. Once trained, it can be 
flexibly deployed to the LDCT scans at any single screening 
year (T0, T1, or T2) without requiring prior or subsequent 
LDCT scans. Figure 2 shows the test receiver operating char-
acteristic curves for the classification of positive and negative 
cases by the three RRL models (S-RRL, B-RRL, and D-RRL) 
and the Brock model at the baseline screening year (Fig 2A) 
and the diagnosis year (ie, the year when the individual was 
diagnosed as positive for lung cancer or the last LDCT scan for 
non–lung cancer cases during the NLST study) (Fig 2B). With 

3.6.9. (Python Software Foundation) and PyTorch 1.8.1. The 
receiver operating characteristic curve and other statistical 
analyses were performed using the statistical software package 
ORDBM MRMC 3.0 in Java (Oracle Corporation) (24).

We also conducted reclassification analysis to assess the im-
pact of the S-RRL model on patient risk stratification. The net 
reclassification index (NRI; calculated as P[up / event] – P [down 
/ event] + P[down / nonevent] – P[up / nonevent], where P is 
the percentage, up is an escalated risk, and down is a de-escalated 
risk) (25) was used to quantify the risk prediction increments by 
adding our S-RRL model to the clinical models of Lung-RADS 
and the Brock model. We defined the thresholds for low-, me-
dium-, and high-risk subgroups by S-RRL (<0.35, 0.35–0.55, 
and >0.55), Lung-RADS (<3, 3, and >3) (26,27), and the Brock 
model (<0.01, 0.01–0.05, >0.05), corresponding to the Lung-
RADS buckets (27). The statistical significance was determined 
using the z statistic following the McNamar test (28).

Results

Participant Characteristics
A total of 1951 participants were included in this study. In the 
training set (1404 participants; average age, 63 years [range, 
55–74 years]; 818 male and 586 female participants), the aver-

Table 1: NLST-documented Characteristics of Study Participants by Positive and Negative Lung Cancer Diagnosis

Characteristic

Data Set
(n = 1951)

Training/Validation Set
(n = 1404)

Test Set
(n = 547)

Positive
(n = 522)

Negative
(n = 1429)

Positive
(n = 372)

Negative
(n = 1032)

Positive
(n = 150)

Negative
(n = 397)

Age (y) 64 ± 5 62 ± 5 64 ± 5 62 ± 5 64 ± 5 62 ± 5
Sex
  Female 230 (44.1) 592 (41.4) 165 (44.4) 421 (40.8) 65 (43.3) 171 (43.1)
  Male 292 (55.9) 837 (58.6) 207 (55.6) 611 (60.2) 85 (56.7) 226 (56.9)
Race 
  White 486 (93.1) 1324 (92.7) 350 (94.1) 951 (92.2) 136 (90.7) 373 (94.0)
  Other* 36 (6.9) 105 (7.3) 22 (5.9) 81 (7.8) 14 (9.3) 24 (6.0)
Ethnicity
  Hispanic/Latino 4 (0.8) 20 (1.4) 3 (0.8) 15 (1.5) 1 (0.7) 5 (1.3)
  Other 518 (99.2) 1409 (98.6) 369 (99.2) 1017 (98.5) 149 (99.3) 392 (98.7)
Smoking status
  Current 289 (55.4) 697 (48.8) 206 (55.4) 500 (48.4) 83 (55.3) 197 (49.6)
  Former 233 (44.6) 732 (51.2) 166 (45.6) 532 (51.6) 67 (44.7) 200 (50.4)
Smoking frequency
  Packs/year 65 ± 27 57 ± 25 64 ± 26 57 ± 25 68 ± 31 56 ± 25
  Average/day 30 ± 12 28 ± 12 30 ± 12 29 ± 12 31 ± 13 28 ± 12
  Years 44 ± 7 40 ± 7 44 ± 7 40 ± 7 44 ± 7 40 ± 7
Family cancer history 
  Positive 131 (25.1) 315 (22.0) 93 (25.0) 221 (21.4) 38 (25.3) 94 (23.7)
Medical history 
  COPD 51 (9.8) 79 (5.5) 31 (8.3) 61 (5.9) 20 (13.3) 18 (4.5)
  Emphysema 69 (13.2) 126 (8.8) 47 (12.6) 92 (8.9) 22 (14.7) 34 (8.6)

Table 1(continues)
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Table 1 (continued): NLST-documented Characteristics of Study Participants by Positive and Negative Lung Cancer Diagnosis

Characteristic

Data Set
(n = 1951)

Training/Validation Set
(n = 1404)

Test Set
(n = 547)

Positive
(n = 522)

Negative
(n = 1429)

Positive
(n = 372)

Negative
(n = 1032)

Positive
(n = 150)

Negative
(n = 397)

TNM stage
  Stage IA 282 (54.0) 190 (51.1) 92 (61.3)
  Stage IB 46 (8.8) 31 (8.3) 15 (10.0)
  Stage IIA 34 (6.5) 24 (6.4) 10 (6.7)
  Stage IIB 19 (3.6) 17 (4.6) 2 (1.3)
  Stage IIIA 53 (10.2) 46 (12.4) 7 (4.7)
  Stage IIIB 12 (2.3) 7 (1.9) 5 (3.3)
  Stage IV 57 (10.9) 41 (11.0) 16 (10.7)
  Other† 19 (3.7) 16 (4.3) 3 (2.0)
Histopathologic subtype‡

  Bronchioloalveolar carcinoma 83 (15.9) 62 (16.7) 21 (14.0)
  Adenocarcinoma 215 (41.2) 148 (39.8) 67 (44.7)
  Squamous cell carcinoma 103 (19.7) 73 (19.6) 30 (20.0)
  Large cell carcinoma 23 (4.4) 18 (4.8) 5 (3.3)
  Non-small cell, other 52 (10.0) 39 (10.5) 13 (8.7)
  Small cell carcinoma 39 (7.5) 28 (7.5) 11 (7.3)
  Carcinoid 4 (0.8) 2 (0.5) 2 (1.3)
Margins
  Spiculated 204 (39.1) 129 (9.0) 133 (35.8) 97 (9.4) 71 (47.3) 32 (8.1)
  Smooth 158 (30.3) 948 (66.3) 121 (32.5) 665 (64.4) 37 (24.7) 283 (71.3)
  Poorly defined 128 (24.5) 293 (20.6) 97 (26.1) 224 (21.7) 31 (20.7) 69 (17.3)
  Other§ 32 (6.1) 59 (4.1) 21 (5.6) 46 (4.5) 11 (7.3) 13 (3.3)
Internal characteristics
  Soft tissue 391 (74.9) 1056 (73.9) 278 (74.7) 758 (73.5) 113 (75.4) 298 (75.1)
  Ground glass 65 (12.5) 207 (14.5) 50 (13.5) 151 (14.6) 15 (10.0) 56 (14.1)
  Mixed 45 (8.6) 81 (5.7) 31 (8.3) 59 (5.7) 14 (9.3) 22 (5.5)
  Other|| 21 (4.0) 85 (5.9) 13 (3.5) 64 (6.2) 8 (5.3) 21 (5.3)

Note.—Data are reported as numbers of participants with percentages in parentheses or as the means ± SDs. COPD = chronic obstructive 
pulmonary disease, NLST = National Lung Screening Trial.
* “Other” includes Black or African American, Asian, American Indian or Alaskan Native, Native Hawaiian or Pacific Islander, and more than 
one race.
† “Other” includes occult carcinoma or cannot be assessed (decided by NLST radiologists).
‡ Two/one participants in the testing/training set missing this value.
§ “Other” includes “Poorly defined” and “Unable to determine” (decided by NLST radiologists).
|| “Other” includes “Fluid/water,” “Fat,” “Other,” and “Unable to determine” (decided by NLST radiologists).

547 baseline LDCT scans in the test set, the S-RRL model 
trained with serial LDCT scans achieved a test AUC of 0.88 
± 0.02 (SD) (95% CI: 0.85, 0.91) for the identification of in-
dividuals with lung cancer at the baseline LDCT scan, while 
the B-RRL model trained with only the baseline LDCT scans 
achieved a test AUC of 0.86 ± 0.02 (95% CI: 0.83, 0.90; P = 
.02), and the Brock model achieved a test AUC of 0.84 ± 0.02 
(95% CI: 0.81, 0.88; P = .02) (Table 2). When the trained 
models were deployed to the LDCT scans at the diagnosis year, 
the S-RRL model achieved a test AUC of 0.90 ± 0.01 (95% 
CI: 0.87, 0.93), which was comparable to the AUC of 0.89 
± 0.02 (95% CI: 0.86, 0.92; P = .35) by the D-RRL model 
trained with only the diagnosis year’s LDCT scans and showed 

no evidence of a difference with the Brock model with an AUC 
of 0.89 ± 0.02 (95% CI: 0.86, 0.92; P = .35).

Table 2 shows the test AUC, true-positive rate (sensitivity), 
and true-negative rate (specificity) achieved by the different 
models for subgroup nodules categorized by the Lung-RADS at 
the baseline screening year. The nodules in categories of Lung-
RADS 3 and 4A are considered indeterminate nodules that re-
quire immediate attention with 6- or 3-month LDCT follow-up 
(29–31). In our test set, 227 of these nodules were benign and 
68 were malignant. The S-RRL model achieved a significantly 
higher test AUC of 0.83 ± 0.03 (95% CI: 0.78, 0.89) than both 
the B-RRL model (AUC, 0.80 ± 0.03 [95% CI: 0.74, 0.86]; P 
= .04) and the Brock model (AUC, 0.77 ± 0.03 [95% CI: 0.70, 
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0.83]; P = .04). Figure 3 shows some nodule classification ex-
amples by using the S-RRL model and the Brock model.

For nodules with a diameter of 5 mm or less in our test set 
(110 benign and five malignant nodules), the S-RRL model 
achieved a test AUC of 0.81 ± 0.10 (95% CI: 0.61, >0.99). 
With selected thresholds (described in the Statistical Analy-
sis), only one of 110 benign nodules was classified as high risk. 
Among the five malignant nodules, two were considered low 
risk, two were considered medium risk, and one was considered 
high risk. In comparison, the Brock model categorized five of 
110 benign nodules as high risk and identified four malignant 
nodules as low risk and one malignant nodule as medium risk. 
Figure 4 shows classification examples for three nodules by the 
S-RRL and Brock models. Appendix S4 provides more infor-
mation about the classification of those five malignant nodules.

For classification of nodules with nodule size ranging from 
6 to 14 mm in diameter (Table 2), the S-RRL model achieved 
a significantly higher test AUC of 0.82 ± 0.03 (95% CI: 0.77, 
0.87) than both the B-RRL model (AUC, 0.79 ± 0.03 [95% 
CI: 0.73, 0.85]; P = .04) and the Brock model (AUC, 0.76 
± 0.03 [95% CI: 0.69, 0.82]; P = .04). Among 88 nodules 
larger than 14 mm, 20 were confirmed to be benign through 
3 sequential years of LDCT examinations, resulting in low 
specificities (≤0.20) but high sensitivities (≥0.96) for all models 
when they were deployed to the baseline scans.

Table 3 shows the classification results by the S-RRL model 
and comparisons with the Brock model and the B-RRL model 
for different nodule groups that were categorized based on nod-
ule margins and predominant attenuation (internal characteris-
tics) at the baseline screening year. The results showed that the 
S-RRL model achieved significantly higher accuracies than the 
Brock model for noncalcified solid nodules as well as the nodules 
with spiculated or smooth margin. For nonsolid nodules such as 
ground-glass opacity, subsolid (mixed), and other nodules, the 

S-RRL model achieved AUCs higher than or comparable to the 
Brock model and the B-RRL model without evidence of signifi-
cance. Figure 5 shows some classification examples for nodules 
with different margin and attenuation characteristics.

NRI in Lung Cancer Risk Stratification
Table 4 shows the NRI for positive and negative cases separately. 
Among the 150 cancer cases, 33 individuals (22.0%) classi-
fied as lower risk based on Lung-RADS (15 with low risk, 18 
with medium risk) were escalated to higher risk by the S-RRL 
model, and eight Lung-RADS–determined high-risk individu-
als (5.3%) were de-escalated to lower risks by S-RRL (one as 
low risk and seven as medium risk). The NRI of 0.17 (33/150 
– 8/150) for 150 cancer cases was calculated by the difference be-
tween the proportion of escalated and de-escalated individuals. 
For the 397 negative cases, the S-RRL model de-escalated 116 
individuals (29.2%) (14 and 38 with high risk, 64 with medium 
risk) to a lower risk category and escalated 67 individuals (17%) 
to a higher risk category, achieving an NRI of 0.12 (116/397 
– 67/397). The overall NRI was 0.29 (0.17 + 0.12) with a z sta-
tistic of 5.31 (P < .001), indicating that the S-RRL was able to 
reclassify individuals more accurately into different risk catego-
ries than Lung-RADS. Compared with the Brock model (Table 
4), 123 individuals, including 19 (12.7%) with lung cancer and 
104 (26.2%) negative for lung cancer, were correctly reclassified 
(either escalated or de-escalated) by the S-RRL model with an 
overall NRI of 0.12 with a z statistic of 2.41 (P = .008).

Figure 6 shows the number of escalated or de-escalated in-
dividuals in different categories of nodule characteristics. For 
lung cancer cases, the S-RRL model correctly escalated the can-
cer risks of a large number of cases containing noncalcified solid 
(soft tissue) nonspiculated (smooth or poorly defined margin) 
nodules from the classification by either Lung-RADS or the 
Brock model and also escalated the cancer risks of ground-glass 

Figure 2:  Test receiver operating characteristic curves for classification of lung cancer by the radiomics-based reinforcement learning (RRL) models and the 
Brock model when deployed to the low-dose CT (LDCT) scans at (A) the baseline screening examinations and (B) the diagnosis year examinations. B-RRL = 
baseline-year radiomics-based reinforcement learning, D-RRL = diagnosis-year radiomics-based reinforcement learning, S-RRL = serial-year radiomics-based 
reinforcement learning.
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Table 2: Test Results Achieved by the S-RRL Model, B-RRL Model, and Brock Model When Applied to Nodules of Varying 
Lung-RADS Scores or Diameters at the Baseline Screening Examination

Characteristic All Participants

Lung-RADS Diameter (mm)

3 and 4A Other ≤5 6–14 ≥15 ≤5 || ≥15

No. of participants (benign, 
malignant)

397, 150 228, 68 169, 82 110, 5 267, 77 20, 68 130, 73

Radiomics-based reinforce-
ment learning models

  S-RRL
    AUC 0.88 ± 0.02 0.83 ± 0.03 0.92 ± 0.02 0.81 ± 0.10 0.82 ± 0.03 0.75 ± 0.07 0.94 ± 0.02
    Low- and medium-risk 

threshold 
 

      TPR 97
(146/150)

99
(67/68)

96
(79/82)

80
(4/5)

97
(75/77)

100
(68/68)

99
(72/73)

      TNR 44
(173/397)

31
(71/228)

60
(102/169)

84
(92/110)

30
(80/267)

5
(1/20)

72
(93/130)

    Medium- and high- 
  risk threshold

      TPR 83
(125/150)

78
(53/68)

88
(72/82)

20
(1/5)

77
(59/77)

96
(65/68)

90
(66/73)

      TNR 75
(297/397)

70
(159/228)

82
(138/169)

99
(109/110)

69
(184/267)

20
(4/20)

87
(113/130)

  B-RRL
    AUC 0.86 ± 0.02 0.80 ± 0.03 0.91 ± 0.02 0.74 ± 0.15 0.79 ± 0.03 0.72 ± 0.07 0.93 ± 0.02
    Low- and medium- 

  risk threshold
      TPR 99

(148/150)
99
(67/68)

99
(81/82)

80
(4/5)

99
(76/77)

100
(68/68)

99
(72/73)

      TNR 26
(105/397)

16
(37/228)

40
(68/169)

56
(62/110)

16
(43/267)

0
(0/20)

48
(62/130)

    Medium- and high- 
  risk threshold

      TPR 90
(135/150)

87
(59/68)

93
(76/82)

40
(2/5)

86
(66/77)

99
(67/68)

95
(69/73)

      TNR 61
(243/397)

54 
(123/228)

71
(120/169)

91
(100/110)

53
(141/267)

10
(2/20)

78
(102/130)

  P value* .02 .04 .22 .32 .04 .60 .24
Clinical model
  Brock model
    AUC 0.84 ± 0.02 0.77 ± 0.03 0.89 ± 0.02 0.69 ± 0.08 0.76 ± 0.03 0.60 ± 0.07 0.90 ± 0.02
    Low- and medium- 

  risk threshold
      TPR 95

(143/150)
96
(65/68)

95
(78/82)

20
(1/5)

96
(74/77)

100
(68/68)

95
(69/73)

      TNR 34
(134/397)

19
(43/228)

54
(91/169)

79
(87/110)

17
(46/267)

0
(0/20)

70
(87/130)

    Medium- and high- 
  risk threshold

      TPR 79
(118/150)

66
(45/68)

89
(73/82)

0
(0/5)

65
(50/77)

100
(68/68)

93
(68/73)

      TNR 75
(297/397)

72
(165/228)

76
(129/169)

95
(105/110)

70
(188/267)

0
(0/20)

81
(105/130)

  P value† .02 .04 .06 .08 .04 .12 .02

Note.—Unless otherwise stated, data are reported as means ± SDs or percentages with counts in parentheses. AUC = area under the receiver 
operating characteristic curve, B-RRL = baseline-year radiomics-based reinforcement learning, Lung-RADS = Lung CT Screening Report-
ing and Data System, S-RRL = serial-year radiomics-based reinforcement learning, TNR = true-negative rate, TPR = true-positive rate.
* P value for the AUC comparison between the S-RRL model and the B-RRL model, corrected for multiple comparisons.
† P value for the AUC comparison between the S-RRL model and the Brock model, corrected for multiple comparisons.
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opacity nodules from Lung-RADS while a small number of nod-
ules in each category were de-escalated. For noncancer cases, the 
S-RRL model correctly de-escalated the cancer risks of a large 
number of cases with solid nodules or nodules with a smooth 
margin from Lung-RADS. However, the cancer risks of many 
solid or smooth margin nodule cases were either correctly de-
escalated or incorrectly escalated from the Brock model.

Discussion
An accurate and practical model that can classify an LDCT-
detected lung nodule as malignant or benign as early as pos-
sible, particularly at the first screening, will potentially reduce 
delayed diagnosis. Thus, such a model would reduce the risk 
of morbidity and mortality and costs in a screening program 
and minimize interval diagnostic testing, anxiety, and proce-

Figure 3:  Axial low-dose CT images show examples of nodules without contrast media that were classified as Lung CT Screening Reporting 
and Data System (Lung-RADS) 3 or 4A by the serial-year radiomics-based reinforcement learning (S-RRL) model and the Brock model at the time of 
baseline examinations. (A) With the baseline scan, the S-RRL model correctly identified two benign nodules (underwent 2 years of follow-up scans) 
as low risk, while the Brock model identified them as medium risk. (B) A benign nodule was identified as medium and high risk by the S-RRL and Brock 
models, respectively. (C) Two malignant nodules were identified as high risk by the S-RRL model, but the Brock model identified them as low risk. (D) 
A malignant nodule was identified as medium risk by both models.

Figure 4:  Axial low-dose CT images show examples of small nodules (5 mm or less) without contrast media classified by 
the serial-year radiomics-based reinforcement learning (S-RRL) model and the Brock model at the baseline screening year. 
(A) Two malignant nodules were mistakenly classified as low risk by both models (false negatives). (B) The Brock model 
correctly classified this nodule as low risk. It was the only false-positive classification by the S-RRL model, likely because of the 
potential of nodule growth predicted by the S-RRL model which was confirmed at the follow-up scans.
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Table 3: Test Results Achieved by the S-RRL Model, B-RRL Model, and Brock Model When Applied to Nodules of Varying 
Margin and Attenuation Characteristics at the Baseline Screening Examination

Characteristic

Margin Predominant Attenuation

Spiculated Smooth Poorly Defined Soft Tissue Ground Glass Mixed Other

No. of participants (benign, 
malignant)

38, 69 276, 40 83, 41 298, 113 56, 15 22, 14 21, 8

Radiomics-based reinforce-
ment learning models

  S-RRL
    AUC 0.89 ± 0.03 0.86 ± 0.03 0.78 ± 0.05 0.90 ± 0.02 0.80 ± 0.07 0.73 ± 0.09 0.90 ± 0.07
    Low- and medium-risk  

  threshold
      TPR 99

(68/69)
95
(38/40)

98
(40/41)

97
(110/113)

93
(14/15)

100
(14/14)

100
(8/8)

      TNR 29
(11/38)

49
(136/276)

31
(26/83)

46
(136/298)

34
(19/56)

32
(7/22)

52
(11/21)

    Medium- and high-risk  
  threshold

      TPR 93
(64/69)

80
(32/40)

71
(29/41)

86
(97/113)

67
(10/15)

79
(11/14)

88
(7/8)

      TNR 58
(22/38)

79
(219/276)

67
(56/83)

76
(227/298)

70
(39/56)

64
(14/22)

81
(17/21)

  B-RRL
    AUC 0.85 ± 0.04 0.83 ± 0.04 0.77 ± 0.05 0.88 ± 0.02 0.78 ± 0.06 0.78 ± 0.08 0.82 ± 0.08
    Low- and medium-risk  

  threshold
      TPR 100

(69/69)
95
(38/40)

100
(41/41)

98
(111/113)

100
(15/15)

100
(14/14)

100
(8/8)

      TNR 13
(5/38)

32
(87/276)

16
(13/83)

29
(85/298)

20
(11/56)

10
(2/22)

33
(7/21)

    Medium- and high-risk  
  threshold

      TPR 99
(68/69)

83
(33/40)

83
(34/41)

91
(103/113)

87
(13/15)

93
(13/14)

75
(6/8)

      TNR 34
(13/38)

71
(195/276)

42
(35/83)

64
(192/298)

54
(30/56)

36
(8/22)

62
(13/21)

  P value* .21 .08 .59 .08 .74 .42 .38
Clinical model
  Brock model
    AUC 0.79 ± 0.05 0.79 ± 0.04 0.74 ± 0.05 0.86 ± 0.02 0.74 ± 0.07 0.85 ± 0.06 0.81 ± 0.09
    Low- and medium- 

  risk threshold
      TPR 100

(69/69)
88
(35/40)

95
(39/41)

95
(107/113)

93
(14/15)

100
(14/14)

100
(8/8)

      TNR 5
(2/38)

41
(114/276)

22
(18/83)

37
(109/298)

23
(13/56)

10
(2/22)

48
(10/21)

    Medium- and high-risk 
threshold

      TPR 91
(63/69)

60
(24/40)

76
(31/41)

79
(89/113)

67
(10/15)

100
(14/14)

63
(5/8)

      TNR 39
(15/38)

84
(233/276)

55
(46/83)

78
(233/298)

64
(36/56)

45
(10/22)

71
(15/21)

  P value† .02 .02 .59 .02 .68 .24 .38

Note.—Unless otherwise stated, data are reported as means ± SDs or percentages with counts in parentheses. AUC = area under the 
receiver operating characteristic curve, B-RRL = baseline-year radiomics-based reinforcement learning, S-RRL = serial-year radiomics-based 
reinforcement learning, TNR = true-negative rate, TPR = true-positive rate.
* P value for the AUC comparison between the S-RRL model and the B-RRL model, corrected for multiple comparisons.
† P value for the AUC comparison between the S-RRL model and the Brock model, corrected for multiple comparisons.
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Table 4: Reclassification by the S-RRL Model Compared with the Clinical Lung-RADS and Brock Model for Lung Cancer Risk

Model Risks

S-RRL Model

NRILow Risk Medium Risk High Risk

(n = 4; 2.7) (n = 21; 14.0) (n = 125; 83.3)
Lung-RADS
(lung cancer participants,  

n = 150)

Low risk (n = 18; 12.0) 3 (16.7) 5 (27.8)* 10 (55.5)*
Medium risk (n = 27; 18.0) 0 (0.0)† 9 (33.3) 18 (66.7)*
High risk (n = 105; 70.0) 1 (1.0)† 7 (6.6)† 97 (92.4) 0.17

Brock
(lung cancer participants,  

n = 150)

Low risk (n = 7; 4.7) 1 (14.2) 3 (42.9)* 3 (42.9)*
Medium risk (n = 25; 16.6) 2 (8.0)† 10 (40.0) 13 (52.0)*
High risk (n = 118; 78.7) 1 (0.8)† 8 (6.8)† 109 (92.4) 0.05

Lung-RADS
(negative participants, n = 39)

(n = 173, 43.5) (n = 124, 31.3) (n = 100, 25.2)
Low risk (n = 144; 36.3) 95 (66.0) 32 (22.2)* 17 (11.8)*
Medium risk (n = 136; 34.2) 64 (47.1)† 54 (39.7) 18 (13.2)*
High risk (n = 117; 29.5)
Low risk (n = 134; 33.8)

14 (12.0)†

95 (70.9)
38 (32.5)†

38 (28.4)*
65 (55.5)
1 (0.7)*

0.12

Brock
(negative participants, n = 39)

Medium risk (n = 160; 40.3) 61 (38.1)† 60 (37.5) 39 (24.4)*

High-risk (n = 103; 25.9) 17 (16.5)† 26 (25.2)† 60 (58.3) 0.07
Overall NRI compared with different models: 0.29 (Lung-RADS), 0.12 (Brock model)

Note.—A net reclassification index (NRI) was calculated separately for participants diagnosed as positive or negative for lung cancer, with 
the overall NRI being the sum of two NRI values for each comparison. A positive NRI indicates the reclassification improved risk stratifi-
cation of participants into better risk categories while a negative NRI indicates reduced ability of reclassification. Unless otherwise noted, 
data in parentheses are the percentages of participants within each risk category that were reclassified by the serial-year radiomics-based 
reinforcement learning (S-RRL) model. Lung-RADS = Lung CT Screening Reporting and Data System.
* Indicates an escalation.
† Indicates a de-escalation.

Figure 5:  Axial low-dose CT images show examples of nodules without contrast media with different margins and internal 
characteristics classified by the serial-year radiomics-based reinforcement learning (S-RRL) model and the Brock model at 
baseline screening examination. (A) The S-RRL model correctly diagnosed three benign nodules as low risk (underwent 2 
years of follow-up scans) (true negatives), while the Brock model mistakenly identified them as high or medium risk (false posi-
tives). (B) Three benign nodules were mistakenly identified as high risk (false positives) by both models. (C) Three malignant 
nodules were correctly diagnosed as high risk by the S-RRL model (true positives), but the Brock model diagnosed them as 
medium risk (false negatives). (D) Three malignant nodules were mistakenly identified as medium risk by both models (false 
negatives). GGO = ground-glass opacity.

dures for patients who ultimately do not have a malignancy. 
In this study, we used the RL method to develop a radiomics-
based predictive model for the classification of lung nodules 
and demonstrated that the radiomics-based RL model trained 
with time-serial LDCT scans (S-RRL) has the potential to im-

prove the early diagnosis of screen-detected lung nodules at the 
baseline screening. Trained with serial LDCT scans acquired 
at multiple time points based on the formulation of serial 
data with the Markov chain process, the S-RRL model used 
the reinforcement learning method to discover the trajectory 
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of disease evolution. This trajectory represents the pattern and 
pace of disease progression over time, allowing for more reli-
able assessment of the malignancy risk for individual nodules. 
It not only provides a prediction at an early time point but also 
predicts the nodule state at future time points. Based on the ra-
diomics features that were automatically learned and extracted 
by a residual neural network (ResNet-18) to characterize nod-
ule patterns manifested at LDCT scans at each sequential time 
point, we used the RL method to establish the correlation of 
the nodule characteristics between baseline and follow-up se-
rial scans which leads to optimized decision-making of nod-
ule diagnosis. Our study demonstrated that once our S-RRL 
model was trained with serial scans, it could be flexibly de-
ployed to any single scan without requiring additional prior or 
follow-up scans and achieved significantly higher performance 
(AUC; P < .05) than that of the RRL models trained with only 
a single year of scans (B-RRL and D-RRL model), not only at 
the baseline, but also at the diagnosis year when it is more clear 
to determine if nodules are benign or malignant. Moreover, we 
examined the impact of the S-RRL model on patient stratifi-
cation by conducting a reclassification analysis. The positive 
NRI values indicated that the S-RRL model can significantly 
improve risk stratification for lung cancer in comparison with 
Lung-RADS and the Brock model.

In the past decades, many methods have explored the poten-
tial of using radiomics for lung nodule classification, including 
statistical learning–based methods (eg, support vector machine 
and naive Bayes) and convolutional neural network–based deep 
learning methods (32–34). As lung cancer biologically pro-
gresses over time, the radiomics used in most of the methods that 
focused on single CT scans may not be indicative of the overall 
risk for lung cancer, and the temporal analysis to estimate lung 
nodule changes over time often requires prior examinations. Un-
like the conventional models that compare with prior CT scans 
for temporal analysis during both the training and deployment 
processes, the S-RRL model required only the prior or serial ex-
aminations during training. The results indicated that the S-RRL 
model can conceptually learn the paths of nodule transition to 
typically malignant or to typically benign over time. Through it-
erative reinforcement learning, the model was trained to transfer 

information from future states back to the present. Thus, when 
the trained S-RRL model is deployed to the baseline scan of a 
new case, it will predict the progression of the nodule charac-
teristics through the learned conceptual path based on features 
manifested at the baseline scan. Moreover, as the RL method can 
learn the mapping directly from sequential experiences (offline 
training data) without using a rigorous mathematical model, 
the unknown and time-varying dynamics can be effectively ac-
counted for by the RL agent (35).

Our results showed that the S-RRL model outperformed 
both Lung-RADS and the Brock model in terms of overall 
performance for early diagnosis of lung cancer at the time of 
baseline screening. This improvement was evident not only in 
statistical analysis but also in clinical relevance. Compared with 
the standard Lung-RADS risk stratification, among the 150 in-
dividuals with lung cancer, the cancer risks of 33 and eight par-
ticipants were escalated and de-escalated by the S-RRL model, 
respectively. The net gain of 25 escalated individuals might po-
tentially impact their mortality if early intervention were imple-
mented. For the 397 individuals diagnosed as negative for lung 
cancer, the cancer risks of 116 and 67 individuals were de-esca-
lated and escalated by the S-RRL model, respectively. The gain 
in de-escalation might not have a direct impact on mortality but 
could potentially reduce unnecessary follow-up and the associ-
ated costs and, more importantly, reduce the individual’s anxiety 
during the follow-up years. Moreover, the S-RRL model signifi-
cantly improved the classification of indeterminate nodules that 
were solid and 6 to 14 mm in diameter or categorized as Lung-
RADS 3 or 4A. For 253 individuals who had solid nodules rang-
ing from 6 to 14 mm in diameter, the cancer risks of 11 and four 
individuals were escalated and de-escalated by the S-RRL model, 
respectively, among the 55 individuals diagnosed with lung can-
cer, while 90 and 13 individuals were de-escalated and escalated, 
respectively, among the 198 individuals diagnosed as negative 
for lung cancer. As these indeterminate nodules usually require 
follow-up examinations in clinical settings, accurate risk stratifi-
cation of those nodules, especially at the baseline screening year, 
has clinical significance for improving early diagnosis of lung 
cancer, reducing unnecessary follow-up and costs and more ap-
propriately determining the aggressiveness of next management 

Figure 6:  Bar graph shows the distribution of reclassified individuals (A) without cancer and (B) with lung cancer in different nodule characteristic categories. GGO = 
ground-glass opacity, Lung_RADS = Lung CT Screening Reporting and Data System.
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steps. Our results also showed that small malignant nodules less 
than 6 mm in diameter could be correctly identified when they 
manifested growth on LDCT images over time, but these nod-
ules were more challenging to detect when they did not manifest 
growth or grew slowly. This requires further investigation in fu-
ture studies. Appendix S4 provides more information about the 
classification of those small malignant nodules.

There were limitations to this study. We used the NLST 
data set from a randomized, multicenter trial involving 33 
centers, which remains the largest available data set in terms 
of the number and the diversity of enrolled participants. Al-
though the NLST data may be considered outdated because 
of its collection period, numerous studies have used this data 
set as an external test set to explore new methods and/or vali-
date previous or newly developed methods. The evolving CT 
technologies are expected to provide LDCT scans with bet-
ter image quality. Computer models potentially can further 
improve diagnostic performances when large sets of new data 
from advanced CT scanners become available. We are in the 
process of collecting new internal and external independent 
data sets to further validate our model’s performance and to 
improve its generalizability as needed. Another limitation was 
the retrospective nature of the NLST data set. The benign 
nodules without pathology might be a concern since they may 
include false-negative cases. To minimize potential false nega-
tives, our independent test set included only benign nodules 
that underwent either 1 or 2 years of follow-up and other 
forms of non-CT follow-ups beyond 2 years. For individuals 
with lung cancer with multiple nodules, not all of the nodules 
were pathology-proven and the NLST data did not identify 
pathology-proven lesions with nodule locations for the LDCT 
scans. We selected the most suspicious nodule (the one with 
the largest size or growth rate chosen by our radiologists) as 
the malignant lesion in our analysis, which may be subjec-
tive. We will improve our RRL model in future studies by us-
ing only nodules with confirmed pathology and correspond-
ing locations in the LDCT scans to alleviate this limitation. 
We chose risk stratification thresholds as the operating points 
for the S-RRL model primarily for the comparison with the 
clinical Lung-RADS and the Brock model and did not con-
sider other factors involved in clinical practice (eg, the cost 
and outcome trade-offs between sensitivity and specificity). 
Furthermore, the use of the NRI has limitations (36). We in-
tended to use the NRI as a supplemental assessment to the re-
ceiver operating characteristic analysis, providing information 
about the potential relative gain or loss from the correct and 
incorrect risk escalation or de-escalation by the new model in 
comparison with the baseline models (Lung-RADS and the 
Brock model). Finally, although the current S-RRL model was 
shown to be promising in providing statistically significant 
improvement in risk stratification compared with the clinical 
models, the improvements were still modest. Further studies 
are needed to improve the predictive model, including enlarg-
ing the data set and exploring additional effective radiomics 
features by deep learning and traditional methods. The gen-
eralizability of the model also has to undergo rigorous valida-
tion with large prospective external data sets before clinical 

translation. In addition, in order for a machine learning model 
to be acceptable as decision support by physicians, the data 
processing steps have to be automated without impeding the 
clinical workflow and be efficient to use in comparison to the 
current clinical models.

In conclusion, we evaluated the feasibility of developing a deep 
radiomics feature–based reinforcement learning model trained 
with serial LDCT scans to improve the early diagnosis of screen-
detected lung nodules. The results demonstrated that the S-RRL 
model could achieve significantly higher performance in diagnos-
ing lung cancers 1 or 2 years earlier at baseline screening LDCT 
examinations than those achieved by the models (B-RRL, Brock 
model, and Lung-RADS) solely relying on single-year LDCT 
scans. This study indicated that the exploitation of the association 
between lung nodule progression and their underlying early-stage 
biologic environment as expressed in their radiomics characteris-
tics may play an important role in lung cancer diagnosis.
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