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Introduction

Surgical navigation systems are an essential tool for surgeries
that require high precision.1–3 They provide exact intra-
operative position tracking of surgical instruments on the
basis of preoperative computed tomographic (CT)/magnetic

resonance (MR) datasets. This allows operations to be per-
formed more safely, and it has been a concept that has been
established in neurosurgery for over 20 years. The reason for
this is that the bony skull provides secure and unchangeable
reference points.
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Abstract Objective The aim of this work was the development of an augmented reality system
including the functionality of conventional surgical navigation systems.
Methods An application software for the Augmented Reality SystemHoloLens 2 from
Microsoft was developed. It detects the position of the patient as well as position of
surgical instruments in real time and displays it within the two-dimensional (2D)
magnetic resonance imaging or computed tomography (CT) images. The surgical
pointer instrument, including a pattern that is recognized by the HoloLens 2 sensors,
was created with three-dimensional (3D) printing. The technical concept was demon-
strated at a cadaver skull to identify anatomical landmarks.
Results With the help of the HoloLens 2 and its sensors, the real-time position of the
surgical pointer instrument could be shown. The position of the 3D-printed pointer
with colored pattern could be recognized within 2D-CT images when stationary and in
motion at a cadaver skull. Feasibility could be demonstrated for the clinical application
of transsphenoidal pituitary surgery.
Conclusion The HoloLens 2 has a high potential for use as a surgical navigation
system. With subsequent studies, a further accuracy evaluation will be performed
receiving valid data for comparison with conventional surgical navigation systems. In
addition to transsphenoidal pituitary surgery, it could be also applied for other surgical
disciplines.
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The accuracy of conventional navigation systems has been
investigated in various studies and tests.

A knee surgery (reconstruction of the anterior cruciate
ligament) was performed by Kim et al in 2017 using a
surgical navigation system on phantoms and cadavers.4

This showed an accuracy of 0.24�0.03mm on the phantom
and 0.9mm on the cadaver/body donors.

In the same year, Hung et al published a pilot study on the
placement of an implant in the zygomatic bone.5 Using a
real-time surgical navigation system, the accuracy of entry
and exit sites was determined. The results were in a similar
range to each other, but the entry deviation of
1.35�0.75mm was slightly lower than the exit deviation
of 2.15�0.95mm.

In neurosurgery procedures, measurements of navigation
system accuracy were also investigated. In 2014, the Deng
et al research group published a study on the use of neuro-
navigation with the use of a wireless tablet PC.6 For this
purpose, in addition to a preclinical study on the skull, a
clinical study on the resection of an intracranial tumor was
performed on three patients. The accuracy or deviations
were approximately 1.6mm for the skull phantom study
and approximately 2.1mm for the clinical experiment.

Disadvantages of conventional surgical navigation sys-
tems have been analyzed by different research groups.

The navigation systems most commonly used during
surgery are optical systems. In optical navigation systems,
a camera recognizes special markers that are located directly
at the patient and on the surgical instruments. Direct visual
contact between the camera and markers is essential. Prob-
lems with maintaining line of sight with optical systems
during surgery is well recognized.7 The position of the
patient and the instrument in space is calculated by triangu-
lation. The optical systems are divided into passive and active
systems. In passive systems, the camera emits infrared light,
which is reflected by the markers and detected by the
camera.1–3,8 Active systems, on the other hand, have light-
emitting diodes as markers, the light of which is recognized
by the camera.9–11 Both systems require a time-consuming
registration process to transfer the patient’s preoperative
imaging to the system and link the patient’s position to the
imaging and instruments in a uniform coordinate system.

The main disadvantages of current system solutions
available on the market are:

• High investment and maintenance costs.
• Poor/impractical microscope integration.
• Complex/time-consuming operation.
• Enormous space requirements in the operating room.
• Line of sight problem.
• Time-consuming registration process.

Enhancements under development include applications
of data glasses, which enable the use of augmented reality
(AR) during the operation. Virtual anatomical structures of
the patient are displayed in the surgeon’s field of vision,
comparable to the head-up display in a car.12–15 However,
only anatomical three-dimensional (3D) structures are dis-
played. Surgical instruments are not recorded automatically,

and their position is not displayed on the two-dimensional
(2D) cross-sectional images of CT/MRI with crosshairs for
better orientation in real time.

In transsphenoidal pituitary surgery, the application of
surgical navigation is very important to identify the position
of the carotid artery and the pituitary.16,17

The aimof thisworkwas to counter previouslymentioned
limitations and tomake navigation available as an indispens-
able tool for many surgical disciplines and users. As a first
clinical application, transsphenoidal pituitary surgery was
selected to demonstrate the proof of concept of an AR-based
surgical navigation system.

Materials and Methods

Augmented Reality System
The data glasses HoloLens 2 with its 3D- and 2D-sensors
(Microsoft, Redmond, United States) was selected as the
technological base for our navigation approach (►Fig. 1).
An artificial intelligence algorithmwas developed so that the
face of the test subject could be automatically detected by
sensors of the HoloLens 2. Furthermore, the registration of
the different coordinate systems HoloLens 2, magnetic reso-
nance imaging (MRI), test subject, and surgical instrument
can be performed automatically. The user-specific defined
menu structure was created in close collaboration with
experienced surgeons.

The following workflowpipelinewas establishedwith the
procedure:

• Segmentation of MRI/CT data.
• Postprocessing and export as 3D STL-file to theHoloLens 2

(Surface Tesselation Language).
• Automatically registration of MRI/CT, Patient, HoloLens 2,

and surgical instrument.
• Projection of the 2D- MRI/CT slices in the surgeon’s view

inside the HoloLens 2 comparable with the head-up
display of a car.

• Display of the real-time position of the surgical instru-
ment with the crosshair within the 2D- MRI/CT slices.

Surgical Pointer Instrument
The handpiece of the pointer was designed with CAD-Soft-
ware Autodesk Fusion 360 (Autodesk, San Rafael, United
States). In a previouswork, the ergonomic designwas already
evaluated by an experienced skull base neurosurgeon.18 The
handpiece was combined with a cuboid tracker. A special-
colored test pattern was placed on each cuboid surface so
that the instrument could be recognized by the sensors of the
HoloLens 2 (►Fig. 2). With the help of the Multi Jet Fusion
3D-printing technology (HP Inc., Palo Alto, United States), the
surgical instrument with colored pattern was transferred
from the virtualworld into the real world. The biocompatible
and steam-sterilizable material Polyamide-12 was applied.
After 3D-printing, a stainless steel cylinder of 100mm length
for indicating points of interest at the test subject was
connected with the handpiece and the cuboid tracker. The
colored pattern was identified with the software engine for
AR Vuforia.12
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Surgical Test Scenario
The complete cadaver head was scanned with an CT includ-
ing the skull base. Testing was performed in a real operating
setup to realize realistic conditions, i.e., ceiling mounted
lights and position of surgeon and patient. The surgeon

positioned the HoloLens 2 on his head and started the
application software.

As the geometry of the complete instrument is part of the
navigation software, the tip of the cylinder is displayed as
crosshair inside the 2D-CT image projected in the HoloLens

Fig. 1 Realistic test scenario inside an operating room. The surgeon interacts with his fingers through the menu of the navigation software.

Fig. 2 The surgeons moves the surgical pointer to the points of interest at the patient. The colored pattern on the cuboid tracker is detected by
the sensors of the HoloLens 2.
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2. If the instrument was moved, the 2D-CT images that was
projected in the field of view was updated all the time, i.e.,
the surgeon could see the corresponding slice according to
the real position of the surgical instrument.

The instrument was moved and held in a position, which
is typical within transsphenoidal pituitary surgery to display
the pituitary gland and the sphenoid sinus on the coronal CT
image. The real position of the instrument was evaluated
with an endoscope and compared with the displayed posi-
tion in inside the 2D-CT image. The left and right carotid
artery as well as the rear wall of the sphenoid sinus were
used as anatomical landmarks.

Within a second experimental setup, a cadaver head with
the corresponding MRI scan was applied to evaluate the
accuracy. As anatomical landmarks, the inner corner and the
outside angle of the left and right eye as well as the nasion
were considered. Every measurement position was repeated
15 times. When the navigated pointer was placed in the
target position at the anatomical landmark, a screenshot of
the corresponding MRI was recorded. With the help of the
software Dicom2Print the distancebetween the center of the
crosshair indicating the tip of the navigated pointer and the
anatomical landmark inside the MRI scan was measured.

Results

Augmented Reality Systemwith Surgical Test Scenario
With the help of the HoloLens 2 and the developed software
application, proof of concept of the augmented surgical
navigation system could be demonstrated within a realistic
operating room environment simulating the transsphenoi-

dal pituitary procedure. It was possible to identify the
surgical pointer instrument inside the same coordinate
system as the cadaver skull without any additional time-
consuming registration procedure using several anatomical
landmarks (►Fig. 3). The instrument could be moved inside
the cadaver skull and its position was continuously detected
by the sensors of the HoloLens 2.

The left and right carotid artery as well as the rear wall of
the sphenoid sinus as anatomical landmarks could be dis-
played and indicated with a crosshair within the 2D-cornal
CT images projected onto the surgeon’s view inside the
HoloLens 2. If the surgical pointer was moved, the displayed
coronal CT slice was updated in real time and the slice
corresponding to the current instrument position was
visualized.

The representation of the corresponding CT image was
possible in real time. No delaywas recognized by the surgeon
when the navigated pointer instrument was positioned at
the anatomical landmark.

Within the second experimental setup following distan-
ces between actual position at the cadaver skull and dis-
played position of the instrument’s tip inside the MRI were
measured (►Table 1, ►Fig. 4).

Surgical Pointer Instrument
It could be shown that the surgical pointer instrument can be
created with a colored pattern with the HP Multi Jet Fusion
3D-printing technology. The geometrical dimension of the
cuboid tracker with the colored pattern was sufficient to
ensure a reliable detection with the sensors of the HoloLens
2. The light conditions that are normally used during surgery

Fig. 3 Surgeon’s view through the HoloLens 2. Setup with a cadaver skull to perform a transsphenoidal pituitary surgery. Computed
tomography coronal slice with the real-time position of the surgical pointer.
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inside the operating room didn’t influence recognition of the
instrument.

The 3D-printing material Polyamide-12 guarantees a safe
application inside the operating roomat the patient due to its
biocompatible property. Furthermore, it can be steam steril-
ized, which is the standard sterilization method in every
hospital.

Discussion and Conclusion

The application of data glasses such as the Microsoft Hol-
oLens 2 for displaying AR has great potential for augmenting
surgical navigation systems for multiple surgical disciplines.
In contrast to the current AR-systems, the new approach
would make it possible to use the HoloLens 2 as a surgical
navigation system,with the patient surfacebeing recorded in
real time using the integrated sensors for automatically
registering with the medical image data.

A limitation of theworkflowpipeline is the time-consum-
ing segmentation process of the CT data and the postpro-
cessing of the virtual 3D-model to transform it to the
HoloLens 2.

During the placement of the instrument with the AR
navigation, the recognition of the graphical marker was

not all the time stable. The consequence of this is the
redesign of the marker so that it can be reliably recognized
from all angles. Additionally, tests are also performed with
ArUco markers.19,20

Our resultswith (1.04�0.55)mm for thehighest andwith
(1.21�0.51) mm for the lowest accuracy seems to be very
promising to continue the development for a future applica-
tion at patients. The main limitation factor is the layer
thickness of the medical imaging, which is usually 1mm.

In 2021, the research group around Pérez-Pachón et al
described the accuracy of HoloLens based on a nonclinical
study using different markers.21 They found that the use of
small markers resulted in a larger error than comparatively
larger markers. Furthermore, they found that the position of
themarkerswas crucial, as distances varied in addition to the
inaccuracies of the holographic representation of the points.
Within the study, it was revealed that central marker posi-
tions could be mapped more accurately than the lateral
markers (0.6�0.3–0.9�0.55mm). Distance measurements
had a deviation of 2.4�1.8mm.

In van Doormaal et al 2019, a study was performed on
both phantoms and patients to compare the accuracy of
HoloLens with conventional navigation systems (kN).22 For
this, 10 plastic heads were examined in a phantom study.
Subsequently, three patients with different clinical pictures
were treated in a small clinical study. It was found that the
holographic representation had an accuracy of 7.2�1.8mm
(cf. kN: 1.9�0.45mm; �5.3mm) for the plastic heads and
4.4�2.5mm (cf. kN: 3.6�0.5mm; �0.8mm) for the three
patients.

This study was also addressed by the research group led
by Scherl et al in 2021. The aforementioned group thereby
examined the accuracy of the HoloLenswithout andwith the
use of the surgical navigation system of the company Fia-
gon.13Here it was found that the deviation of the HoloLens in
terms of matching the holographic points with the real ones
was 12.4mm. However, it should bementioned here that the
accuracy improved in the course of using the HoloLens. For
example, the accuracy was 13.26mm at the beginning and
10.06mm at the end.

In Zhou et al 2022, the treatment of hypertensive intrace-
rebral hemorrhagewas studied using HoloLens and specially
designed navigation instruments on both a phantom and 10
patients.23 It was found that the average registration error,
i.e., the deviation in performing surgery, was 1.03mm on the
phantom and 1.94mm within the clinical trial.

Table 1 Distance between actual and displayed position of the instrument’s tip inside the magnetic resonance image

Nr. Left eye Right eye Nasion

Inner corner Outside angle Inner corner Outside angle

Mean 1.04 1.20 1.14 1.21 1.18

SD 0.55 0.47 0.46 0.51 0.50

Max. 1.84 1.81 1.97 1.91 1.93

Min. 0.26 0.11 0.28 0.41 0.42

Abbreviations: Max., maximum; Min., minimum; SD, standard deviation.

Fig. 4 Superimposed representation inside the CAD-software.
Corresponding magnetic resonance image with the right eye and the
measuring point.
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As we used for our experiment a cadaver skull, we could
not evaluate how body fluids can effect the tracking. This has
to be considered within the next experiments.

The duration with one battery load is about 3hours and
can be extended with external battery packs.

Theoretically, the HoloLens 2 could be integrated in
conventional navigation systems, but our approach is to
provide AR navigation systems also for smaller hospitals
with lower budget for investments.

As a next step, furthermeasurement of the accuracyof our
system is required to objectively compare our augmented
surgical navigation systemwith conventional ones. An addi-
tional system component will be segmentation and planning
software. Based on artificial intelligence methods, relevant
anatomical structures should be automatically segmented
within a few minutes. Based on the target structure, the
surgeon could then plan surgical approaches. Additionally,
functional patient data, e.g., diffusion tensor image data,
could be visualized inside the navigation system (►Fig. 5).

Due to the platform technology, this concept has the
potential to reduce costs of navigation systems considerably
with a significant expansion of applications.
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