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Does using artificial intelligence assistance 
accelerate skill decay and hinder skill 
development without performers’ awareness?
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Abstract 

Artificial intelligence in the workplace is becoming increasingly common. These tools are sometimes used 
to aid users in performing their task, for example, when an artificial intelligence tool assists a radiologist in their 
search for abnormalities in radiographic images. The use of artificial intelligence brings a wealth of benefits, such 
as increasing the efficiency and efficacy of performance. However, little research has been conducted to determine 
how the use of artificial intelligence assistants might affect the user’s cognitive skills. In this theoretical perspective, 
we discuss how artificial intelligence assistants might accelerate skill decay among experts and hinder skill acquisi‑
tion among learners. Further, we discuss how AI assistants might also prevent experts and learners from recognizing 
these deleterious effects. We then discuss the types of questions: use‑inspired basic cognitive researchers, applied 
researchers, and computer science researchers should seek to answer. We conclude that multidisciplinary research 
from use‑inspired basic cognitive research, domain‑specific applied research, and technical research (e.g., human 
factors research, computer science research) is needed to (a) understand these potential consequences, (b) design 
artificial intelligence systems to mitigate these impacts, and (c) develop training and use protocols to prevent nega‑
tive impacts on users’ cognitive skills. Only by answering these questions from multidisciplinary perspectives can we 
harness the benefits of artificial intelligence in the workplace while preventing negative impacts on users’ cognitive 
skills.
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Introduction
Consider a radiologist examining a medical image for 
abnormalities. It is increasingly likely they will be aided 
by an artificial intelligence (AI) assistant (Hosny et  al., 
2018). The AI assistant may be a machine learning-based 
classifier that has been trained on a large number of 

images to, for example, classify abnormalities in breast 
images as benign or malignant. Given a new image, the 
AI highlights regions with presumed abnormalities or 
provides heatmaps, probabilities, graphs, or written 
descriptions. Such decision support systems are increas-
ingly common in medicine and other areas (Magrabi 
et al., 2019).

As another example, the use of robots in surgical oper-
ations began over thirty years ago (see Gomes, 2011). 
Computer scientists are working to develop AI tools to 
assist the surgeon during operations. In the future, these 
AI assistants might gently nudge the surgeon to guide 
the surgical tools to the proper location, suggest the 
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appropriate surgical tool for the task, and complete sub-
components of the procedure (Panesar et al., 2019).

In this theoretical perspective, we discuss the possibil-
ity that relying on AI assistants, including those yet to be 
developed, may have detrimental effects on human cog-
nitive skills, such as expert judgment and decision mak-
ing, integration of declarative knowledge, and problem 
solving. We use two subdisciplines within the field of 
medicine as examples: radiology, where artificial intel-
ligence is currently being used in clinical practice, and 
robotic surgery, where artificial intelligence assistants are 
being developed to assist experts in the future. We first 
briefly describe cognitive processes involved in expertise 
and skill development. We then describe how the use of 
automated systems affects people’s cognitive skills and 
why consistent use of AI assistants, which differ from 
other forms of automation, may be detrimental to human 
skill learning and expertise. Specifically, we describe 
potential AI-induced skill decay and potential AI-
induced skill development hindrance. Finally, we propose 
future directions that harness research from multiple 
perspectives are needed to understand these problems 
and develop solutions.

Learning and expertise
We acquire many skills over our lifetime to varying 
degrees of proficiency. Often, people initially rely on inef-
ficient algorithms that are high in cognitive effort, such 
as children counting on their fingers to solve basic addi-
tion problems (Bajic & Rickard, 2011). With practice, 
we improve our performance, and for many skills, the 
amount of cognitive effort also dramatically decreases 
with practice (Fitts & Posner, 1967). Inefficient algorithms 
are replaced with more efficient algorithms or direct 
retrieval, such as adults directly accessing the answer to 
“2 + 2” from memory rather than walking through steps 
of a calculation (Ackerman & Woltz, 1994; Logan, 1988).

Depending on the domain, practice designed to 
improve domain-specific performance tends to explain 
between 0 and 20% of variance in performance (Macna-
mara et  al., 2014). For simple tasks that tap automated 
processes (Schneider & Shiffrin, 1977; Shiffrin & Schnei-
der, 1977), skill development emerges quickly with prac-
tice before asymptoting (Fitts & Posner, 1967). Individual 
differences in cognitive abilities are relevant initially, but 
less so after accumulating practice (Ackerman, 1986). 
In contrast, for complex tasks that tap controlled pro-
cesses (as opposed to automated processes; Schneider & 
Shiffrin, 1977; Shiffrin & Schneider, 1977), skill develop-
ment emerges more slowly and is highly dependent on 
individual differences (e.g., Ackerman, 1986). In tasks 
that demand controlled processes, practice has limited 
predictive power because people vary in their starting 

points, learning rates, and apogees, such that an hour of 
practice for one person does not confer the same bene-
fit as an hour of practice for someone else (Macnamara 
et al., 2023).

Because many complex tasks continue to rely on cog-
nitive resources (Ackerman, 1986), individual differences 
in cognitive abilities often predict skill acquisition rates 
and levels of ultimate expertise. For example, working 
memory capacity predicts music sight-reading perfor-
mance (Meinz & Hambrick, 2010) and Texas Hold’em 
expertise (Meinz et  al., 2012); fluid intelligence predicts 
piano skill acquisition (Burgoyne et  al., 2019) and read-
ing competence (Lechner et  al., 2019); and cognitive 
processing speed predicts air traffic control skill levels 
(Ackerman, 1988) and simultaneous language interpret-
ing expertise (Macnamara et al., 2011). Further, the pre-
dictive strength of both experiential and cognitive factors 
depends on characteristics of the task, such as the con-
sistency of stimuli-response mappings (Ackerman, 1986; 
Macnamara & Frank, 2018; Macnamara et al., 2014), level 
of concurrence among subtasks (Frank & Macnamara, 
2021; Hoffman et  al., 2014), and rate of stimuli change 
(Hoffman et al., 2014; Macnamara & Frank, 2018; Mac-
namara et al., 2014). Given the demands of complex tasks 
on people’s cognitive resources, technological advances 
have been made to reduce cognitive load and human 
error during complex task performance.

The use of automation and artificial intelligence
Automation has been used for decades across multiple 
industries. Perhaps the most studied use of automation 
on human mental processes is the autopilot in aviation. 
Autopilots are designed to perform some of the human 
pilot’s tasks, such as landing the plane and keeping the 
wings level during the flight. Without autopilot, flying 
demands continuous attention from the human pilot. For 
longer flights, mental fatigue from the continuous atten-
tion became a safety threat. Thus, the use of automation 
has improved safety and flight performance (Federal Avi-
ation Administration, 2013).

Despite these benefits, automation can also lead to bias 
and complacency, resulting in worse flight performance. 
When an automated system provides information to a 
user, this information can bias the user’s situation assess-
ment (Smith et  al., 1997), change their visual scanning 
patterns (Rezazade Mehrizi et al., 2023), and reduce how 
frequently they cross-check information (Manzey et  al., 
2012). In some cases, users are prone to favor informa-
tion from automated systems over human expertise, even 
when the recommendations conflict and the automated 
suggestions are inaccurate (automation bias; Manzey 
et al., 2012; Mosier et al., 1997).
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Other research indicates that using automation can 
lead to reliance on the automated system. Reliance can 
positively affect performance, such as when users appro-
priately trust the system to handle one part of the work-
load while the user directs additional attention to other 
components of the task. In contrast, reliance can nega-
tively affect performance when users fail to evaluate the 
performance of automated systems and allow system 
errors, malfunctions, or anomalous conditions to go 
undetected (automation-induced complacency; Risko & 
Gilbert, 2016). Whether reliance is beneficial or detri-
mental depends on the accuracy of the automated system 
and how much trust the user has in the system. Quantita-
tive syntheses of the literature suggest that the ‘crossover 
point’ from benefits to detriments, at least in high work-
load conditions, is around 70% accuracy (Parasuraman & 
Manzey, 2010; Wickens & Dixon, 2007). Yet, some users 
continued to rely on systems with low accuracy, such that 
their performance would have been better with no auto-
mation at all (Wickens & Dixon, 2007).

Automation bias and automation-induced compla-
cency are not the same concerns as automation affect-
ing a person’s skill. In other words, if the automation 
was removed, the user would no longer exhibit bias or 
automation-induced complacency. But what about the 
person’s skill? Some research has focused on how tech-
nological assistance might cause cognitive skill decay 
(Ebbatson et  al., 2010; Kim et  al., 2013; Kluge & Frank, 
2014; Smith & Baumann, 2019; Volz et al., 2016), particu-
larly in aviation (e.g., Casner et al., 2014; Ebbatson et al., 
2010; Haslbeck & Hoerman, 2016). As an example, these 
studies raise a concern that the more time spent flying 
with automation support, the worse pilots’ performance 
was when this automation was unavailable or irrelevant 
(e.g., handling an aviation emergency, hand flying an 
approach). After a rise in near misses and other evidence 
that pilot’s manual skills were declining (Leahy & Fisher, 
2023), the U.S. Federal Aviation Administration has rec-
ommended that pilots periodically use their manual skills 
for the majority of flights (Federal Aviation Administra-
tion, 2022).

Notably, automated systems, such as most autopi-
lot systems, differ from artificial intelligence assistants. 
Automation refers to systems where the same input 
would repeatedly produce the same results. Automated 
system performance is governed by rules explicitly coded 
by developers. For example, airplane autopilots are auto-
mated control systems with a decision/feedback control 
loop based on known electromechanical characteristics 
of the airplane within normal parameters. When out-
side of normal parameters, such automation support will 
typically disengage and hand control to the pilots—they 

do not actively assist with expert decision making to the 
extent of AI.

In contrast, AI technologies are designed to mimic 
expert decision making by dynamically assessing prob-
lems, providing adaptive and novel solutions, and per-
forming tasks that are cognitively demanding for humans 
(Walsh et  al., 2019). These technologies come in multi-
ple forms, from natural language processing to decision 
support systems (Bankins et al., 2023; Walsh et al., 2019). 
Here, we focus on a class of AI technologies—human-
AI collaboration—often discussed in the future of work 
designed to aid humans in their jobs or skill development 
(Bankins et  al., 2023; Brynjolfsson, 2023). More specifi-
cally, we refer to AI assistants as AI technologies (both 
current and future) that aid humans in problem solving, 
performance in cognitively demanding tasks, and in skill 
development. Examples include AI tools designed to aid 
radiologists during image analysis and AI tools designed 
to aid surgeons in their decisions and performance dur-
ing robotic surgery operations. Current and future AI 
assistants go beyond automation to aid in high-level 
decision making that was previously the expert’s domain 
alone. To our awareness, no research has been conducted 
on AI assistants’ effects on the user’s skill.

Potential AI‑induced skill decay
Research on skill decay suggests that after a period of 
disuse, skilled performance declines (Ackerman & Tatel, 
2023; Arthur et  al., 2013). A factor that influences this 
decay is the extent of cognitive demand in the task. More 
specifically, higher levels of skill decay are associated 
with tasks that require greater cognitive effort and fewer 
physical demands (i.e., controlled processes), as opposed 
to tasks that primarily rely on physical abilities with 
minimal cognitive processing (i.e., proceduralized skills) 
(Arthur et al., 1998; Wang et al., 2013).1

In addition to ceasing the task altogether, disuse can 
also refer to ceasing subcomponents of a task, such as 
when automation is used in place of the person applying 
their skills. As an illustration, Casner et al. (2014) tested 
the manual flying skills of pilots who were trained to fly 
manually, but then spent the majority of their careers 
flying with high automation (i.e., autopilot for much of 
takeoff, cruising, and landing). Procedural skills, such 
as scanning the instruments and manual control, were 
“rusty” but largely intact. In contrast, major declines in 
cognitive skills emerged, such as failures to maintain 
awareness of the airplane’s location, keep track of next 

1 Skill decay of cognitive-oriented tasks may also exhibit varying decay pat-
terns depending on their complexity (see, e.g., Villado et al., 2013).
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steps, make planned changes along the route, and recog-
nize and handle instrument systems failures.

To a much higher degree than automated systems, arti-
ficial intelligence assistants are designed to mimic cogni-
tive skills—that is, they recognize patterns, reason about 
potential outcomes, and often guide the user to a specific 
action. For this reason, consistent and repeated engage-
ment with an AI assistant is likely to lead to greater decre-
ments in skill than engagement with automation systems. 
Frequent engagement with an AI assistant designed to 
take over some of the user’s cognitive processes means 
there are fewer opportunities to keep skills honed.

The potential for AI-induced skill decay is particularly 
relevant in high-risk industries, medical fields, aviation, 
and military operations, where maintaining high-level 
skills is essential for performance and safety (Day et  al., 
2013; Villado et al., 2013). Though some fields will flour-
ish as AI improves in accuracy and takes over tasks, 
thereby reducing human error, other fields will have 
problems that AI cannot solve. For example, in medicine, 
new problems, such as a novel virus with unforeseen 
symptoms, can emerge at any time. Given that AI needs 
to be trained with data, human experts with keen insights 
are needed to solve novel problems. Such fields will ben-
efit by maintaining human experts’ skills.

A potential complicating factor is that experts may 
be unaware of their skill decay. In cases where a person 
has ceased the task altogether, they will be aware that 
they have not used their skills and may be more likely 
to be aware of their skill decay. In contrast, AI-induced 
skill decay may operate outside the performer’s aware-
ness because the disuse is only at the level of cognitive 
skill engagement, not with engagement with the task. As 
such, a surgeon using an AI assistant may believe their 
skills are still sharp because they have continued to per-
form operations at a high level (i.e., successful surger-
ies). They may not consider how well they would be able 
to perform without the AI assistant, such as selecting 
appropriate operative techniques, navigating complex 
anatomy (e.g., by identifying relevant anatomical land-
marks and dissecting tissue to access target anatomy), or 
optimizing visualization (through changing laparoscopic 
camera angles and/or through dissection and retrac-
tion of tissue). Likewise, a radiologist using an AI assis-
tant may believe they are highly capable of detecting and 
classifying anomalies in images, but their skills needed 
to discriminate between similar-appearing abnormali-
ties, grade abnormalities severity properly, assess tissue 
density, measure tumor dimensions accurately, or detect 
subtle abnormalities may be less sharp than they believe. 
Both AI-induced skill decay and experts’ awareness of 
their skill decay are critical questions for use-inspired 
basic research, technical research, and applied research.

Potential AI‑induced skill development hindrance
As AI assistants become increasingly prevalent, the role 
AI might have on skill development needs to be consid-
ered. AI-learning aids are designed to improve the rate 
of learner’s skill or knowledge development. We propose 
that frequent engagement with an AI assistant during 
skill development might hinder learning in some cases, 
depending on the ultimate goal for which the AI-learning 
aid was developed. Educational aids that are designed to 
personalize instruction for students with the goal of stu-
dents independently performing the task are unlikely to 
hinder learning. In contrast, AI-learning aids designed 
to prepare trainees for work where AI assistants are used 
may focus on preparing the learner to work with an AI 
rather than focusing on developing learners’ cogni-
tive skills independent of AI. For example, a radiologist 
trainee may not develop as keen visual detection skills 
or a surgical resident may not develop as robust spatial 
navigation skills as if they would have developed had they 
trained without assistance.

Here, it is important to distinguish between learn-
ing and performance. Suppose learners are randomly 
assigned to either learn a task with a high-performing AI 
assistant or without. We would expect the learners with 
the AI assistant to improve their performance rapidly and 
outperform the learners without AI. However, these per-
formance gains may not reflect the learners’ gains in skill 
independent of the AI. That is, now suppose that after a 
period of learning that the AI is withheld, as may happen 
in the real world if the system is unavailable or fails. We 
might expect that the group who previously had access to 
the AI assistant to perform worse than those who never 
learned with the AI. In this case, those who learned with 
AI assistance might not have developed independent 
cognitive skills that the control group developed. Stated 
differently, we might expect to observe a pattern opposite 
of latent learning—high performance is observed in the 
AI-assisted group, but the limits on learning remain hid-
den until AI assistance is removed.

As with potential AI-induced skill decay, learners who 
have engaged with AI to assist in their skill development 
might be unaware of where their skills are lacking. In 
particular, AI assistants may promote illusions of under-
standing in learners, leading them to believe they have a 
greater understanding of the task than they actually do 
(Messeri & Crockett, 2024). These illusions of under-
standing may occur when learners believe they have a 
deeper understanding than they actually do (i.e., illusion 
of explanatory depth); when learners believe they are 
considering all possibilities rather than only those avail-
able through the AI assistant (i.e., illusion of exploratory 
breadth); and when learners believe that the AI assistant 
is objective, failing to consider the bias embedded in the 
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AI tool from the developers and training data (i.e., illu-
sion of objectivity) (Messeri & Crockett, 2024). As such, 
AI-induced skill development hindrance may not only 
limit the level of learning obtained but may change the 
nature of the understanding of the task.

Conclusions, recommendations, and future 
directions
AI tools are unquestionably beneficial in many respects 
(e.g., improved diagnostic accuracy, fewer human 
errors). However, a concern is that there may be down-
sides for the people using them. In particular, if the AI 
routinely aids performance at a high level, even well-
trained experts may gradually lose their task-based cog-
nitive skills, instead relying on the AI to render decisions. 

Additionally, it may be that trainees do not build their 
own cognitive skills at the task effectively when the AI 
serves as a learning aid. Further, because AI tools are 
likely to enhance performance and make the task feel 
easier, learners may be less able to judge the true status of 
their skills and experts may be unaware of their deterio-
rating skills, resulting in performance degradation when 
relying on the AI is not optimal.

Though the degradation of human skills may be of little 
concern in domains where reliance on AI can approach 
optimal performance, medicine will likely continue to 
need human experts. AI will have difficulty handling new 
viruses, unique injuries from accidents, or individual 
context and significant variations in a patient’s physiol-
ogy. Thus, as AI assistants become increasingly common, 

• Does AI-induced skill decay exist or is this an unfounded concern?

• If AI-induced skill decay exists, to what extent does it affect experts’ skills?

• Do individual differences (e.g., cognitive abilities, experience, level of performance) interact
with skill decay rates?

• What characteristics of the task/job exacerbate or ameliorate AI-induced skill decay?

• What characteristics of the AI assistant exacerbate or ameliorate AI-induced skill decay?

• How does AI-induced skill decay manifest in a given domain?

• What skill maintenance protocols are most effective for experts within a given domain?

• How can skill maintenance protocols be carried out and integrated into professional
development, licensure, or continuing education requirements?

• What features of the AI assistant can be developed to ameliorate AI-induced skill decay? For
example, should AI assistants focus on detecting and preventing errors rather than actively
guiding the user to specific solutions?

• Can AI assistants aid in keeping the expert’s mental model of the problem clear rather than
solving problems for the expert in a black box?

• In what other ways can the expert be involved in the solution (e.g., human-in-the-loop) while
gaining benefits of an AI system?

Questions for Use-Inspired Basic Cognitive Research
(e.g., cognitive psychology, I-O psychology)

Questions for Technical Research
(e.g., computer science, human factors)

Questions for Applied Research
(e.g., robotic surgery, radiology)

Fig. 1 Suggested questions for research on AI‑induced skill decay
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their effects on human skills need to be considered, 
especially in life-altering situations such as radiology or 
robotic surgery.

The available evidence suggests that frequent engage-
ment with automation induces skill decay. Given that (a) 
AI is often designed to take over more advanced cogni-
tive processes than non-AI automation, and (b) skill 
decay is accelerated for cognitive skills, AI-induced skill 
decay is a likely consequence of frequent engagement 
with AI assistants.

Depending on the field, AI-induced skill decay may 
only be a concern in the short-term. If AI assistants can 
be developed such that they are near perfect in all (or 
nearly all) circumstances in the future, then develop-
ing and maintaining human skills for that task may be 
unnecessary. But, in fields where problems rapidly evolve 
or novel events are likely to occur, such as in medicine, 
or if the AI tool is biased, offline, or making errors, then 
developing and maintaining human skills will continue to 
be advantageous.

• Does AI-induced skill development hindrance exist or is this an unfounded concern?

• If AI-induced skill development hindrance exists, to what extent does it affect learners’ skill
acquisition?

• Do individual differences (e.g., cognitive abilities, experience, motivation to learn, amount of
current knowledge, level of performance) interact with AI-assistance use to predict skill
development?

• What conditions exacerbate or ameliorate AI-induced learning hindrance in terms of the stage
of skill development of the learner and in terms of the learning strategies employed? For
example, how does spaced learning, context, and retrieval-based practice interact with AI
assistance to predict skill development?

• What characteristics of the task exacerbate or ameliorate AI-induced skill development
hindrance?

• What characteristics of the AI assistant exacerbate or ameliorate AI-induced skill
development hindrance?

• What conditions exacerbate or ameliorate AI-induced learning hindrance within a specific
domain?

• How can strategies or protocols that reduce AI-induced skill development hindrance be
carried out and integrated into professional development, licensure, or continuing education
requirements?

• What features of the AI assistant can be developed to ameliorate AI-induced learning
hindrance? For example, should AI assistants alert learners to an error but require the learner
to actively determine what the error was?

• Can AI assistants aid in developing the learner’s mental model of the problem state rather
than actively directing the learner to the solution or actively solving the problem itself?

Questions for Use-Inspired Basic Cognitive Research
(e.g., cognitive psychology, I-O psychology)

Questions for Technical Research
(e.g., computer science, human factors)

Questions for Applied Research
(e.g., robotic surgery, radiology)

Fig. 2 Suggested questions for research on AI‑induced skill development hindrance



Page 7 of 9Macnamara et al. Cognitive Research: Principles and Implications            (2024) 9:46  

We propose several lines of inquiry (Figs.  1 and 2) 
that researchers from multiple perspectives should 
seek to address related to potential AI-induced skill 
decay and AI-induced skill development hindrance. 
The proposed research perspectives are not intended 
to be discrete areas or mutually exclusive. Likewise, 
the research questions we propose are not intended to 
be exhaustive or necessarily the most urgent or impor-
tant but offer an initial sample of potential research 
lines in these areas.

Further, when addressing these questions, research-
ers should consider the degree of awareness experts 
and learners may (or may not) have on their level of 
skill. If AI assistants lead learners toward an illusion of 
understanding of the task (Messeri & Crockett, 2024) 
or lead experts to believe their skills are at a higher 
level than they are in reality, then basic research, tech-
nical research, and applied research are needed to 
understand the sources, moderators, and solutions to 
these issues. Only by drawing on multiple disciplinary 
perspectives can we best understand the impacts of 
artificial intelligence on humans’ cognitive skills and 
the future of workplace expertise.
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