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THE BIGGER PICTURE Explainability pitfalls (EPs) are negative effects of AI systems that arise without the
intention to deceive end users. Defining EPs and differentiating them from dark patterns, which, in contrast,
are negative features intentionally designed to manipulate and deceive users, sets the stage for designing
and implementing strategies to safely adopt explainable AI technologies.
SUMMARY

Tomake explainable artificial intelligence (XAI) systems trustworthy, understanding harmful effects is impor-
tant. In this paper, we address an important yet unarticulated type of negative effect in XAI. We introduce ex-
plainability pitfalls (EPs), unanticipated negative downstream effects from AI explanations manifesting even
when there is no intention to manipulate users. EPs are different from dark patterns, which are intentionally
deceptive practices. We articulate the concept of EPs by demarcating it from dark patterns and highlighting
the challenges arising from uncertainties around pitfalls. We situate and operationalize the concept using a
case study that showcases how, despite best intentions, unsuspecting negative effects, such as unwar-
ranted trust in numerical explanations, can emerge. We propose proactive and preventative strategies to
address EPs at three interconnected levels: research, design, and organizational. We discuss design and so-
cietal implications around reframing AI adoption, recalibrating stakeholder empowerment, and resisting the
‘‘move fast and break things’’ mindset.
INTRODUCTION

Engendering appropriate reliance on artificial intelligence (AI) is a

major goal of explainable AI (XAI), a research area that aims to

provide human-understandable justifications for the system’s

behavior.1,2 This is vital because AI systems increasingly power

decision-making in high-stakes domains like healthcare3–6 and

criminal justice.7–9 However, adding AI explainability does not al-

ways guarantee positive effects; there can also be detrimental

ones. Thus, we need to properly understand detrimental effects

of AI explanations—intentional and unintentional ones.

Despite commendable progress in XAI, emerging work has

highlighted detrimental effects of explanations.10–14 For instance,

deceptive practices can be intentionally used to design placebic

explanations (lacking justificatory content) and engender trust in

AI systems.15–17 However, not all detrimental effects are inten-

tional. Despite the designer’s best intentions, AI explanations

can have unintentional negative effects on the end user. In such

cases,what canwedo?What dowecall these unintentional nega-

tive effects in XAI? How might we address them? Unintentional

negative effects of AI explanations are underexplored both

conceptually and practically in XAI.

To address this problem, we introduce and operationalize the

concept of Explainability Pitfalls (EPs), which are unanticipated
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negative downstream effects from adding AI explanations that

emerge even when there is no intention to manipulate anyone.

EPs can cause users to act against their own self-interests, align

their decisions with a third party, or unsuspectingly exploit their

cognitive heuristics. Note that explanations themselves are not

the pitfalls. When AI explanations are added to enhance explain-

ability, it changes the terrain of the XAI design space. This

changed terrain can have unsuspecting pitfalls even when there

are the best of intentions. Examples of these downstream nega-

tive effects include user perceptions like misplaced trust, over-

estimating the AI’s capabilities, and over-reliance on certain

forms of explanations.

EPs are different from dark patterns (DPs), which are a set of

deceptive practices intentionally and ‘‘carefully crafted to trick

users into doing things . They do not have the user’s interests

in mind.’’18 Emerging work showcases how DPs in XAI can

create a false sense of security to trick users to over-trust sys-

tems.19 With roots in user experience design (UX design),20

DPs have been explored in multiple contexts, like games21 and

medical records.22 A major difference between EPs and DPs is

around intentionality—DPs have bad-faith actors intentionally

trying to trick users. The intentionality can not only manifest

from deceptive practices but can also emerge from perverse in-

centives, such as prioritizing product growth and adoption at the
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expense of responsible stewardship. Despite being different,

EPs and DPs are related; you can turn pitfalls into DPs by inten-

tionally setting the traps (to trick the user).

We use the metaphor of ‘‘pitfalls’’ to signal unsuspected or

hidden difficulties or dangers that are not easily recognized. De-

velopers of AI and XAI systemsmight encounter these difficulties

due to lack of information, understanding, or oversight (or a com-

bination). Without the awareness of how to identify and avoid pit-

falls, there are increased risks for end users who may never be

aware of being affected. Moreover, EPs may only be symptom-

atic, thus detectable, after users interact with the explanations,

and there is a misalignment between their behavior and de-

signers’ expectations. This implies a high bar of accountability

for designers to be ‘‘pitfall aware’’ when designing XAI systems

(at first glance, the lack of intentionality in EPs may be misinter-

preted as an exonerating force). Taking the metaphor of pitfalls

further, we can envision navigation strategies to detect and avoid

them. If we are pitfall aware in our navigation of the design space

and aware of the possibility of unanticipated and unintentional

negative effects, we can proactively build resilience against the

pitfalls.

The motivation for conceptualizing EPs is not purely theoret-

ical. It is practically motivated: we cannot mitigate the ill effects

of something without detecting it. We cannot detect it without

conceptualizing it. The conceptualization makes things trac-

table, thereby actionable. The motivation is also empirically situ-

ated in emerging work (e.g., Ehsan et al.23) that showcases how,

despite no intentions of deception, unsuspecting negative ef-

fects can emerge from AI explanations. While unintentional

negative effects of technology are not new,24,25 the introduction

of EPs into the discourse in XAI provides essential conceptual

vocabulary and practical strategies that allow us to address un-

intentional detrimental effects of XAI. The idea of EPs addresses

a timely challenge in the XAI community because it affords us to

not have to cluster all negative XAI effects as ‘‘DPs’’ or face the

oxymoronic implications of unintentional DPs. Existing at the

translational space between HCI and XAI, our contributions are

fourfold.

(1) We highlight an intellectual blind spot in XAI by bringing

awareness to previously unarticulated downstream

negative effects of AI explanations that are uninten-

tional.

(2) We address this blind spot by conceptually introducing

and practically operationalizing the notion of EPs.We pro-

pose pitfall-aware navigation strategies at the research,

design, and organizational levels to build resiliency.

(3) Reflecting on our strategies, we share implications

around reforming AI adoption, recalibrating stakeholder

empowerment, and resisting the ‘‘move fast and break

things’’ mindset.

In the rest of this paper, we operationalize the concept of EPs

through a case study where EPs manifested and were discov-

ered through qualitative analysis of perceptions to AI user expla-

nations. Reflecting on the findings, we then propose formative

strategies to address EPs, followed by sharing design and soci-

etal implications. This paper is not a full treatise of EPs; rather, it

takes a foundational step toward operationalizing the notion

conceptually and practically.
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CASE STUDY: SITUATING EPs

For the case study to situate and operationalize EPs, we choose

Ehsan et al.’s work23 for three main reasons. First, it provides

an example where their qualitative analysis revealed unexpected

negative effects of a particular type of AI explanation on end

users. It showcases how, even when there is no intention to

deceive anyone, negative effects can emerge in ‘‘surprising,

non-intuitive’’ and ‘‘unanticipated ways.’’23 Second, it highlights

how ‘‘merely producing well-designed explanations is not

enough to guarantee people would perceive them as de-

signed,’’23 which can point to origins of EPs. Third, it provides

the what, how, and why of the potential negative effects, which

provides a deeper understanding of EPs. We highlight the

most relevant parts of their findings, reframing them through

the lens of EPs.

This case study investigated how two different groups—peo-

ple with and without a background in AI—perceive different

types of AI explanations. It probed for user perceptions on

three types of AI-generated explanations: (1) natural language

with justification, (rationale-generating robot, blue in Figure 1),

(2) natural language without justification (action-declaring robot,

purple in Figure 1), and (3) numbers that provide uncontextual-

ized transparency into agent’s actions (numerical reasoning

robot, green in Figure 1). For our purposes, to situate the notion

of EPs, we only need to focus on how and why both groups re-

acted to the numbers from the numerical reasoning (NR)

robot (#3).

In the study, participants provided both qualitative and quan-

titative perceptions after watching videos of three robots (AI

agents) using reinforcement learning to navigate a sequential de-

cision-making environment: a field of rolling boulders and flow-

ing lava to retrieve essential food supplies for trapped space ex-

plorers (more details in Ehsan et al.23). Participants were asked

to imagine themselves as space explorers faced with a search-

and-rescue mission where they are trapped inside a protective

dome and must rely on an autonomous robot to reach a remote

supply depot. They cannot control the autonomous robots,

which must navigate a treacherous field of boulders and a river

of lava to retrieve the supplies (Figure 1). Participants could

only see a non-interactive video stream of their activities through

their ‘‘space visors.’’ This non-interactiveness aimed to heighten

their sense of lack of control (and thereby reliance on the robots).

Since the robots took identical actions during the task, partici-

pants were asked to pay special attention to the only differenti-

ating factor, which in this case is the way each robot explained

its actions by ‘‘thinking out loud.’’ The NR robot (the relevant

one for this paper) ‘‘thinks out loud’’ by simply outputting the nu-

merical Q values for the current state (Figure 1). Q values26 can

provide some transparency into the agent’s beliefs about each

action’s relative utility (‘‘quality’’) but do not contain information

on ‘‘why’’ one action has a higher utility than another. Partici-

pants, by design, had no idea about how each robot generated

its expressions; for instance, participants were not informed

that NR’s numbers are Q values. To them, it was just another

different way of explaining the actions. NR was meant to be

used as a comparative baseline. Both groups experienced the

same set of videos in a 2 (groups) by 3 (types of explanations)

factorial design.



Figure 1. Screenshot from23 depicting three robots navigating the task environment and explaining their actions
From left to right, the robots and their colors are as follows: rationale generation (blue), action declaring (purple), and NR (green). In the screenshot, each robot is
taking the same action, but the robots are explaining it differently. The focus in this paper is the NR robot, used as a foil against two other robots, with natural
language explanation strategies.
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In terms of findings, both groups had unwarranted faith in

numbers but demonstrate it to different extents and for different

reasons. See Ehsan et al.23 for a detailed description of data

collection and analysis. To illustrate the reasons behind the ef-

fect, the authors use cognitive heuristics (rules of thumb or

mental shortcuts), which leads to biases and error if applied

inappropriately.27–29 They elucidate how different heuristics of

people with different AI backgrounds can lead to undesired

outcomes.

For the AI group, the presence of numbers triggered heuristic

reasoning that associated mathematical representations with a

logical algorithmic thinking process even though they could

‘‘‘not fully understand the logic behind [NR’s] decision making.’

(A43).’’23 Contradictorily, they voted the least understandable

robot (NR) to be more intelligent! To them, ‘‘‘Math [. had] an

aura of intelligence’, which ‘made the NR robot feel smarter’

(A16, A75).’’23 Not only did they over-value numerical represen-

tation, but this group also viewed numbers as potentially action-

able even when their meaning was unclear. Actionability refers to

what one might do with the information in terms of diagnosis or

predicting future behavior. Many highlighted that even if they

could not ‘‘make sense of numbers right now, [they] should be

able to act on them in the future (A39).’’23 We should critically

ask: how actionable are NR’s numbers? As highlighted before,

Q values cannot indicate the ‘‘why’’ behind the decision. These

numbers do not allow much actionability beyond an assessment

of the quality of the actions available. That is, despite a desire to

correct errors, having the numbers on hand would not help them

determine the cause of failures that could be corrected. Instead,

they engendered over-trust and misplaced assessment of the

robot’s intelligence.

For the non-AI group, the very inability to understand complex

numbers triggered heuristic reasoning that NR must be intelli-

gent. NR’s ‘‘‘language of numbers’, because of its ‘cryptic

incomprehensibility’, signaled intelligence (NA6, NA1).’’23 Given

that NR’s numbers were inaccessible, the non-AI group never

posited actionability. They did not exhibit any intent to fix the

robot or use the numbers to diagnose its behavior. Note that

this line of reasoning is different from the AI group’s heuristic,
which posited a future actionability (despite lack of understand-

ability).

The authors underscore the unexpected nature of these nega-

tive effects. For either group, they did not anticipate that unla-

beled, seemingly incomprehensible numbers would increase

trust and assessment of the agent’s intelligence. Moreover,

they presented ‘‘the Q-values in good-faith.’’23 What if these

numbers were manipulated? Imagine bad-faith actions exploit-

ing these pitfalls to manifest DPs; for instance, an XAI system

that explains in (manipulated) numbers (to induce trust). Given

the heuristic faith in numbers, it can induce over-trust and incor-

rect perceptions of the system. Operationalizing the concept of

EPs, this case study showcases how unanticipated negative ef-

fects (i.e., over-reliance on numbers) can arise even when there

are the best of design intentions.

NAVIGATION STRATEGIES FOR EPs

Given their nature, it is unlikely that we can completely eliminate

EPs. Recall the uncertainty around EPs, just because they exist

does not guarantee the downstream harms will happen. We do

not yet know enough to predict when, how, and why a given AI

explanation will trigger unanticipated negative downstream ef-

fects. While we are vulnerable to pitfalls, and there is no silver

bullet solution, we can increase our resiliency by adopting

pitfall-aware strategies—proactive and preventative measures

that help us understand where pitfalls tend to be found, how

they work, and how they can be avoided. To expand on the pitfall

metaphor, we want to probe the areas (‘‘grounds’’) of the expla-

nation design space (where pitfalls are likely to occur) to increase

our likelihood of being on sturdy ground. We can be pitfall aware

in our approaches at three interconnected levels: research,

design, and organization.

At the research level, we need to conduct more situated and

empirically diverse human-centered research to obtain a refined

understanding of the stakeholders1,30 as well as the dimensions

of explanations that affect different stakeholders in XAI.23 This is

because pitfalls become symptomatic—and thereby identifi-

able—when downstream effects (like user perceptions on AI
Patterns 5, June 14, 2024 3
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explanations) manifest. For instance, the case study reviewed in

the prior section revealed that different AI backgrounds in end

users can trigger the same pitfall (over-trust in numbers) but for

different heuristic reasons.

Without running the study, these pitfalls could not have been

identified. Fortunately, the case study was a controlled lab exper-

iment and not a real-world deployment, which limits the potential

harm done by EPs. However, the exploration in the case study re-

vealed an important blind spot around the divergent interpreta-

tions of explanations based on one’s AI background. Building

on these insights, we can do further research on a range of

relevant areas. For instance, how combinations of user character-

istics (e.g., educational and professional backgrounds) impact

susceptibility to EPs, how different heuristics can combine to

manifest harmful biases, and how different users appropriate ex-

planations in unexpected manners. For further guidance on what

human-centered research might look like in XAI and how to do it,

we can draw from the domain of human-centered XAI (HCXAI) that

has outlined a robust research agenda bridging methods from

human-computer interaction (HCI) and theory from critical AI

studies.31–35 Taking a pitfall-aware mindset in these explorations

can generate actionable insights about how end-user reactions

to AI explanations may diverge from designer intentions.

At the design level, we seekdesign strategies that are resilient to

pitfalls. One possible strategy can be to shift our explanation

design philosophy to emphasize user reflection (as opposed to

acceptance) during interpretation of explanations. Recent HCXAI

work has also advocated for conceptualizing ways to foster trust

via reflection.31 In termsoforigins,somepitfallsareaconsequence

of uncritical acceptance of explanations. Langer et al.36 point out

that people are likely to accept explanations without conscious

attention if no effortful thinking is required from them. In Kahne-

man’s dual-process theory27 terms, this means that if we do not

invoke mindful and deliberative (system 2) thinking with explana-

tions, we increase the likelihood of uncritical consumption. To

trigger mindfulness, Langer et al.36 recommend to design for

‘‘effortful responses’’ or ‘‘thoughtful responding.’’ To help with

mindfulness, we can incorporate the lenses of seamful design,37

which emphasize configurability, agency, appropriation, and reve-

lation of complexity.38 Seamful design is the complement of the

notionof ‘‘seamlessness’’ incomputingsystems37–39andhascon-

ceptual roots in ubiquitous computing.37

The notion of seamfulness aligns well with XAI because (1) AI

systems are deployed in what Vertesi calls seamful spaces,40

and (2) the approach can be viewed as a response to ‘‘seamless’’

black-boxed AI decisions with ‘‘zero friction’’ or understanding. In

terms of form and function, seams strategically reveal complex-

ities and mechanisms of connection between different parts

while concealing distracting elements. This notion of ‘‘strategic

revealing and concealment’’ is central to seamful design because

it connects formwith function.38 Understanding such connections

can promote reflective thinking.37 Seamful explanations, thus,

strategically reveal relevant information that augments system un-

derstanding and conceal information that distracts. They shed

light on both the imperfections and affordances of the system,

awareness of which can add useful cognitive friction and promote

effortful and reflective thinking. Examples of seamful explanations

include interactive counterfactual explanations where we prompt

the user with what-if scenarios. In simple terms, counterfactual
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examples can help users decipher unknowndecision-making pro-

cesses by understanding the hypothetical input conditions under

which the outcome changes.41 For instance, what if the AI group

members were prompted to reflect using counterfactual sce-

narios on Q values? Making the counterfactuals explicit can

help the user to be aware of the variability around the system’s de-

cision, which can help build bettermental models of the system.42

Moreover, by facilitating contrastive thinking, counterfactuals

elicit engagement and deliberative thinking,43 which can poten-

tially help navigate around EPs. Recent work on seamful XAI

offers a design process that stakeholders can use to anticipate

‘‘seams,’’ locate them in the AI’s life cycle stage, and leverage

them in a way that boosts user agency and AI explainability.44

At an organizational level, we can introduce educational

(training) programs (e.g., pitfall literacy programs) for both de-

signers and end users. Having an ecosystem perspective is

important because EPs have sociotechnical complexities in

XAI.45 Recent work has shown that literacy of DPs can promote

self-reflection and mitigate harms.46 We can develop EP literacy

programs that empower (1) designers to proactively address

EPs and (2) end users to identify being trapped in pitfalls. These

programs can include simulation exercises using speculative

design47 and reflective design48 to envision ‘‘what could go

wrong’’49 in facets of XAI systems. The programs should

empower designers to critically reflect on problematic organiza-

tional incentives that might be pitfall inducing. For instance, if

there are incentives to prioritize adoption at all costs, these pro-

grams should give agency to stakeholders to resist these incen-

tives to avoid future EPs. Designers can use participatory

design50 with end users to gather effects of potential EPs. While

participatory methods are not a silver bullet, they aim to bring

parity to power dynamics in design where developers do not

necessarily have more voice than other stakeholders. A partici-

patory approach can thus bring diverse voices more equally

into the conversation and highlight blind spots that could have

beenmissed otherwise.44,51–55 They can also utilize case studies

(like ours) to think through the effects of the pitfalls. Insights from

these programs can facilitate the navigation around pitfalls at

both the design and evaluation levels of the ecosystem.

Taken together, these strategies can help us address EPs in a

proactive manner, fostering resiliency against them. These stra-

tegies are neither exhaustive nor normative but take a formative

step toward addressing the EPs.

IMPLICATIONS: DESIGN AND SOCIETAL

The proposed pitfall-aware strategies carry implications at both

design and societal levels. The challenging nature of EPs entails

an increased need for accountability and consideration of impli-

cations from stakeholders across the XAI pipeline (researchers,

practitioners, and organizational leaders). Here, we reflect on im-

plications around three areas: reframing AI adoption, recalibrat-

ing stakeholder empowerment, and resisting the ‘‘move fast and

break things’’ mindset. The implications are informed by Agre’s

critical technical practice,56,57 a design philosophy that pro-

motes a self-reflective outlook; for the foreseeable future, work

around EPs can benefit from a ‘‘split identity’’ where we simulta-

neously (1) push the boundaries of pitfall-aware strategies and

seamful explanations while (2) reflexively work on our intellectual
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blind spots. Adopting such an identity balances design (action)

and reflection when we think of implications.

Reframing AI adoption
A pitfall-aware (like seamful explanation) design mindset can re-

frame our thinking around trust building and AI adoption, which

have upstream (e.g., research) and downstream (e.g., industry

practices) implications. There is an oft-unspoken yet dominant

assumption that connects adoption with acceptance, where

we view AI adoption emerging from user trust, which, in turn,

emerges from user acceptance.31 Exemplified by multiple tech-

nology acceptance models (e.g., TAM58 and UTAUT59), accep-

tance is seen as a core tenet of trust building (thereby adoption).

Given this assumption, there is often an uncritical push toward

trust building without asking a fundamental question: is the AI

worthy of our trust? Moreover, we should critically reflect: is

acceptance the only way to build trust and get adoption? How

would we, in a human-human relationship, feel if we are told

the only way to trust the other party was exclusively through ac-

cepting whatever they said? There are many ways to build trust.

In XAI, the principles of reflective HCXAI suggest diverse founda-

tions for trust building, such as healthy skepticism from informed

users, awareness of variability of around system decisions, and

knowledge of what the AI cannot do (as opposed to the typical

what the AI can do).

Connected with the ethos of going beyond user acceptance,

pitfall-aware strategies such as seamful explanation design can

catalyze a mindset shift that emphasizes critical reflection during

AI explanation interpretation (as opposed to unmindful accep-

tance). Thus, being pitfall aware diversifies our ways of building

trust while minimizing the propensity of unmindful acceptance of

AI, which, in turn, can mitigate pitfalls such as over-trust (or reli-

ance). Opting to promote reflection in the user can begin the pro-

cess of defamiliarization from acceptance-first approaches, re-

framing the discourse around AI adoption. Such mindset shifts

in AI adoption have cascading societal ripple effects at both up-

stream (e.g., research) and downstream (e.g., industry practices)

levels. For instance, if an organization embodies a critically reflec-

tive AI adoption mindset (as opposed to an acceptance-driven AI

adoption one), then it could mitigate perverse organizational in-

centives, such as prioritizing growth and adoption at all costs.

This can reflexively catalyze a change in organizational culture to-

ward responsible and accountable AI governance. Note that we

are not advocating to eliminate building trust via acceptance;

rather, we are encouraging reforms that go beyond acceptance.

More importantly, reflection and acceptance are not mutually

exclusive and can work in tandem with each other. Reforming

the dialog around AI adoption and trust building promotes our re-

silience against detrimental pitfalls like over-estimating (or hyping)

AI capabilities, which has cascading societal implications around

holding these systems accountable.

Recalibrating stakeholder empowerment
Being pitfall aware implies that we cannot afford to treat explain-

ees (users) as passive members in the design space, which has

implications on stakeholder empowerment and voice. Recall that

EPs are downstream effects, emerging after users interpret ex-

planations. Thus, if we do not incorporate the voices of users

as active partners in XAI design and evaluation, then we are un-
likely to effectively address pitfalls. This is a shift in perspective

from one that treats explanations as a one-directional informa-

tion transfer to one that views explanations as a co-constructed

meaning-making activity.60–62 Given that EPs are also hard to

proactively identify, we are unlikely to succeed with a one-shot

(one-and-done) explanation design approach. We need an itera-

tive approach that allows insights from evaluation to feedback to

design. We can accomplish this using an ‘‘AI life cycle’’ perspec-

tive, one that weaves in relevant stakeholders at different AI

touchpoints in the pipeline.52 Our proposed strategies offer

ways to activate user agency, like developing pitfall literacy pro-

grams, in a participatory manner. Improving user agency in the

process also aligns with a core goal of explainability—informed

actionability. Explanations are useful when they are actionable

(what can one do with the information), and even more so

when the actionability is informed. Through the training pro-

grams, stakeholders can become informed. Informing stake-

holders alone might not guarantee perfect decision-making,

but it can improve decision-making. Combined with their

improved agency, their informed status can improve their action-

ability. Informed user actionability can add to their resilience

around pitfalls, which reinforces their empowerment in the

design space.

Resisting the ‘‘move fast and break things’’ mindset
An EP-aware XAI strategy advocates to move steadily and criti-

cally reflect. It is a departure from the ‘‘move fast and break

things’’ (MFBT) mindset,63,64 one that has had problematic con-

sequences in shaping our notions of innovation.65 Mindful and

measured EP-aware interventions can provide checks and bal-

ances against the short intervention-to- application AI cycle

(often catalyzed by an MFBT mindset). These checks and bal-

ances are important to accommodate the increased account-

ability required of XAI creators and practitioners to address

EPs. Despite the benefits, pitfall-aware steady approaches can

face tensions in organizational environments around sustainable

implementation. Practitioners in organizational environments

can face ‘‘market’’ pressures that disincentivize measured ap-

proaches.

To resist the MFBT mindset and combat short-term thinking,

we can focus on the costs of not being accountable stewards

of technology. AI systems today are powerful; when misused,

they can amplify systemic inequities and discriminatory prac-

tices.66,67 Even if organizations might not be intrinsically

motivated to do social good, monetary and legal costs are

good motivators to promote accountability. Engaging stake-

holders, especially leadership, in activities around ‘‘what could

go wrong?’’49 can promote practices that resist the MFBT mind-

set. The cost of a scandal that destroys user trust or a lawsuit is

high. We can engage stakeholders (e.g., leadership) using sce-

nario-based design55,68 activities (like Tarot Cards of Tech69) to

envision plausible futures and pitfalls in a holistic manner. For

instance, thinking through the question ‘‘what’s the worst news

headline you can imagine about your product?’’ can provide

generative thoughts that make a strong case for measured EP-

aware strategies. Cost-benefit analyses70 and algorithmic

impact assessments71 from these scenarios can also quantify

the negative effects, which can incentivize long-term and sus-

tainable measures. While there will be friction as we steer away
Patterns 5, June 14, 2024 5



ll
OPEN ACCESS Perspective
from the MFBT mindset, the aforementioned mechanisms can

assist in our journey toward a paradigm where we move steadily

and ask the right questions.
LIMITATIONS AND FUTURE WORK

This paper begins a cross-disciplinary dialogue around the unin-

tended downstream negative effects of AI explanations by intro-

ducing the notion of EPs. Given the formative nature of our work,

there are limitations that scope the coverage of our insights. We

acknowledge and encourage future work to further refine our

ideas around EPs. To that end, we propose three research ques-

tions that have emerged from our work. (1) How can we develop

a taxonomy of EPs to better diagnose and mitigate its negative

effects? (2) How might we use seamful explanations to account

for the temporal evolution of pitfalls? (3) How might we assess

the impact of training programs to mitigate the effects of pitfalls?

For future refinements around EPs, we are guided by Agre’s

critical technical practice56,57 and the idea of a ‘‘split identity’’

that simultaneously (1) push the boundaries of pitfall-aware stra-

tegies and seamful explanations while (2) reflexively work on our

intellectual blind spots. By operationalizing EPs, we begin the

design journey. Now we seek to learn from and with the HCI

and AI communities through foundational and applied research

to further develop the conceptual and practical facets of EPs.
CONCLUSIONS

Being able to appropriately classify negative impacts of AI expla-

nations is crucial to making XAI systems safe and reliable. By

starting the conversation about EPs, this paper brings conscious

awareness to the (previously unarticulated) possibility of unin-

tended negative effects of AI explanations. By broadening the

scope of harmful effects in XAI, EPs expand the dialog that has

already started around DPs. The operationalization of EPs and

proposed mitigation strategies provide actionable insights that

can improve accountability and safety in XAI systems. We

believe that further understanding where, how, and why unin-

tended pitfalls reside in the design space of XAI can lead to

improved safety and user empowerment in AI systems.
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