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The authors emphasize diversity, equity, and inclusion in STEM education and artificial intelligence (AI)
research, focusing on LGBTQ+ representation. They discuss the challenges faced by queer scientists,
educational resources, the implementation of National AI Campus, and the notion of intersectionality. The au-
thors hope to ensure supportive and respectful engagement across all communities.
Introduction
The history of science has highlighted

the consequences of excluding minorities

and women from clinical research. For

example, up until 1994, women were not

adequately represented in clinical trials for

being perceived as more biologically

complicated than men, which resulted in

less generalizable knowledge and inade-

quate treatment options. Today, the

misuse of sex and gender in health

research leads to an incomplete scientific

understanding of the relationship between

one or both of those attributes and health

outcomes (e.g., breast cancer) and thus

insufficient medical care and health ineq-

uities.1 While assuming a gender and sex

binary has been a convenientmethodolog-

ical decision, it fails to capture the true

complexity of gender and sex identities.

Statistics has been regarded as the

grammar of all science, giving meaning to

the underlying data. As machine learning

(ML) and artificial intelligence (AI) technolo-

gies are increasingly being incorporated

into clinical care and research, special

attention should be given to addressing

how such misrepresentations impact

models and patients. Whether through

traditional statistical modeling, ML, or AI,

misrepresentation of data can yield

misleading and potentially harmful conclu-

sions.2 At the root of the issue, the erasure

of gender and sex diversity in STEM

(science, technology, engineering, and

mathematics) education inevitably bleeds

into clinical research methods and thereby

statistical, ML, and AI models. Moreover,

LGBTQ+ (that is, lesbian, gay, bisexual,

transgender, queer, and more) scientists
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are underrepresented in the biomedical AI

communityandSTEMmorebroadly,which

can stifle scientific innovation.3 In addition

to the known benefits of diverse groups

for scientific problem solving, excluding

scientists based on protected attributes

such as sexual or gender identity can cost

the scientific community great minds.

Throughout history, queer scientists,

such as Alan Turing, have contributed

monumental scientific innovations that

have set the stage for modern develop-

ments. As the father of theoretical com-

puter science and the inventor of the first

modern computer, Alan Turing was prose-

cuted for his queer identity and later died

of cyanide poisoning at just 41 years old.

While there have been great improvements

in encouraging greater inclusivity of

LGBTQ+ in biomedical AI and STEMmore

broadly, many queer scientists continue

to face career limitations, harassment, so-

cial exclusion, and discrimination.3 There-

fore, the remaining sections argue that the

research community should (1) foster an

environment that encourages and wel-

comes scientists from the LGBTQ+ com-

munity to engage with and lead biomedical

andAI researchand (2) encourageall scien-

tists to take initiative in advancing our un-

derstanding of LGBTQ+ health issues.

Needs and strategies for LGBTQ+
inclusion in STEM education and AI
research
Assessing needs and improving

visibility

The LGBTQ+ community is often referred

to as an invisible minority in STEM. A

sparse collection of sexual orientation or
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gender identity information contributes

to this invisibility as a result of historical

bias against LGBTQ+ individuals and het-

eronormative stereotypes. In AI health-

care research, the lack of comprehensive

surveys about gender and sexual identity

makes it challenging to estimate the num-

ber of LGBTQ+ individuals and address

healthcare inequities. Collecting and

analyzing data that support cultural and

identity information while maintaining sci-

entific rigor is essential. In addition to data

collection, we also recommend assessing

the performance of AI models to ensure

health equity for LGBTQ+ individuals.

For example, the health equity assess-

ment for machine learning framework4 en-

sures AI tools are fair in health outcomes.

It focuses on identifying factors linked to

health inequities and setting performance

metrics directly related to health equity to

evaluate the fairness of AI models.

To establish inclusive environments in

biomedical researchand increaseLGBTQ+

representation in STEM, we must first un-

derstand the current representation of

queer individuals in the field by enhancing

data collection practices. We strongly

encourage clinicians and researchers to

identify the specific needs of the LGBTQ+

community and advocate for their inclusion

in healthcare and AI research.

Policies

We recommend reviewing policies to

ensure inclusivity. For example, imple-

menting pronoun inclusion policies can

help remove communication barriers,

recognize diverse gender identities, and

promote inclusivity. The Trevor Project

National Survey (https://www.thetrevor
he Authors. Published by Elsevier Inc. 1
ommons.org/licenses/by-nc-nd/4.0/).
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project.org/survey-2024/) has shown that

about 66% of LGBTQ+ youth use pro-

nouns outside of binary options.Moreover,

manySTEMorganizations, such as the Eu-

ropean Molecular Biology Laboratory,5

have started to increase the representation

of LGBTQ+ individuals in leadership

positions, advisory boards, and speaker

panels. These initiatives not only

encourage LGBTQ+ individuals to lead

research efforts but also provide individ-

uals with visible pathways to success in

STEMcareers.Policy revisioncanhelp fos-

ter inclusion and address disparities faced

by LGBTQ+ individuals in STEM.

LGBTQ+ inclusion in STEM

education

With proper education and training that

encourages awareness of allyship prac-

tices, scientists will be better equipped

to support their colleagues with diverse

sexual orientation, gender identities, and

expressions. Through a systematic litera-

ture review and inductive thematic syn-

thesis, Wright and Delgado6 proposed a

framework for creating gender and sexual

diversity-inclusive STEM curricula. Partic-

ularly, this framework would encourage

educators to do the following:

(1) Challenge heteronormativity. Pop-

ular biology textbooks often frame

sexuality in terms of reproductive

success, conflate gender and sex,

and imply a sex and gender binary

model. Educators can encourage

students to interrogate assump-

tions of a gender binary and opt

to use gender-neutral language in

the classroom.

(2) Center the curriculum on advancing

social justice, which requires legiti-

mizing the experiences of queer

people. Educators can support

transgender students in biology by

incorporating a diversity statement

affirming the faculty member’s sup-

port or asking students to provide

their preferred pronouns.

(3) Reaffirm the complexity of identi-

ties. Specifically, that identity is a

fluid, intersectional construct influ-

enced by both biological and

nonbiological factors.
Acknowledging intersectional

identities

Intersectionality iscrucial for fostering inclu-

sive environments. Originally described by
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Crenshaw,7 it recognizes that Black

women, for example, face specific forms

of discrimination that Black men or White

women might not. Applying an intersec-

tional lens fosters inclusive environments

by understanding these varied experiences

and identifying opportunities for improve-

ment. This is particularly crucial for

LGBTQ+ individuals, as it acknowledges

how race, gender, sexual orientation,

disability, and other factors intersect to

shapeuniqueexperiencesofdiscrimination

andprivilege.8 Inaddition to therecommen-

dations put forth by Wright and Delgado,6

embracing intersectionality in biomedical

and AI research involves establishing inclu-

sive AI training programs that support

LGBTQ+ participation and retention.

LGBTQ+ inclusion in AI research

AI now pervades numerous aspects of

everyday life, including healthcare and

bioinformatics. As such, every individual

and community will be impacted. Howev-

er, the impacts ofAI arenot uniformacross

communities. AI models learn from

massive amounts of training data that

often have encoded in them systematic

biases and social norms. These biases

and norms are learned and perpetuated

by AI, increasing the risk of harm for

marginalized groups.9 Specific to the

LGBTQ+ community, cis- and heteronor-

mativity (‘‘cishet’’) are deeply ingrained in

natural language and other data used to

train models. In healthcare, LGBTQ+ indi-

viduals are underrepresented or misla-

beled in health data, which can negatively

impact patient outcomes. Techniques to

improve model performance for queer in-

dividuals can include prompt engineering,

fine-tuning, or diversity-informed model

development (e.g., deciding how to

encode gender in prediction models).

However, queer issues are grossly

ignored in the AI domain and STEM more

broadly. To increase and maintain

LGBTQ+ representation in AI, we suggest

inclusiveAI education asamedium to inte-

grate queer perspectives and active

participation in the model development

process as well as encouragement for all

AI scientists to learn about queer issues

to move away from the ‘‘cishet’’ baseline.

Existing resources for LGBTQ+
inclusion in STEM education and AI
research
The availability and visibility of LGBTQ+

STEM educational and professional re-
sources can serve to shape the attitudes

and behaviors of both LGBTQ+ and the

general scientific community. This in-

cludes promoting inclusivity and diversity

in field membership as well as promoting

awareness of unique LGBTQ+ challenges

impacting AI research. Further, inte-

grating intersectional approaches into AI

education is crucial.

There are multiple educational re-

sources available to help build a more in-

clusive community in STEM. Conferences

are great venues for professionals to con-

nect and discuss new policies. For

example, the Grace Hopper Celebration

is the world’s largest gathering for women

and non-binary technologists, offering

a combination of technical sessions

and career sessions. Unlike traditional

research-focused conferences, theGrace

Hopper Celebration offers round-table

discussions and networking events

tailored for LGBTQ+ professionals and

allies. Similarly, the Annual Biomedical

Research Conference for Minoritized Sci-

entists is a premier conference for histor-

ically excluded communities in STEM. It

provides a platform for scientists to share

their research achievements at all career

stages. The Tapia Conference promotes

and celebrates diversity in computing,

bringing together individuals from diverse

backgrounds, including those with dis-

abilities or of different genders, ethnic-

ities, and races. All these conferences

provide travel awards or scholarships to

LGBTQ+ individuals and historically un-

derrepresented trainees.

Professional associations also offer

educational resources and networking

opportunities for LGBTQ+ individuals in

AI. Queer in AI (https://www.queerinai.

com/), for instance, aims to raise aware-

ness of queer issues in AI. The organiza-

tion provides essential resources,

including a dedicated Queer in AI Safety

Team to address any member’s experi-

ence of harassment or hostile behavior,

as well as guidelines to ensure virtual con-

ferences are queer friendly. Queer in AI

also hosts social events, advocacy ef-

forts, and workshops in major computer

science conferences such as the Interna-

tional Conference on Machine Learning

and the North American Chapter of the

Association for Computational Linguis-

tics. Other organizations, such as Out in

STEM (https://www.ostem.org/) and Out

to Innovate (https://noglstp.org/), formerly

https://www.thetrevorproject.org/survey-2024/
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known as the National Organization of

Gay and Lesbian Scientists and Technical

Professionals, focus on fostering inclusiv-

ity in STEM. Out in STEM empowers

LGBTQ+ individuals in STEM through

networking opportunities, mentorship,

and resources. Out to Innovate provides

professional development, networking,

and peer support to LGBTQ+ individuals

in STEM and allies.

Inclusivity at the National AI
Campus
The National Al Campus is a project-

based training program aiming to make

AI accessible to a broad community.

Since its establishment in 2018, the pro-

gram has fostered learning collaboration

between faculty, physicians, postdocs,

research staff, and students from high

school to graduate levels. The program

is free and provides an introductory expe-

rience in AI/ML to people from diverse

educational, ethnic, gender, racial, and

socioeconomic backgrounds. The Na-

tional AI Campus currently collaborates

with 21 historically black colleges and uni-

versities and diverse academic programs

across the US.

At the Cedars-Sinai Medical Center, we

have adapted the national program to

emphasize a greater diversity of partici-

pant degrees and training experience,

with a stronger focus on biomedical pro-

jects (https://cedars.nationalcampus.ai/).

For example, we offer projects that use

AI to predict disease outcomes or

develop a more reliable and efficient

screening method for bladder cancer.

The Cedars-Sinai AI Campus warmly wel-

comes participants from any academic

background or specialty and any level of

experience. By implementing an inclusive

AI training program, the Cedars-Sinai AI

Campus fosters a highly interactive envi-

ronment where everyone can learn from

each other. Beyond inclusivity, this pro-

gram could be further extended to bring

practical awareness to LGBTQ+-related

issues and challenges by developing or

inviting proposed AI/ML projects that

specifically tackle LGBTQ+ health and/or

analytical challenges.

Summary: Challenges and
opportunities
Clearly, challenges remain for LGBTQ+

inclusion in STEM education and AI

research. For example, the lack of a stan-
dardized LGBTQ+ curriculum hinders ef-

forts to integrate respective topics into

coursework. Additionally, there may be

resistance or lack of awareness among

educators and institutions about the

importance of LGBTQ+ inclusion. Limited

funding or incentives for LGBTQ+ initia-

tives can also make it difficult to develop

and maintain comprehensive educational

programs.

However, there are opportunities for

collaboration and partnership to help

overcome these challenges. Academic in-

stitutions can collaborate with LGBTQ+

advocacy organizations to develop

inclusive curricula and training materials.

Industry partnerships can provide real-

world applications and case studies that

demonstrate the relevance of LGBTQ+ in-

clusion in AI. Moreover, fostering allyship,

support networks, and LGBTQ+ role

models and mentors within STEM fields

is crucial. By promoting inclusive environ-

ments and advocating for LGBTQ+ repre-

sentation, allies can help create a more

welcoming and supportive community

for LGBTQ+ individuals in STEM,

leading to a more diverse and inclusive

AI workforce and, subsequently, more

innovative and equitable technological

advancements.
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