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ABSTRACT: This roadmap reviews the new, highly interdisciplinary research field
studying the behavior of condensed matter systems exposed to radiation. The Review
highlights several recent advances in the field and provides a roadmap for the development
of the field over the next decade. Condensed matter systems exposed to radiation can be
inorganic, organic, or biological, finite or infinite, composed of different molecular species or
materials, exist in different phases, and operate under different thermodynamic conditions.
Many of the key phenomena related to the behavior of irradiated systems are very similar
and can be understood based on the same fundamental theoretical principles and
computational approaches. The multiscale nature of such phenomena requires the
quantitative description of the radiation-induced effects occurring at different spatial and
temporal scales, ranging from the atomic to the macroscopic, and the interlinks between
such descriptions. The multiscale nature of the effects and the similarity of their manifestation in systems of different origins
necessarily bring together different disciplines, such as physics, chemistry, biology, materials science, nanoscience, and biomedical
research, demonstrating the numerous interlinks and commonalities between them. This research field is highly relevant to many
novel and emerging technologies and medical applications.
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1. INTRODUCTION

1.1. Condensed Matter Systems Exposed to Radiation

Condensed matter systems represent the states of matter
typically in either solid or liquid phases. These states of matter
are formed due to the interatomic forces acting within the
system.1−4 The nature of the forces can be different. Often,
they have an electromagnetic origin, although due to the
quantum motion of atoms and electrons therein quantum
phenomena in interatomic interactions play an essential role.
The quantum nature of interatomic interactions under certain
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conditions can lead to the formation of quantum states of the
entire condensed matter system, such as superconducting
phases that can be observed in certain materials at low
temperatures, the ferromagnetic and antiferromagnetic phases
of spins on crystal lattices of atoms, and the Bose−Einstein
condensate observed in ultracold atomic systems.
The nature of condensed matter systems can be very

different, representing animate and inanimate matter, organic
and inorganic, crystal and amorphous materials, glasses, etc.
Biological condensed matter systems include large biomole-
cules, cells, biological media, and entire biological systems,
including organisms. These large groups of condensed matter
systems have different natures, areas of application, and
properties but have many similarities from a theoretical and
computational point of view.5,6 This makes unraveling the
material properties of condensed matter systems a rather
general and fundamental task.
Condensed matter systems can be finite and exist in the

form of clusters, nanoparticles (NPs), and droplets. They can
also be macroscopically large, and in such cases they can be
considered infinite. However, even for an infinite system, one
should distinguish its bulk properties and system properties
arising near the system surface. Interesting phenomena arise at
the interfaces of different condensed matter systems in the
same or different phases.
Condensed matter systems can have different and rather

district geometries, being zero-, one-, two-, or three-dimen-
sional. Concrete examples of the systems include atomic and
molecular clusters, fullerenes, nanotubes, nanowires, graphene,
monatomic layers, nanofilms, etc. A condensed matter system
often possesses some specific properties (thermomechanical,
electromagnetic, optical, etc.) that make it functional and
useful for applications.5,6

The above descriptions demonstrate the existence of many
very different condensed matter systems in nature. Their
number is enormous, indeed practically infinite. However,
despite the large diversity and multiplicity, the interaction of
the condensed matter systems with radiation and radiation-
induced phenomena in condensed matter systems have many
features in common. This roadmap reviews the state-of-the-art
advances in theoretical and computational methods, enabling
an accurate description of numerous condensed matter systems
exposed to radiation and related experimental and techno-
logical developments. Many of the observed phenomena in this
research area are multiscale by nature, i.e., originate from the
interconnected processes occurring at very different temporal
and spatial scales. Hence, understanding these phenomena
requires the adoption of appropriate multiscale theories and
related computational tools, which are discussed below.
1.2. Radiation Modalities

Radiation effects in condensed matter systems can be induced
by the radiation of different modalities, which include photons,
electrons, positrons, ions, neutrons, and other elementary
particles. Typically, these particles are delivered in the form of
a beam. The physical characteristics of the particle beams, such
as energy, intensity, size, emittance, and divergence, as well as
duration, bunching, fluence, duty cycle, etc., can be very
different. This variety of options for particle beams requires
various approaches to study radiation-induced effects in
different irradiation regimes.7

1.3. Radiation Conditions
The irradiation of condensed matter systems might occur
naturally, for instance, through cosmic rays or the presence of a
natural radiation background. In laboratories, it is usually
delivered by beams of particles of different energies, sizes,
intensities, etc.
At elevated radiation intensities, the condensed matter

systems become highly excited and extreme conditions of their
state (high temperature, pressure, ionization state) can be
created. If a system in such a state is brought into a gas phase,
it turns into a plasma. A detailed discussion of plasma and
related phenomena is beyond the scope of this roadmap,
although many relevant topics and interdisciplinary con-
nections can be identified between the physics discussed in
this roadmap and plasma physics. However, the high-intensity
irradiation regimes resulting in the delivery of large doses of
radiation to the systems are still in the focus of this roadmap.
1.4. Common Features in the Response of Condensed
Matter Systems to Radiation
Despite the huge diversity of condensed matter systems, their
interactions with radiation and related radiation-induced
phenomena have many features in common. The reason for
this is that the number of different radiation modalities is not
so large and the radiation-induced phenomena, defined by the
atomic and molecular processes occurring in different
condensed matter systems, including biological ones, operate
similarly. In this context, one should also mention similarities
in the behavior of the cross sections of various elementary
radiation-induced quantum processes in all the condensed
matter systems. Such similarities generally arise due to a
relatively weak dependence of cross sections on the environ-
ment in which radiation-induced quantum processes occur.
Typically, the cross sections depend only on a limited number
of the relevant physical parameters, and the dependences of the
cross section on these parameters can be established.1 It should
also be noted that the fundamental physical principles and the
related theories describing the radiation-induced processes are
equally applicable to all the various condensed matter systems.
The number of such theories is negligibly small compared to
the number of different condensed matter systems.8

1.5. Multiscale Scenario of Radiation-Induced Processes
The interaction of radiation with matter takes place on time
scales determined by the characteristic interaction time of a
projectile particle with an atom or a molecule.1,9 It might vary
significantly from attoseconds to femtoseconds depending on
the velocity of a projectile and the size of an atom or a
molecule. The interaction of projectile particles with atoms and
molecules induces quantum transformations, such as excita-
tions, ionizations, dissociation, electron attachment, etc. These
transformations occur via corresponding irradiation-induced
quantum processes, the duration of which is relatively short
compared to the entire duration of the irradiation-induced
processes in the condensed matter systems. However, the
initial radiation-induced quantum transformations are followed
by further processes that might span over much larger spatial
and temporal scales than those typical for the initial quantum
processes. For example, irradiation of biological systems may
lead to lasting radiobiological effects, such as cell damage,
DNA repair processes, mutations, cell apoptosis, etc.
Irradiation of organometallic molecules deposited on a surface
with electrons or ions results in their degradation and the
formation of metal clusters, crystals, or nanostructures.
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It is rather common that exposure of condensed matter
systems to radiation triggers a sequence of interconnected
processes (physical, chemical, and biological) that manifest
themselves on different temporal and spatial scales, creating a
multiscale scenario for the final observables induced by the
initial irradiation. This multiscale feature of radiation-induced
processes in condensed matter systems was only understood
relatively recently and elucidated in a number of concrete case
studies.10−18 However, this feature is general and common for
very different types of condensed matter systems and radiation
modalities.
Therefore, understanding radiation effects in the condensed

matter systems requires understanding both the immediate acts
of the interaction of radiation with matter and the behavior of
the matter (in particular its dynamics) over the long periods
after its irradiation. This second and essential part of the
problem is far from being understood and is the subject of
current intensive research and development. Its thorough
discussion is the focus of this roadmap.
The fundamental understanding of all these complex

phenomena is only possible via the inclusive multiscale
approaches that include all the initial-, intermediate-, and
final-stage processes involved. Currently, only a few advanced
multiscale scenarios have been developed in different research
fields.5,6,10−13,15,17,19 Thus, this roadmap aims to harmonize
these advances and facilitate similar development for many
other case studies within the research area defined above.
Further development directions for the theory and related
computational methods for simulating processes at all levels of
the multiscale scenarios and their interfaces are also a focus of
this roadmap. Below, for the sake of clarity, concreteness, and
illustration, let us briefly discuss the three representative case
studies and related examples of multiscale scenarios. They give
specific details to what has been said above in a general way.
1.6. Multiscale Scenarios for Clustering, Self-Assembly,
Structure Formation, and Growth Processes in Condensed
Matter Systems

Clustering, self-assembly, structure formation, and growth
processes represent a group of key phenomena taking place in
nearly all kinds of condensed matter systems, including
biological ones.5,6

The aggregation of atoms and small molecules into clusters,
NPs, and macromolecules and the clustering (or coalescence)
of NPs and biomolecules into nanostructures, nanostructured
materials, biomolecular complexes, and hybrid systems
possessing different morphologies permit the creation of a
wide range of condensed matter systems.20 Examples of these
self-organized systems may include aggregates of metal
NPs,21,22 nanofilms,23,24 nanotubes,25−27 nanowires,28−30 func-
tional nanocoatings,24 nanofractals,31−35 and many other
ordered or disordered nanostructures with characteristic
structure and properties. Some of these systems have been
synthesized only recently and have become the subject of
intensive investigations due to their unique structural, optical,
magnetic, thermomechanical, or thermoelectrical properties,
with the potential to be utilized in a variety of important
applications.20 Clustering, self-organization, and structure
formation are general phenomena manifesting themselves
over very different levels and scales of matter organization or
self-organization; thus, they are also relevant to numerous
dynamical systems studied by other natural sciences. They
appear in many different areas of research: astrophysics,

physics, chemistry, biology, materials science, nanoscience,
neuroscience, and even technology (clustering in wireless,
computer, or windmill networks, etc.). Although there are
many examples of these processes, their mechanisms and
driving forces are often not well understood.5,6,36

Apart from the fundamental value of understanding the
aforementioned processes, this knowledge is also highly
relevant to the key problems of modern technology. An
important example of a related technological process concerns
the manufacturing of nanostructures, nanosystems, and
nanomaterials. The goal can be achieved by two conceptually
different approaches.37 The “top-down” approach deals with
different techniques enabling the production of smaller
nanostructures by breaking down larger pieces of material.
The “bottom-up” approach typically relies on the self-assembly
of atoms, molecules, and clusters into larger nanostructures,
nanosystems, and nanomaterials.
The so-called “bottom-up” approach is driven mainly by the

diffusion, reaction, and self-organization processes involving
dynamics of the system on rather different spatial and temporal
scales. These processes originate from the diffusion of
individual atoms and molecules within the system. The
quantum interactions of atoms and molecules with their
neighbors occur at the characteristic distances of several
angstroms and on subfemtosecond to femtosecond temporal
scales. However, the characteristic time scales for the diffusion
processes of atoms and small molecules in a condensed matter
system are orders of magnitude longer, depending on the
phase, atomic composition, and temperature of the condensed
matter system or interface considered. The time scales for the
self-assembly processes in a condensed matter system are
much longer, reaching seconds, minutes, and longer. The
spatial scales of such processes are comparable with the size of
an entire system, which can be macroscopically large.
The “bottom-up” approach for the controllable, reprodu-

cible, and industrially viable fabrication of nanosystems with
desirable morphology and properties can be realized through
various atomic, molecular or cluster deposition processes with
the follow-up self-assembly of deposited species into the
desired nanostructures.38,39 Among many different deposition
techniques and characteristic patterns of deposited species on
surfaces, the nanofractal shapes are among the most studied
ones5,6,31,36,40 because the physics of fractals is of general
nature with research interest and technological importance.
Here, we briefly discuss the formation, growth, and evolution
of nanofractal structures that can be created on surfaces in the
course of atomic, molecular, or cluster deposition processes as
an exemplar case study elucidating the multiscale nature of
structure formation and the dynamics of such systems.
As explained above and observed in numerous experi-

ments,32,41−43 nanofractal formation in the course of surface
deposition processes, growth, and evolution involves the
dynamics of an enormous number of atoms on time scales
that are far beyond the current limits of quantum mechanical
and even classical molecular dynamics (MD) simulations.
However, the fractal dynamics can be understood through the
multiscale approach. Such an approach invokes quantum
mechanics to describe parameters of interatomic potentials
utilized as inputs for MD simulations. The MD simulations
provide a set of validated parameters for models based on
stochastic dynamics.16 Using stochastic dynamics, one can
simulate the structure formation and dynamics of fractal
systems up to macroscopically large spatial scales and the
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related temporal scales defined by the performed experi-
ments.15,16,34,35

Figure 1 depicts the key elementary processes that are
crucial for the formation, evolution, and fragmentation of

nanofractals. The described multiscale scenario and the
corresponding multiscale approach can explain and quantify
the major experimental observations on the formation and
evolution of fractal systems, as well as their morphology and
properties.15,16,33−35

This illustrative example represents a large class of systems
and dynamical processes that can be understood by employing
simulations carried out on the basis of the multiscale approach
interfacing quantum and classical MD with stochastic
dynamics.
1.7. Multiscale Scenario for Radiation-Driven Processes
The second illustrative example of a multiscale scenario
concerns radiation-driven processes. Such case studies attempt
to use radiation as a tool for the fabrication of condensed
matter systems with desired structures and properties with
nanoscale resolution. The importance of such processes for
nanotechnology was briefly discussed in section 1.6. Such
technologies are relevant to a wide variety of materials and all
radiation modalities.
In the following, let us consider one specific example of

radiation-driven processes, focused electron beam-induced
deposition (FEBID). It continues the discussion of the
“bottom-up” approach for nanofabrication, clustering, self-

assembly, structure formation, and growth processes in
condensed matter systems started in the previous section.
However, let us now consider additionally the possibility of
guiding the structure formation of condensed matter systems
through their irradiation during this process with focused
electron beams. Other radiation modalities (e.g., ions and
photons) can also be utilized44,45 for such applications. They
have many similarities with the example considered here and
thus will not be discussed in any detail below.
As mentioned in section 1.6, controllable fabrication of

condensed matter systems with nanoscale resolution remains a
considerable scientific and technological challenge.46 The
manufacturing of smaller and smaller structures has been the
aim of the electronics industry for several decades since the
smaller the fabricated systems, the stronger the operational
capacity of the nanodevices produced on their basis. Until
recently, the well-known Moore’s law has been delivered
within the semiconductor industry, enabling smaller and
smaller devices to be produced (mainly by the “top-down”
approach), thus improving operational power within a fixed-
size device. However, when the structure size drops below 30
nm, traditional manufacturing methods (e.g., ultraviolet
lithography, plasma etching, and plasma-enhanced chemical
vapor deposition) struggle to meet Moore’s law. Therefore,
there is an urgent need to develop new nanofabrication
methods (which should be based on the “bottom-up”
approach), among which FEBID is one of the most promising,
allowing controlled creation of nanostructures with nanometer
resolution.47 Such methods48,49 exploit the irradiation of
nanosystems with collimated electron beams. These can be
used to create specific structural motifs of metal NPs for
catalytic and nanoelectrochemistry applications;50,51 to fab-
ricate metal nanostructures for sensors, nanoantennas,
magnetic devices, and surface coatings; and to prepare thin
films with tailored properties for electronic devices and other
applications.
The key element of the FEBID multiscale scenario refers to

the irradiation of precursor molecules (usually organometallics,
below called precursors)52 by keV electron beams while they
are being deposited onto a substrate. Electron-induced
fragmentation of the irradiated precursors releases metal
atoms, forming a metal-rich deposit on the surface with a
size similar to that of the incident electron beam (a few
nanometers).45 This phenomenon is multiscale and rather
complex. It involves precursor deposition, diffusion, aggrega-
tion, clustering, and self-organization processes already
discussed in section 1.6. In addition, the FEBID multiscale
scenario must take into consideration adsorption and
desorption processes; ionization, excitation, and fragmentation
of precursors induced by the primary as well as backscattered
and secondary electrons emitted from the irradiated surface;
electron transport in the substrate; processes of system
relaxation after electronic excitation, including energy transfer
from electronic to vibrational degrees of freedom and resulting
thermomechanical effects; and chemical reactions between
various reactive species produced upon system irradia-
tion.13,14,53,54 Moreover, the formation of 2D and 3D FEBID
structures on larger spatial scales involves the movement of the
electron beam (patterning) and multiple irradiations of the
already created structures. Naturally, such processes involve
larger temporal scales. The quantitative description and
characterization of the entire FEBID scenario can only be
achieved within the multiscale approach accounting for a

Figure 1. Main elementary stochastic processes involving atomic
clusters deposited on a surface. (a) Diffusion of a silver cluster Ag488
deposited on a graphite surface, plotting the trajectory of the cluster
center of mass derived from MD simulations. The figure illustrates
that the deposited cluster experiences a random, Brownian-like
motion, which can be parametrized by the corresponding rate of
cluster diffusion Γd, being one of the input parameters for the
stochastic dynamics simulation of such a process. (b) Explanation of
how the long time-scale stochastic motion of an ensemble of
deposited clusters can be parametrized by rates Γd, Γpd, and Γde of the
three elementary stochastic processes describing (i) diffusion of a
cluster over a surface (Γd), (ii) diffusion of a cluster along the
periphery of an island on the surface (Γpd), and (iii) detachment of a
cluster from an island (Γde). (c) Demonstration of how random
deposition of new particles on the surface and accounting for the
aforementioned stochastic processes lead to the formation of the
shown fractal structure. Reproduced with permission from ref 15.
Copyright 2014 Wiley-VCH Verlag.
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complex interplay of the phenomena mentioned above, taking
place on many different temporal and spatial scales.5 Although
the essential initial steps in this direction have been made
recently,5,13,14 complete development remains an important
task for the field. The importance of this task is rather obvious.
The multiscale approach for FEBID may instruct the
technology about choosing optimal nanofabrication regimes
of the FEBID systems with desired properties, e.g., metal
content, mechanical, electric, and magnetic properties.
Typically, FEBID is processed via successive cycles of

precursor replenishment and irradiation stages. A popular class
of FEBID precursors is represented by metal carbonyls
Mem(CO)n

47,55 consisting of one or more metal atoms (Me)
chemically bound to several carbonyl ligands. Metal carbonyls
have been widely investigated experimentally, and much
information on their thermal and electron-induced fragmenta-
tion has been collected.56−66 Particular attention has been
devoted to the structures and properties of these precursors
due to their peculiar structures with strong C−O bonds and
relatively weak Me−C bonds. While the former are relatively
hard to cleave, the latter break easily, typically by a sequential
loss of CO groups once a sufficient amount of energy is
transferred to the molecule.
Until recently, theoretical analysis of FEBID was based on

the Monte Carlo (MC) approach and numerical solutions of
the diffusion-reaction equation. These methodologies provide
the average characteristics of the FEBID structures but cannot
give any molecular-level details. The atomistic approach for
FEBID simulations, capable of providing the atomistic insights
of created FEBID nanostructures, was developed in ref 13.
This approach is based on reactive molecular dynamics
(RMD)67 and irradiation-driven molecular dynamics
(IDMD),13 accounting for the quantum and chemical
transformations within the absorbed molecular system. These
methods are described in sections 3 and 4. The exemplar case
study performed in ref 13 considered the FEBID process of
tungsten hexacarbonyl W(CO)6 on a hydroxylated SiO2
surface. It was performed using MBN Explorer,68 the software
package in which RMD and IDMD were implemented. The
simulation results were verified through their comparison with
experimental data.69

Figure 2 shows a snapshot of a MD simulation13 of the
deposition of W(CO)6 precursors atop the SiO2 substrate,
depicting the initial stages of the irradiation process by an
electron beam (shown by a green semitransparent cylinder). It
is seen that most precursors located inside the irradiated area
experience fragmentation. The rate of this process was
evaluated from the experimental data.69

The atomistic approach for FEBID, RMD, and IDMD
involves the recently developed rCHARMM force field,67

which is discussed in detail in section 3. The rCHARMM force
field requires the specification of several parameters, such as
the equilibrium bond lengths, bond stiffness, and dissociation
energies. Additionally, the dissociative chemistry of precursors
should be defined, specifically including the definition of the
molecular fragments and atomic valences.
1.8. Multiscale Scenario for Radiation Damage to
Biological Systems

The third illustrative example concerns the multiscale scenario
for the radiation damage (RADAM) caused by irradiation of
condensed matter systems with ions, although the basic ideas
discussed here are applicable to different radiation modalities

and different types of materials exposed to radiation. Particular
attention is devoted to the analysis of the irradiation of
biological systems. This example opens an important topic on
how the physical radiation-induced processes are coupled to
biological systems and may lead to large-scale biological effects,
such as cell deactivation, cell mutation, bystander effect, etc.10

This topic is closely linked with biomedical applications of
radiation, such as different kinds of radiotherapies aiming to
irradiate tumor cells for their subsequent destruction and
exploiting different radiation modalities for such purposes.
The multiscale approach (MSA) to ion beam cancer therapy

(IBCT) was suggested more than a decade ago,70 and the first
steps toward developing this approach have been made. The
cited work initiated the development of a phenomenon-based
approach to the assessment of RADAM with ions, being
fundamentally different from any other methods utilized in the
field. The primary goal of the MSA was to understand the
multiscale scenario of RADAM with ions in the language of
physical, chemical, and biological effects. It aimed to relate
initial physical effects of energy loss by projectiles to the
biological effects defining cell inactivation. It is worth stressing
that by its principle the MSA is a nondosimetric approach,
meaning that in the MSA no damage is solely defined by the
locally deposited dose.
The multiscale scenario involves several temporal and spatial

scales. It was shown that the ion energy and, consequently, the
energy of the secondary electrons are essential for defining the
concrete realization of the multiscale scenario. The MSA treats
the relevant physical, chemical, and biological effects within an
inclusive single framework. The scenario begins with the
propagation of ions through the tissue, which is substituted in
most studies with liquid water, since water constitutes about
75% of tissue mass. The dominant process accompanying the
propagation of ions is ionization of molecules of the medium.
It is characterized by a depth−dose curve possessing a
prominent feature known as a Bragg peak. The position of
the Bragg peak depends on the initial energy of ions. In
radiotherapy applications, the initial energy of ions can be

Figure 2. An example of a MD simulation13 of the deposition of
W(CO)6 precursors atop the SiO2 substrate, depicting the initial
stages of the irradiation process by an electron beam (a green
semitransparent cylinder). The interaction of adsorbed precursors
with the primary and secondary electrons emitted from the substrate
leads to precursor fragmentation and the formation of clusters of
tungsten atoms, shown by blue spheres. Reproduced with permission
from ref 13. Copyright 2016 Springer-Verlag.
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varied so that the Bragg peak is placed into the tumor. The
position and profile of the Bragg peak as a function of initial
energy can be obtained analytically10,11,71,72 based on the
singly differentiated cross sections (SDCSs) of ionization of
water molecules with ions. This analytical approach has been
successfully validated by comparing the calculated depth−dose
curve with the results of MC simulations and experiments.73

The developed methodology is practical for the fast evaluation
of the depth−dose curves analysis and can be adopted for
treatment planning.
Further analysis of SDCSs of ionization72,74 has revealed

essential features in the energy spectrum of an ejected
secondary electron on temporal scales from 10−18 to 10−17 s
after the ion’s passage. It was demonstrated that ionized
secondary electrons emitted from molecules into the medium
in collisions with ions have energies below ∼50 eV. More
energetic δ-electrons are kinematically suppressed in the Bragg
peak region. They can be emitted with smaller probabilities in
the plateau region preceding the peak. At energies of ∼50 eV,
electronic transport through the medium occurs ballistically. At
such energies, the cross sections of electronic collisions with
molecules of the medium are nearly isotropic.75 These facts
justified the use of the random walk approximation (i.e.,
diffusion mechanism) to describe the secondary electron
transport. The diffusion equation-based approach was
successfully developed in refs 11, 70, and 76−78.
There are several features of secondary electron transport

relevant for the multiscale scenario of ion-induced RADAM.
(i) In the vicinity of the Bragg peak, the secondary electrons
lose most of their energy within 1−1.5 nm of the ion’s
path. This process ends within 50 fs of the ion’s track.77

The biologically relevant radiation-induced damage,
such as the single- and double-strand breaks (SSBs
and DSBs) in the nuclear DNA, can be caused by
inelastic collisions of secondary electrons with DNA.
Low-energy electrons can also create these lesions via
their dissociative attachment to DNA. All these
processes take place within 3−5 nm of the ion’s track.

(ii) The average energy of secondary electrons in the vicinity
of the Bragg peak is nearly independent of the
projectile’s energy and does not depend on the linear
energy transfer (LET) of projectiles. Most of these
electrons can ionize a few molecules of the medium.71

Therefore, the number of secondary electrons in the
vicinity of the Bragg peak is roughly proportional to the
LET.

(iii) Due to the energy loss by secondary electrons within 50
fs and within 1−1.5 nm of the ion’s track, the so-called
“hot” cylinder is created. There are no means of
immediate or fast transport of this energy away from
the cylinder because heat conductivity and diffusion
occur slowly on the picosecond time scale. Therefore,
the pressure rises within the hot cylinder during the 50−
1000 fs period, which is the characteristic duration of the
electron−phonon coupling processes responsible for the
energy transfer from electronic degrees of freedom in the
system to its vibrational degrees of freedom. The
maximum value of pressure is proportional to the
LET. By the end of this period, a significant collective
flow associated with an induced shock wave starts, given
a sufficiently large LET. Ion-induced shock waves were
predicted by the MSA and have been thoroughly studied

in a series of works, both analytically and computatio-
nally.11,79−87

(iv) A manifold of reactive species is formed from the
molecules ionized by primary projectiles and secondary
electrons. The effect of these reactive species on DNA is
deemed to be more significant than the direct effect of
secondary electrons. Therefore, understanding their
production and transport is vital for the assessment of
RADAM. The initial fraction of reactive species is
formed within 1−2 ps of the ion’s passage, i.e., during
the transport of secondary electrons followed by the
relaxation of molecular excitations and energy transfer to
vibrational degrees of freedom of the system. The
number density of such reactive species may be large
and, in the first approximation, grows linear with the
LET. However, their recombination rates are propor-
tional to the square of their number density. At large
LET values, the recombination of reactive species may
dominate the transport by diffusion, resulting in the
suppression of the number of species that diffuse out of
ion tracks. On the other hand, a strong collective flow
due to an ion-induced shock wave initiated during 1−2
ps after the ion’s passage can propagate reactive species
away from the tracks more effectively than diffusion.
This process reduces the recombination rate of the
initially created reactive species, thus affecting the initial
conditions for the chemical phase.11,77,85

(v) For larger LETs, corresponding to carbon or heavier
ions, the nanoscopic cylindrical shock waves created in
the vicinity of ion tracks become sufficiently strong to
break molecular covalent bonds, including those in the
DNA strands.80 This process provides an essential, and
at very high LET the dominant, contribution to the
nuclear DNA damage in cells irradiated with ions.87

The elements of the MSA described above are related to its
physical part. The analytical methods developed for analyzing
the physical part of the MSA also provide an efficient
methodology for assessing chemical effects. On this basis, a
biological model for cell inactivation, which involves the
concept of a lethal DNA lesion, has been developed.
Introducing the cell lethality criterion, the number of such
lesions per unit length of the ion’s path can be calculated, and
the cell survival probability can be obtained. Two hypotheses
underlie the concept of lethal damage within the MSA: (i) the
inactivation of cells irradiated with ions occurs mainly due to
nuclear DNA damage and (ii) a DNA lesion of a certain
complexity is lethal. The second hypothesis originates from a
series of papers88−92 spanning over three decades. These
papers analyzed simple DNA lesions (such as SSBs or base
damage), DSBs, and complex lesions consisting of a DSB and
several simple lesions. After a series of investigations, it was
postulated that complex lesions consisting of a DSB and at
least two more simple lesions within a length of two DNA
twists are lethal, at least for a normal cell.11,93 This criterion for
cell lethality implicitly includes the probability of enzymatic
DNA repair. This criterion may be modified for different
cancerous cells and some special cell lines.93 Even more
important is that within the MSA, in contrast to other
approaches, each lesion has been associated with an action of
an agent, such as a primary particle, secondary electron, or a
reactive species, or can be caused by high pressure gradients
arising in the medium at the fronts of the nanoscopic
cylindrical shock waves induced by propagating ions. An
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“action” here means that a lesion is caused by one of the
aforementioned processes treated within the MSA that are not
necessarily determined by a particular energy deposition but
instead by many other factors. This feature significantly differs
the MSA from the nano- and microdosimetric approaches used
previously and in most treatment planning models.
With the defined criterion of lethality, the fluence of agents

on a specific DNA segment (located at a given distance from
an ion’s path) is calculated in accordance with the transport
mechanism, taking into account collective flows due to ion-
induced shock waves. The fluences are weighted with
probabilities of chemical processes leading to lesions. The
number of SSBs caused by the direct action of ion-induced
shock waves at a given LET is derived from reactive MD
simulations. Then, the probability of SSBs caused by each
particular mechanism leading to such events and a cumulative
probability of SSBs are derived based on Poisson statistics. The
yield of lethal lesions per unit length of an ion’s path is then
also calculated using Poisson statistics.11,93 It turns out that
this quantity depends on three physical characteristics, namely,
ion fluence, LET, and the dose deposited in the cell nucleus, as
well as on the biological characteristics, such as the genome
size in an irradiated cell. The average length of all tracks
through the cell nucleus can be calculated if two of these
physical characteristics are treated independently, e.g., the LET
and the dose. The yield of lethal lesions per cell could then be
calculated as the product of this length with the yield of lethal
lesions per unit length of the ion’s path. This analysis helps
explain the “overkill” effect, which manifest itself in a decrease
of the biological effectiveness of ionizing radiation at high LET
values. The explanation of this effect is that at high LET, the
energy is deposited into a target cell nucleus by a small number
of ions, and this energy is larger than that needed for cell
inactivation. As a result, high-LET irradiation produces more
DNA damage than actually required, which leads to a

reduction in biological effectiveness.94 The analysis carried
out using the MSA also demonstrates that the yield of lethal
lesions depends on the dose, LET, and oxygen concentration
in the medium. The relative biological effectiveness (RBE) can
also be derived from the calculated cell survival curves. In ref
93, the theoretically established survival curves were
successfully compared with those experimentally obtained for
several cell lines.
The introduced multiscale scenario of RADAM by

ions6,10,11,70 is schematically presented in Figure 3, where
panel (a) depicts a schematic representation of the scenario70

and panel (b) shows an artistic view.11 The figure shows
several pathways leading from the energy loss by a propagating
ion to the cell apoptosis.
1.9. Important Applications in Technology and Medicine

These three illustrative examples demonstrate that multiscale
scenarios can be developed to describe quantitatively the
multiscale radiation-induced processes. From these descrip-
tions, it is evident that the research field is open to many more
investigations of condensed matter systems exposed to
radiation of different modalities aimed at unravelling different
phenomena and their links to relevant applications in
technologies or medicine. Technological applications within
this field of research include such important tasks as
optimization of IBCT and radiotherapies in general, advancing
3D-nanoprinting/controlled nanofabrication, space technolo-
gies for radiation protection, atomistic analysis of RADAM and
degradation of materials, designing new materials, revealing the
nature of radiation-induced biological effects, plasma tech-
nologies, and many more.
The number of concrete case studies in this field of research

and related technologies is rapidly growing. This roadmap
attempts to describe the state-of-the-art achievements in the
field and the main direction of its development, paving the way
to numerous novel challenging multiscale case studies and

Figure 3. Scenario of biological damage with ions: (a) a schematic representation70 and (b) an artistic view.11 Ion propagation ends with a Bragg
peak, shown in the top right corner of panel (b). Panel (b) also shows an ion track segment at the Bragg peak in more detail. Secondary electrons
and radicals propagate radially from the ion’s path, damaging biomolecules (central circle). These reactive species transfer the energy to the
medium within the hot cylinder,79 which causes a rapid temperature and pressure increase inside this cylinder. The emerging shock wave (shown in
the expanding cylinder) due to this local pressure increase may damage biomolecules due to stress (left circle).80,81,83,87 Moreover, the shock wave
also effectively propagates reactive species (radicals and solvated electrons) to larger distances (right circle).11,85,87 The low left corner of panel (b)
shows an image of a cell nucleus, which is crossed by an ion track visualized through foci (visible in the stained cells). The foci arise where DNA
lesions are created and then repaired by enzymes carrying luminescent markers. Unsuccessful repair efforts lead to eminent cell death; an apoptotic
cell is shown in the lower right corner of panel (b). Panel (a) is reproduced with permission from ref 70. Copyright 2009 American Physical
Society. Panel (b) is reproduced with permission from ref 11. Copyright 2014 Springer-Verlag.
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their linkage to important applications in technology and
medicine. Section 6 presents several case studies where the
multiscale approach may be applied.
The following sections of the roadmap paper are organized

as follows:
Section 2 is devoted to the formulation of the main concept

for the multiscale theory and computational modeling of
condensed matter systems exposed to radiation. The five main
stages of the multiscale scenario typical of the related case
studies are presented, and their nature is discussed in detail.
Section 3 gives an overview of the existing theoretical and

computational methods for the description of condensed
matter systems, their irradiation, and the postirradiation
phenomena. Special emphasis is placed on discussing where
and to which systems different methods apply and the ranges
of their applicability.
Section 4 deals with the key issues of the practical realization

of multiscale computational modeling in the research area
covered by this roadmap. Special attention is given to the
interfacing of different scale methods aimed at the theoretical
description and the simulation of multiscale phenomena. The
most advanced and versatile platform for achieving these goals
is currently provided by the MBN Explorer and MBN Studio
software packages. The capabilities of this platform and other
relevant codes and state-of-the-art achievements in the
research area are discussed in detail.
Section 5 is devoted to the discussion of various aspects of

the validation of multiscale theory and simulations of
condensed matter systems exposed to radiation. Relevant
experimental techniques and purely theoretical approaches that
can be used for validation purposes are presented.
Section 6 presents a collection of case studies of multiscale

phenomena. This collection demonstrates that the multiscale
theory and computational methods discussed in this roadmap
can be applied to very different challenging problems in
different research fields.
Section 7 discusses the development of multipurpose

databases in the research area covered by this roadmap. Such
development should facilitate the multiscale computational
modeling and provide the infrastructure for preserving the
knowledge generated by the research community.
Section 8 discusses the theoretical, experimental, and

computational breakthroughs expected in the course of
realizing this roadmap.
Section 9 draws conclusions and an outlook for this

roadmap.
The preprint version of this roadmap was published online

in December 2023.95

2. MULTISCALE THEORY OF CONDENSED MATTER
SYSTEMS EXPOSED TO RADIATION: THE MAIN
CONCEPT

Let us introduce the main theoretical concepts utilized to study
various stages of the multiscale scenario of radiation-induced
processes in condensed matter systems and related phenom-
ena. The description of the entire multiscale scenario requires
the utilization of several methodologies, including those that
enable the interfacing of methodologies that operate in
different spatial and temporal regimes.

2.1. Main Stages of Multiscale Scenarios for Irradiated
Condensed Matter Systems

The dynamical response of condensed matter systems to
irradiation typically involves a cascade of processes, as
discussed in section 1. These processes lead to chemical
transformations of molecules and their reactions, thermome-
chanical and biological transformations of the medium and its
dynamics, various many-body/collective effects, biological
effects, aging, etc., which are triggered by the initial quantum
interactions of the radiation with the system. The temporal
evolution of such cascades of processes involves variations of
different characteristics of the system, such as particle
distributions, energy, and thermodynamic variables (e.g.,
temperature, pressure, etc.) within a system. This evolution
can have very different stages before the system reaches
equilibrium. On even larger scales, it is meaningful to consider
opening the system to larger-scale environments and study the
related larger-scale processes. These stages and the corre-
sponding states of the system can be studied experimentally,
and sets of experiments to characterize different stages of the
scenario are typically stage-specific.
One can find many similarities in the multiscale scenarios for

very different condensed matter systems and radiation
modalities. Indeed, there are characteristic stages that appear
in most of them. Stage 1, radiation-induced quantum
processes, is characterized by initial quantum interactions of
radiation with atoms and molecules and radiation-induced
quantum processes within the system. This is followed by the
stage 2, particle propagation, in which the transport of the
primary radiation occurs through a condensed matter system
with the generation and transport of secondary (as well as
tertiary, quaternary, etc.) particles created in the system. The
transport of the primary radiation and the produced (i.e.,
secondary, etc.) particles through a system and their
interaction with the surrounding molecules results in energy
transfer into the system and relaxation processes in the
medium, leading to the stage 3 of the multiscale scenario,
irradiated medium dynamics. This stage is characterized by
specific dynamic and thermodynamic effects in the medium
leading to its molecular and chemical transformations. After
some period of time, the irradiated system may reach stage 4,
chemical and thermodynamic equilibrium. However, the
multiscale scenario may go even further, involving larger-
scale environments and manifesting larger temporal and spatial
scale phenomena, such as biological phenomena (e.g., radiation
damage repair, cell apoptosis, mutations, etc.), structure
formation and evolution, material aging, morphological
transitions, etc. Typically, each of these processes represents
a separate case study or even a focused area of research, but
together, they can be assigned to stage 5 of the multiscale
scenario, large scale processes.
The whole cascade of processes is essentially multiscale and

requires a multiscale theory to understand and describe it, as
shown in Figure 4. The diagram shows the aforementioned
main stages of a cascade of processes occurring in a condensed
matter system after irradiation. The stages correspond to
different regions of the temporal and spatial scales character-
istic of their manifestation. In Figure 4, they are labeled with
black letters and numbered according to their temporal
sequence. The colored areas in Figure 4 introduce the
fundamental theoretical approaches and methods (labeled in
blue letters) used to describe the corresponding stages of the
radiation-induced cascades. The boundaries of the colored
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areas indicate the limits of applicability of the corresponding
theoretical and computational approaches and methods. The
origin in Figure 4 is placed at the beginning of the multiscale
cascade of the considered irradiation-induced processes and is
typically associated with the primary/initial radiation event.
Note here that Figure 4 may correspond to a scenario arising
from a single initial radiation event, e.g., the passage of an ion
through a condensed matter system; however, in the case of
the multiple events, their statistical analysis and overlap should
be considered and analyzed. This may result in the dispersion
of the interfaces between different regions shown in Figure 4.
Let us now discuss each element of Figure 4. The

rectangular areas indicated by different colors correspond to
the ranges of applicability of different key theoretical and
computational methods used for the multiscale simulations of
radiation-induced processes. The ranges for each colored area
indicate the physical limits for the associated processes or may
correspond to the computational limits of the indicated
method with today’s most powerful computational tools.
2.2. Radiation-Induced Quantum Processes
The interaction of radiation with a condensed matter system
occurs via the radiation-induced elementary quantum
processes (see the horizontal greyish rectangular area at the
bottom of Figure 4). The most characteristic example of such a
process is atomic or molecular ionization. It can be induced by
the radiation of any modality, although the ionization cross
section depends on the type of ionized atoms, the type of
projectile particles, and their energy. In the case of molecular
ionization, the ionized molecule can experience fragmentation
or bond cleavage in the course of the process or after it.
Electronic excitation of atoms and molecules is another
quantum process that can be induced by the radiation of any
modality in any irradiated system. Electronic excitations in a
molecular target may also lead to molecular fragmentation or
bond cleavage. Both excitation and ionization of atoms and
molecules may involve different electronic shells. Atomic and
molecular excitations may have different mechanisms of energy

relaxation, e.g., via the Auger process, radiative de-excitation,
electron−phonon coupling, etc.
Other atomic and molecular processes may play an

important role during the interaction of radiation with
condensed matter systems, such as electron capture,
dissociative electron attachment (DEA), and many others.
Here, we discuss only some of them. However, it is important
to emphasize that the temporal and spatial scales for the most
(if not all) radiation-induced atomic and molecular elementary
quantum processes vary within the ranges indicated in Figure
4. The lower temporal and spatial limits are determined by the
characteristic time and distance in the collision of a single
particle with an atom. The upper spatial limit is determined by
the collision kinematics of energetic particles with atoms. The
upper temporal limit is related to the characteristic relaxation
times of various excitation processes in the system (electronic
or nuclear) that may proceed via the emission of photons,
electrons, or other particles (atoms, ions, elementary particles),
tunnelling effects, and energy transfer to the vibrational
degrees of freedom of the system via electron−phonon
coupling of the electronic and ionic subsystems.
One should also note that irradiation of condensed matter

systems with γ-rays or particles of sufficiently large energy may
induce nuclear reactions and related transformations of
irradiated condensed matter systems. If these nuclear processes
occur, they take place at much smaller spatial scales, although
they may last periods that are orders of magnitude larger than
those indicated in Figure 4. Although they have a different
nature than atomic and molecular processes, we do not
distinguish them from other quantum processes indicated in
Figure 4. The formal separation of nuclear processes from
atomic and molecular would not add any additional aspects to
the follow-up considerations of this Review.
The quantum processes are characterized by the correspond-

ing probabilities, which can be derived from quantum
mechanics.1 In the case of collision processes, the probability
of a process is determined by the product of its cross section
and the flux density of projectile particles. The cross sections of
collision processes can be calculated using collision theory.96,97

Depending on the studied problem, the flux density of
projectile particles can be determined by the primary radiation
or the primary radiation together with the radiation of
backscattered and secondary particles. The latter can be
derived from the particle transport theory.
An important characteristic of radiation-induced quantum

processes is the energy and the momentum transferred from
the projectile particles into the system. These characteristics
can be derived from quantum mechanics and collision theory.
The mechanisms of the energy and momentum transfer and
their analysis and quantification are essential for understanding
radiation-induced phenomena in condensed matter systems
and their efficient computational simulations and quantitative
description. Elementary quantum processes involving nuclei,
atoms, and molecules are usually treated by theoretical and
computational methods of quantum mechanics and collision
theory, including many-body theory, density-functional theory
(DFT), and time-dependent density-functional theory
(TDDFT). These theoretical methodologies and their
computational realizations and limitations are not indicated
in Figure 4 due to the lack of space. However, all these aspects
are discussed in section 3 of this roadmap, along with all other
theoretical and computational methodologies relevant to the
multiscale approach illustrated by Figure 4.

Figure 4. A schematic space-time representation of the main stages of
the multiscale scenario of radiation-induced processes in condensed
matter systems with the corresponding methods for their description.
Colors of different areas on the diagram indicate ranges for the
manifestation of corresponding phenomena and the application limits
of the associated methods.
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2.3. Particle Propagation Through a Medium
Let us consider the vertically oriented, rectangular, brown area
in Figure 4 corresponding to the particle transport theories: the
Monte Carlo (MC) method, analytical approach, and
relativistic molecular dynamics (MD). These methodologies
describe two important phenomena related to particle
transport through a condensed matter system, namely (i)
primary particle propagation and energy loss and (ii) the
creation and propagation of the secondary and follow-up
generations of particles. All these phenomena arise in the
multiscale scenario of radiation-induced processes presented in
Figure 4.
The first phenomenon deals with the transport of primary

particles/radiation through a condensed matter system. The
primary particles experience multiple collisions with atoms and
molecules during their motion through the system. During
these interactions, particles change their direction of motion
and lose energy and momentum, transferring them to the
medium. The dynamics of such particles is typically considered
in a static medium of a given density. Knowing the density of
the medium and the cross sections of collision processes of
incident particles with atoms in the medium, one can simulate
the propagation of incident primary particles through the
medium using the MC method. Alternatively, one can simulate
the propagation of particles through a medium employing the
relativisic MD approach98 or utilize various analytical
approaches to describe the propagation of particles through a
condensed matter. These methodologies are discussed in more
detail in section 3. The distances to which ultrarelativistic
particles can propagate through the medium can be macro-
scopically large. Therefore, the upper spatial limit for the
brown rectangular area in Figure 4 is indicated as open,
stretching toward the larger scales. The temporal scale of
primary particle propagation through a medium is determined
by the time needed for a particle to pass through a medium of
a given size. For most of their trajectories, the propagation of
primary particles is a fast process due to the fast, if not
relativistic or ultrarelativistic, character of their motion. For
system sizes below ∼1 μm and relativistic velocities of particles
(v ∼ c, where c is the speed of light), the particle propagation
times become shorter than ∼10 fs.
The second important phenomenon related to the transport

of particles through a condensed matter system deals with the
process of propagation of secondary and the follow-up
generations of particles. The secondary generation of particles
is produced by the primary particles/radiation. These
secondary particles typically carry less energy than the primary
particles. In condensed matter systems, the ionized electrons
play a significant role in the secondary particles. However, at a
sufficiently large energy of primary radiation, the secondary
particles can be produced due to the nuclear reactions induced
by the primary particles/radiation. Secondary particles can, in
turn, create tertiary, quaternary, and further generations of
particles before particle propagation stops. The energy of the
secondary particles and the ranges of their propagation are less
than that of the primary particles and depend on the energy of
the primary particles. The energy of the primary particles
decreases with the propagation of primary particles into a
medium.
The production of secondary particles and the follow-up

processes induced by them in the medium can be simulated
using the MC method, similar to the propagation of primary
particles. An alternative to the aforementioned MC approach

in simulations of the propagation of radiation-induced
secondary and follow-up generations of particles is based on
the continuous transport theories, e.g., the diffusion equation,
the diffusion-reaction equation, the kinetic equation, etc. When
justified, these methods can provide faster and reliable
solutions for the cumulative dynamics of propagating
secondary and higher generations of particles. Thus, in the
vicinity of the Bragg peak, the the propagation of secondary
and all the follow-up generations of particles in the medium
stops on time scales ∼101 to 102 fs.11,77 The spatial scales
characteristic for the propagation of secondary particles are
much smaller than those for the primary particles and depend
on the energies at which they are emitted. Thus, δ-electrons
emitted after the ionization of a medium by relativistic heavy
ions can propagate over the micrometer scale, while electrons
emitted in the vicinity of the Bragg peak for an ion can only
move a few nanometers away from the ion track.11,77

Employing these arguments, the temporal limit of the particle
transport domain in Figure 4 has been established.77

These considerations explain the main features of the
particle transport domain presented in Figure 4. Further details
about the main methodologies, their computational realiza-
tions, and their limitations are given in section 3. The
discussion of the interfaces of this domain with the
neighboring domains presented in Figure 4 is given in section
4.
2.4. Irradiated Medium Dynamics and Related Phenomena

The next stage of the multiscale scenario involves irradiated
medium dynamics, nonequilibrium chemistry, and molecular
transformations, which arise in most of the case studies
considered. This stage is introduced in the central part of
Figure 4. It is seen that the phenomena mentioned above can
be simulated using various types of molecular dynamics,
including the standard classical MD, reactive MD,67 and
irradiation-driven MD.13 The temporal and spatial ranges
accessible for these methods are introduced in Figure 4 by the
blueish rectangular area in the middle part of the figure. These
methodologies and their limitations are discussed in detail in
section 3. Here, let us only mention that the ranges of the
blueish rectangular region correspond to the maximum
temporal and spatial scales, which can be accessed in
simulations of condensed matter systems with the aforemen-
tioned computational methods using the most powerful
supercomputers. The transparency level of a part of the
blueish rectangular region is linked to the feasibility of the
simulations; the larger system sizes can be simulated on much
shorter temporal scales, and the longer temporal behavior can
be explored for relatively small systems only.
On the left-hand side, this blueish region overlaps with stage

2 corresponding to particle transport, as seen from the different
color of the area where the overlap occurs. The bottom of the
blueish area overlaps with the area of radiation-induced
quantum processes.
An alternative for MD-based simulations within the range of

their feasibility is based on the stochastic dynamics (SD)
approach16 (see the reddish area in Figure 4). The SD
methodology goes far beyond the capabilities of the MD
approach. It is discussed below in this section and the follow-
up sections of this roadmap.
Stages 1 and 2 of the multiscale scenario (see sections 2.2

and 2.3) represent numerous radiation-induced quantum
processes in the medium that result in transformations such
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as the breakage of molecular bonds and the creation of
molecular fragments, as well as the formation of defects,
ionized centers, and free solvated electrons and holes. Such an
excited medium is created in a state far from equilibrium and
evolves toward equilibrium through a cascade of follow-up
processes. At the end of the particle transport stage, a
significant part of the energy of the primary radiation is
transferred to the electronic degrees of freedom of the system.
Therefore, stage 3 of the multiscale scenario continues with the
energy transfer processes from the electronic to ionic degrees
of freedom in a condensed matter system. This involves
various quantum mechanisms, including electron−phonon
coupling, leading to chemical transformations in the system,
such as the formation and subsequent closure of dangling
molecular bonds, the creation of new chemical species that are
products of the irradiated molecules within the system, or their
follow-up chemical reactions. At the end of this intermediate
state, most of the energy delivered to the medium by the
primary radiation is transferred to the ionic degrees of freedom
in the system, but the system is still not thermalized. These
processes typically occur on a picosecond time scale.
The dynamic response of the medium upon its irradiation

does not end with the energy transfer to the ionic degrees of
freedom in the system because, at this stage, the energy is
distributed nonhomogeneously across the system. Therefore,
the follow-up process within the multiscale scenario describes
the redistribution of the energy transferred to the medium in
the vicinity of the particle, tracking over the entire volume of
the system and among all its degrees of freedom. The details of
this process depend on the irradiation conditions and the
amount of energy transferred. At sufficiently large LET values,
it initiates the strong medium dynamics. Under certain
conditions, it may lead to a severe distortion of the medium
due to a significant increase of temperature and pressure in
relatively small volumes where the energy deposition took
place. It has been demonstrated that such conditions lead to
the formation of nanoscopic shock waves. The strength of
these shock waves may be sufficient to create irreversible
transformations of the medium, such as molecular bond
breakages, defects, formation of craters on surfaces, lethal
damages in cells (see the corresponding example in section
1.8), etc.
The dynamical response of the medium starts on the

picosecond time scale after the redistribution of energy
transferred into the ionic degrees of freedom. The dynamical
response of the excited medium leads to its relaxation on the
time scale from tens to hundreds of picoseconds, resulting in a
more homogeneous distribution of the energy transferred
among the ionic degrees of freedom of the system.
The complete thermodynamic equilibration of the system

may last up to the nanosecond time scale and even longer,
depending on the size of the system and the amount of energy
transferred to it. During this period, the distribution of various
quantities, such as particle velocities, vibrational excitations,
etc., evolve and attain their equilibrated forms, which are
consistent with those following from the statistical mechanics
for a system being at the thermal equilibrium. Various
physicochemical characteristics also evolve toward their
equilibrated values during this equilibration process. This
affects, for example, the diffusion coefficients of atoms,
molecules and other molecular species present in the system
after its irradiation. The diffusion coefficients of atoms and

molecules determine the resulting chemical transformations of
the irradiated medium.
It is important to emphasize that chemical transformations

in the system continue during this entire stage, and their
outcomes are strongly affected by the dynamics of the medium
described above. Therefore, such phenomena within the
multiscale scenario are characterized as “nonequilibrium
chemistry”. The spatial scales characterizing the nonequili-
brium chemistry domain are determined by the spatial
distances at which a complete set of possible chemical
reactions within the system may take place and reach chemical
equilibrium during the period of the medium dynamics and the
follow-up thermal relaxation.
Typically, stages 1 and 2 adopted for a specific system

geometry, utilized radiation sources, radiation modalities, and
irradiation conditions and characteristics form the initial and
boundary conditions for the follow-up multiscale scenario of
irradiation-induced/driven processes in each case study.
Examples of such case studies have already been presented
in section 1 and will be further provided and discussed in
section 6.
This nonequilibrium chemistry can be studied using RMD

and IDMD introduced above and further discussed in section 3
within the ranges indicated for these methods in Figure 4. For
the larger system sizes, MD simulations of the medium’s
dynamical response upon its irradiation and induced non-
equilibrium chemistry processes become more and more
challenging or even impossible. The dynamic behavior of such
systems can nevertheless be studied employing SD introduced
above and further discussed below. The discussion of this
approach and its interfaces with other methodologies
mentioned above and the corresponding stages of the
multiscale scenario shown in Figure 4 is given in section 4.
2.5. Post-Irradiation Chemical and Thermodynamic
Equilibration

The characteristic size of an irradiated system that can be
chemically equilibrated is determined by the chemical species
present in the system with the smallest concentration. Its
concrete value depends on the atomic and molecular
composition of the system, the utilized irradiation modality,
radiation dose, LET, temperature, etc. It can vary from tens of
nanometers to micrometers and above.
The chemical and thermodynamic equilibrium stage is

shown in Figure 4 as the fourth stage of the multiscale scenario
following the stages of irradiated medium dynamics, non-
equilibrium chemistry, and molecular transformations. This
stage describes the system at the state at which all possible
chemical transformations are in balance and thus all the
chemical products exist at specific equilibrated concentrations.
Once achieved, the chemical equilibrium can, in principle, last
infinitely long, provided that the state of the system is not
affected by any further external factors.
It is seen from Figure 4 that simulations of a system in its

chemical equilibrium using RMD or IDMD might be
challenging because of the relatively large system sizes
involved. However, these simulations can be efficiently
performed employing SD due to the significant computational
advantages gained with the MC approach being a basis for SD.
SD describes dynamical processes in nearly all complex

systems, including condensed matter systems, having a
probabilistic nature. Such processes may take place at large
ranges of temporal and spatial scales. Therefore, the reddish
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area representing the SD methodology and related processes
occupies the largest part of Figure 4. The concept of SD and its
implementation in the popular software package MBN
Explorer are discussed in sections 3 and 4. Here, let us only
mention that SD permits simulations of physical, chemical, and
biological processes. It is relevant to modeling the multiscale
phenomena presented above and to most other case studies in
the field.
2.6. Large-Scale Post-Irradiation Processes

The last (fifth) stage of the multiscale scenario depicted in
Figure 4 corresponds to the large-scale processes that arise in
an irradiated system after it reaches the chemical equilibrium.
This stage of the multiscale scenario typically involves
macroscopic observables characterizing irradiated systems
that emerge/originate from the radiation-induced processes/
transformations occurring in the system in all the preceding
stages of the multiscale scenario. The macroscopic observables
usually involve larger spatial and/or longer temporal scales.
These large-scale processes arise because the irradiation-
induced phenomena occurring within the system and passing
through the multiscale scenario described above are usually
embedded into larger-scale environments. This can be a bulk
material or a biological medium being part of a cell, tissue,
organ, or whole organism; this can also be a gas or a plasma
volume surrounded by a wall being part of a device, among
others.
There are many examples of large-scale processes triggered

in systems by their irradiation. For biological systems, this
could be most of the radiobiological phenomena. On the
cellular level, this could be, for instance, repair mechanisms of
the DNA damage caused by irradiation of a cell nucleus, cell
apoptosis upon irradiation, or changes in the chromatin
properties after irradiation. On the intercellular level, this could
be, for instance, a bystander effect demonstrating the response
of a cell to the irradiation of a neighboring cell. Reactions of
the immune system upon irradiation of some part of the
organism could be a representative example of a large-scale
process on the level of the organism. There are also many
examples of large-scale processes in nonbiological systems. For
instance, irradiation of materials leads to the alteration of their
various bulk properties, such as elasticity, hardness, ability of
further disposal, etc., due to the formation of defects in the
materials. Radiation-induced defects in electronic chips may
lead to errors in the operation of electronic devices, etc.
In order to gain an understanding and quantitative

assessment of the large-scale effects, one needs to establish a
relationship between the radiation-induced phenomena/trans-
formations emerging from the postirradiation equilibrium state
of the system and the macroscopic observables. This goal has
been achieved in the exemplar case studies introduced in
section 1. For instance, a link was established between the
complexity of the DNA damage and the point at which it
becomes irreparable and thus it was possible to determine the
cell survival probability. The formation of such complex
damages can be quantified within the multiscale approach, and
an important macroscopic observable/characteristic, the
probability of cell survival, can be calculated on this basis. It
is also worth mentioning that for many systems the links
between microscopic effects of radiation with macroscopic
observables and the large-scale processes are not yet
established, and it is a topic of intensive current investigations
in many different research areas.

It is obvious that the lower limits for the temporal and
spatial scales of large-scale processes should correspond to the
scales at which such processes emerge. This often happens on
the scales at which the irradiated parts of the system become
equilibrated in the thermodynamic and/or chemical sense. As
mentioned above, these scales vary in each case study. The
relevant upper spatial and temporal limits for the large-scale
processes often become macroscopic. Therefore, the ranges of
the SD, being the most suitable approach for simulations of the
large-scale processes, are indicated in Figure 4 as extendable
with the large arrows directed parallel to the temporal and
spatial axes.
Large-scale processes can often be modeled by means of SD

because they happen probabilistically. The probabilistic nature
of large-scale processes is related to the fact that they are not
fully controlled and their key characteristics may depend, for
example, on the environment in which processes occur or
involve some other known or even as yet unknown
phenomena. Establishing probabilities for large-scale processes
is often a difficult task. Therefore, there is no general recipe for
their determination except for experimental measurement of
probabilities of relevant events occurring in a system during its
SD dynamics. Theoretical or computational derivation of such
probabilities can also be achieved, although this is usually done
individually for each case study.
In conclusion to this section, let us state that multiscale

modeling (MM) of condensed matter systems exposed to
radiation is represented by a set of complementary and
interlinked theoretical and computational methods enabling
the simulation of condensed matter systems of different
origins, their atomistic interactions with radiation, and a
subsequent cascade of the key processes and phenomena
resulting in the formation of specific macroscopic observables
relevant to experimental measurements, technological applica-
tions, and medicine.
The main stages of the multiscale scenario for the dynamical

response of condensed matter systems exposed to radiation are
presented in Figure 4, as well as the main theoretical and
computational methods relevant to each stage. The presented
multiscale scenario is general and applicable to all the systems
mentioned above and many different case studies, although it
should be adjusted to account for specific, relevant details for
each particular case study (see section 6). In recent years, the
MM approach has been developed and validated for a number
of case studies, some of which are discussed below in detail.
However, there are still many systems and identified problems
in the field for which MM is in its infancy and requires further
research.
The possibility of simulating processes at all the stages of the

multiscale scenario presented in Figure 4, as well as at their
interfaces, is discussed in detail in the following sections of the
roadmap.
The main challenge of MM for the next 5−10 years will be

devoted to establishing the standards for the methodologies
that enable complete/inclusive MM (i.e., accounting for all
relevant phenomena at all temporal and spatial scales involved)
of condensed matter systems exposed to radiation in a robust
and reliable manner. Different key aspects of this goal are
discussed later in this roadmap.
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3. EXISTING THEORETICAL AND COMPUTATIONAL
METHODS AND THEIR LIMITS

This section briefly overviews existing theoretical and
computational methodologies utilized to study different
radiation-induced processes in molecular and condensed
matter systems. The existing methods usually focus on
particular systems, a particular range of system sizes, and
selected phenomena involved. Therefore, these methods
cannot model irradiation-induced processes and related
phenomena across the different temporal and spatial scales
shown in Figure 4.
In this section, we do not aim to describe the formulation of

the existing methods in any detail. Instead, we briefly overview
these methods, their areas of application, and their limitations
in connection with the overall MM approach depicted in
Figure 4. The interlinks between the different methods are
discussed in section 4.
The majority of relevant equations are deliberately omitted

in this roadmap paper, as we aim to maintain brevity and
accessibility for a broad audience, including scientists from
various disciplines who may not be deeply familiar with
mathematical formalisms. Instead, we provide a comprehensive
overview of the interdisciplinary field studying condensed
matter systems exposed to radiation, highlighting recent
advances and delineating future directions. This section
outlines the key concepts and methodologies while directing
interested readers to the sources and relevant references
(including recent books and reviews) for in-depth exploration.
Doing so enables readers to delve deeper into specific theories
and methods based on their interests and expertise, fostering a
more nuanced understanding of the field’s intricacies.
3.1. Quantum Processes

The interaction of radiation with a molecular or condensed
matter system takes place via the radiation-induced elementary
quantum processes, such as ionization, electronic excitation,
electron attachment, charge transfer, energy relaxation, and
other processes discussed in section 2. These processes occur
on the atomic/subnano- and nanoscales (see stage 1 in Figure
4). Among other possible transformations in atomic and
molecular systems, these processes may lead to the cleavage of
covalent bonds or the formation of defects in an irradiated
system. The quantitative description of these processes is
achieved using theoretical and computational methods based
on quantum mechanics (ab initio methods), such as the
Hartree−Fock (HF) method99 and density functional theory
(DFT).100 These methods have been widely utilized for
decades to calculate the electronic properties of many-body
systems, such as atoms and molecules.99,101 Since the 1980s,
these methods have also been increasingly and successfully
applied to larger systems, including atomic and molecular
clusters102−104 and biomolecular systems.105 There are
numerous books and reviews99,101,106−109 (with the most
recent ones110,111) devoted to HF and DFT methods;
therefore, only the key ideas behind these methods are
outlined below.

3.1.1. Many-Body Theory. The Hartree−Fock (HF)
method99,109 is a computational physics and chemistry tool to
solve the time-independent Schrödinger equation for a many-
body electronic system. Since there are no known analytical
solutions for many-electron systems, the problem is solved
numerically. The basic idea of the HF method is that the total
N-body electronic wave function of a many-electron system is

approximated as an antisymmetrized product of N one-
electron wave functions characterized by a set of quantum
numbers. By invoking the variational method, one can derive a
set of N-coupled one-electron equations, the solution of which
yields an HF wave function and the energy of a many-electron
system.
The Dirac−Hartree−Fock (DHF) method is a well-

established method112,113 for atomic, molecular, cluster, and
condensed matter systems containing heavy elements that
require accurate treatment of relativistic effects,114 such as core
orbital contraction, spin−orbit coupling, and spin−spin
interactions. In this method, a many-electron wave function,
the solution of the relativistic Dirac equation, is constructed as
an antisymmetrized product of molecular spinors.
The HF method does not account for the dynamical

electron correlation due to using the closed-shell Slater
determinant as a ground-state electronic configuration where
electrons are forced to be confined in particular orbitals. In
order to calculate the dynamical electron correlation energy,
three different classes of ab initio methods115 have been
developed to permit studies of excitation energies, transition
states, spectroscopic properties, etc. In these methods, the HF
electronic configuration is used as a starting point for the
calculations.
In the coupled cluster (CC)116−118 and configuration

interaction (CI)119 methods, excited determinants are
generated from the HF determinant and added to the Slater
determinant with appropriate coefficients to improve the wave
function, keeping the Hamiltonian fixed. In the CC approach,
the correlated wave function of a many-body system is defined
as an exponential of cluster operator T acting on a “reference”
HF state. In CI, the electronic ground-state wave function is
constructed as a linear combination of configuration-state
functions. Full CI120 provides a numerically exact solution
(within the complete basis set of configuration-state functions,
which includes all Slater determinants obtained by exciting all
possible electrons to all possible virtual orbitals) to the time-
independent, nonrelativistic Schrödinger equation. However,
due to the complexity of the full CI method, it has been
applied only to few-electron systems.121,122 Full CC is
equivalent to full CI but is applicable only for small-size
systems (containing up to a few tens of atoms) due to high
computational costs.123

The most common approximation is the truncation of the
CC operator or CI space expansion according to the excitation
level relative to the “reference” HF state. The commonly used
truncated CC methods include (i) the CC singles and doubles
(CCSD) approach,124,125 where the cluster operator T is
truncated at the two-body component T2, and (ii) the quasi-
perturbative correction to CCSD due to the three-body
component T3, defining the widely used CCSD(T) approx-
imation.126 For the truncated CI method, the widely employed
CI singles and doubles (CISD) wave function includes only
those N-electron basis functions representing single or double
excitations relative to the reference state.
The other class of post-HF methods relies on the many-

body perturbation theory (MBPT), also known as the Møller−
Plesset (MP) perturbation theory.127,128 It improves on the HF
method by adding electron correlation effects to the second
(MP2), third (MP3), fourth (MP4), or higher order. In this
approach, the unperturbed Hamiltonian is replaced by a
perturbed Hamiltonian with the constraint that the perturba-
tion must be small. The perturbed wave function and
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perturbed energy of a many-body system are expressed as a
power series of a parameter that controls the size of the
perturbation. MP methods are computationally less demanding
than the CC- and CI-based methods, with MP2 being the least
costly and most widely used ab initio method to correct HF
results for correlation effects. MP2, MP3, and MP4 are
standard computational methods in many quantum chemistry
codes (see below). Higher-level MP calculations, mainly
employing MP5, can be performed using some codes (e.g.,
Gaussian), but these methods are rarely used because of their
high computational cost.

Software Tools: Many existing quantum chemistry software
tools enable129 calculations using HF and post-HF (including
MPn) methods, for instance, CP2K,130 Dalton,131

GAMESS,132 Gaussian,133 NWChem,134 and ORCA.135 The
DHF method has been realized in several relativistic quantum
chemistry programs, such as GRASP,136 MOLFDIR,137

DIRAC138 and BERTHA.139,140 The latter program has been
utilized for relativistic electronic structure calculations for
atoms, diatomic and polyatomic molecules, and atomic
clusters.140,141 Wave functions and energies of the ground
and excited states in many-electron atoms have been calculated
in the HF and DHF approximations using the ATOM
computer program system (see the review in ref 142 and
references therein).

Areas of Application: The HF and DHF methods have
been commonly used to calculate the electronic structures of
atoms, various molecules, atomic clusters, and periodic
systems.143,144 The HF method also often serves as a starting
point for more sophisticated ab initio methods, such as MBPT
or random phase approximation.145 The ground- and excited-
state electronic wave functions for atoms, molecules, and
atomic clusters, calculated using the HF and DHF method,
have been commonly used to calculate matrix elements for
photo- and electron-impact ionization and other processes and
their corresponding cross sections146,147 (see also section 3.1.4
below).
CI and CC methods require substantial computational

resources compared to HF or DFT calculations for the same
number of electrons. Therefore, CC- and CI-based methods
are not practical for large-scale systems and are often used to
verify the quantum many-body theory in experiments or to test
the quality of numerous DFT functionals, which are often
based on various empirical approaches and assumptions (see
section 3.1.2).

Limitations and Challenges: It has been commonly
discussed in the literature148 that the computational cost of a
HF calculation scales as N4, where N is the number of basis
functions used for the calculation. The origin of the N4 scaling
behavior is the calculation of the four-center two-electron
integrals. In practice, the scaling behavior is closer to N3, as
quantum chemistry programs for HF calculations can identify
and neglect small two-electron integrals. In any case, a large
scaling exponent imposes limitations on the system size that
can be simulated using the HF method. Apart from that, the
HF method is insufficient for the accurate quantitative
description of the properties of many compounds due to the
neglect of electron correlations.
The post-HF methods have similar limitations of poor

scaling with system size. For instance, MP2, MP3, and MP4
methods scale as N5, N6, and N7, respectively,128 whereas
CCSD and CCSD(T) methods scale as N6 and N7,
respectively.149 Such large scaling exponents impose strong

limitations on the applicability of these methods for small-size
molecular systems (typically containing up to several tens of
atoms).
Another commonly discussed problem of ab initio many-

body methods is related to erratic or even divergent behavior
of the MPn series.128,150,151 Systematic studies of MBPT have
shown that it is not necessarily a convergent theory at high
orders of perturbation and depends on the precise chemical
system and basis set.150 An oscillatory behavior of molecular
energies and other properties with increasing order of
perturbation n has been observed,128,152 thus making it
challenging to predict higher-order MPn results and extrap-
olate them toward the “exact” results obtained using full CI.
One of the main challenges of the ab initio many-body

methods has been to reduce their scaling behavior with respect
to the size of the basis set and develop efficient and low-scaling
methods to compute large-size systems. This problem has been
actively addressed since the 1990s,128 with the method
development work being focused almost exclusively on MP2.
Many computational techniques and approaches have been
developed to convert MP2 from an O(N5) computational
problem into a low-order or even a linear-scaling task153,154

that can handle molecules containing ∼103 atoms. A review of
these developments is given in ref 128.
One of the current challenges for the further development

and utilization of ab initio many-body methods would be the
selection of the most efficient scaling methods and their
widespread implementation in different existing quantum
chemistry codes, which would enable a more straightforward
application of ab initio many-body methods for larger-size
molecular systems containing ∼103 to 104 atoms.

3.1.2. Density Functional Theory. Density functional
theory (DFT) is one of the basic tools for describing ground-
state electronic properties of finite-size and periodic many-
body systems and nanomaterials. The modern version in use
today is Kohn−Sham (KS) DFT.100 It defines self-consistent
equations solved for a set of electronic orbitals whose density,
ρ(r), is defined to be exactly that of the real system. In DFT,
the energy of a many-electron system includes the so-called
exchange-correlation (XC) energy, defined in terms of ρ(r).
In the DFT approach, one needs to define the XC potential

to solve single-electron KS equations, although the form of this
potential in the general case is unknown. Therefore, many
different approximations have been introduced, allowing one
to solve many-electron problems and describe the physical
properties of many-electron systems.106 The simplest XC
approximation is the local density approximation (LDA),100

which became the popular standard in calculations of the
properties of solids in the 1970s and 1980s.101 In the late
1980s, generalized gradient approximations (GGA)107,155

reached a sufficient level of accuracy for chemical calculations.
In the early 1990s, hybrid XC functionals were introduced,
where a fraction of GGA exchange interaction was replaced
with the HF exchange contribution, leading to the ubiquitous
B3LYP functional. Later on, more advanced long-range XC
functionals, such as CAM-B3LYP,156 LC-ωPBE,157 and
ωB97X-D,158 were developed, enabling a more accurate
description of long-range electron−electron exchange inter-
actions, which are essential for a correct description of charge-
transfer and nonlinear optical properties of molecular and
condensed matter systems.159,160

Software Tools: Numerous quantum chemistry software
tools nowadays enable calculations using DFT methods.129
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The most widely used tools include Gaussian,133 GAMESS,132

ORCA,135 Dalton,131 Octopus,161 and QuantumEspresso.162

Areas of Applications: DFT has found numerous
applications in chemistry and materials science by calculating
the electronic ground-state properties of various sys-
tems.108,163−168 In solid-state calculations, the LDA is still
commonly used along with plane-wave basis sets, as an
electron-gas approach is more appropriate for electrons
delocalized through an infinite solid. However, in calculations
involving molecular systems, more accurate long-range
corrected XC functionals (e.g., the aforementioned CAM-
B3LYP, LC-ωPBE, and ωB97X-D) are typically required for a
quantitative description of charge-transfer processes, e.g., in
photochemistry and quantum biology studies.

Limitations and Challenges: DFT calculations employ the
approximated XC interaction potentials, and the calculation
results strongly depend on the approximation used. Many DFT
approximations (particularly at the LDA and GGA levels)
suffer from an incorrect asymptotic behavior of the XC
potential. This issue is commonly associated in the literature
with spurious self-interaction,169 arising from an approximate
exchange functional. This self-interaction error is considered
one of the major sources of error in most XC functionals for
Kohn−Sham DFT. In order to address this problem, several
self-interaction corrections have been developed, see e.g., a
review.170

The fact that long-range electron−electron exchange
interactions are insufficiently incorporated in conventional
exchange functionals has motivated the development of long-
range correction (LC) of exchange functionals.159 This
correction has been implemented in long-range XC func-
tionals, e.g., the CAM-B3LYP, LC-ωPBE, and ωB97X-D
functionals mentioned above.
Conventional local and semilocal XC functionals do not

describe the long-range dispersion (van der Waals) interaction,
which plays an important role in the formation, stability, and
functioning of molecules and materials. To address this
problem, dispersion corrections to standard Kohn−Sham
DFT have been developed, see e.g., reviews in refs 171 and 172.
The development of novel XC functionals and the

advancement of existing XC functionals are, therefore, two of
the current challenges of DFT. These challenges can be
addressed by validating the improved/developed functionals
against larger data sets and making them more “flexible” and
applicable to many periodic table elements.
Depending on the level of approximations in DFT, the

maximum achieved system size in terms of the number of
atoms (N) is typically on the order of 103. A further increase in
the size is often impractical, mainly due to the high cost
associated with DFT,173 with the computational cost being
proportional to N3. Some recently developed DFT codes, such
as CONQUEST,174 provide a linear scaling of the computer
time with N, thus enabling large-scale electronic-structure
calculations for systems containing ∼104 to 105 atoms. A more
widespread realization of efficient scaling algorithms in existing
DFT codes is another challenge that could be addressed in the
coming years.

3.1.3. Time-Dependent Density Functional Theory.
Ground-state DFT (section 3.1.2) cannot describe electronic
excited states and, therefore, many important irradiation-driven
physical properties, such as optical absorption and emission,
response to time-dependent fields, and the dynamical dielectric
function. Time-dependent density-functional theory

(TDDFT) extends the basic ideas of ground-state DFT to
allow the treatment of electronic excitations or, more generally,
time-dependent phenomena.175

TDDFT is an approximate method for solving the time-
dependent Schrödinger equation, which allows one to study
the properties of many-electron systems as a function of time.
The time-dependent Schrödinger equation is substituted in
this approach with a set of time-dependent single-particle KS
equations.176 Analogous to the KS method, which is the basic
principle of the ground-state DFT, TDDFT considers an
external time-dependent potential vext(r, t) that describes the
motion of a system of noninteracting particles and the time-
dependent electron density ρ(r, t) of a real many-electron
system.
TDDFT is usually realized either in the linear-response

regime, where the electronic density of a system is considered
in the frequency domain as a first-order response to an external
perturbation potential, or directly in the time domain (so-
called real-time TDDFT) by evolving the KS wave functions in
time.177 Real-time TDDFT allows the study of both linear and
nonlinear regimes and the dynamics of electronic excitations in
response to ultrafast laser pulses as observed in pump−probe
spectroscopy.

Software Tools: The most widely used tools enabling
calculations using TDDFT include Gaussian,133 Octopus,161

QuantumEspresso,162 ORCA,135 NWChem,134 Dalton,131

Molpro,178 and VASP.179

Areas of Applications: TDDFT has been used extensively
to calculate excitation energies and optical absorption spectra
of atoms, molecules, atomic clusters (containing up to ∼102
atoms), and solids.180−182 It has been widely used for
photophysical and photochemical applications to study the
excited-state dynamics (e.g., photoluminescence, electron
transfer, etc.) in organic dye molecules and biomole-
cules.183−186 It has also been used to calculate electron energy
loss spectra for different solids at different values of the
transferred momentum.187,188

Real-time TDDFT is particularly useful for studying the
ultrafast dynamics of atoms, molecules, atomic clusters, and
solids in strong laser fields.189,190 With the advent of
attosecond laser pulses, there is a great demand for efficient
methods of studying the time-dependent evolution of systems
beyond the linear response (see the case study in section 6.4).

Limitations and Challenges: As for ground-state DFT, the
accuracy of TDDFT calculations depends on the chosen XC
functional. Due to the high computational costs of TDDFT
calculations, a rigorous quantum-mechanical description of the
irradiation-driven processes using TDDFT is only feasible for
relatively small systems containing, at most, a few hundred
atoms and is typically limited to femtosecond time scales.191,192

TDDFT can be used for calculating probabilities of
chemically driven and irradiation-induced quantum processes,
which serve as inputs for reactive and irradiation-driven
molecular dynamics simulations (see sections 3.3.5 and 3.3.6,
respectively). However, determining such probabilities requires
multiple real-time simulations of electron dynamics for the
statistical analysis of the calculated quantities. The develop-
ment of novel computationally efficient approaches for
performing multiple computationally expensive TDDFT
calculations represents one of the current challenges for
realizing the computational MM methodology illustrated by
Figure 4.
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3.1.4. Ab Initio and Model Approaches for Calculating
Scattering Cross Sections. The scattering cross section is an
important quantity to understand the physical interactions
between radiation and a target. The quantum-based theory of
scattering developed over the last century has been described
in numerous textbooks on quantum mechanics, many-body
quantum theory, and quantum collision theory.1,96,97,193,194

These books describe in great detail theoretical methods (such
as the many-body scattering theory, Green’s function, S-matrix
formalism, partial-wave expansion, perturbation theory, the
Born approximation, eikonal approximation, quasiclassical
approximation, and others) used to calculate the scattering
wave function and related physical quantities, such as
scattering amplitudes, scattering phase shifts, and scattering
cross sections. Apart from that, different theoretical methods
have been developed to describe scattering processes involving
relativistic particles.195

From a computational point of view, the scattering processes
involving single atoms and simple few-atom molecules have
been widely described through different ab initio methods,
including many-body scattering theory,196,197 configuration
interaction,198 and R-matrix methods.199−201 Due to the
computational complexity of the ab initio methods, they have
been utilized mainly to calculate the cross sections of low-
energy electron scattering from atoms and simple few-atom
molecular targets, while being impractical (or even unfeasible)
for larger molecular systems and cross sections above the
ionization energy of most molecular targets.
The need for photon-, electron-, and ion-impact molecular

ionization cross sections as input data for various radiation/
particle transport modeling tools (see stage 2 in Figure 4 and
section 3.2 below) has stimulated the use of simpler (empirical
and semiempirical) theoretical models for evaluating atomic
and molecular ionization cross sections. The simplest
approaches rely on the additivity rule concept,202 where the
molecular ionization cross section is derived by adding the
ionization cross sections, corresponding to the atomic
constituents of a molecular system. In addition to these
relatively simple approaches, several semiempirical approaches
have been developed. The most commonly employed methods
to compute ionization cross sections are the Deutsch−Mar̈k
formalism203 and the more rigorous binary-encounter dipole
(BED) and binary-encounter-Bethe (BEB) models developed
by Kim and Rudd,204 which combine the additivity concept
with molecular structure information calculated employing
quantum mechanics.
Both the Deutsch−Mar̈k formalism and the BED/BEB

formalism use an additivity concept so that the ionization cross
section of a molecule is added from the contributions arising
from the ejection of an electron from the different molecular
orbitals. A detailed review of BED, BEB, and related models
can be found in ref 205. The Deutsch−Mar̈k formalism was
reviewed in ref 203. In brief, the BED model requires, as input,
differential dipole oscillator strength (DOS) values of the
target, which can be derived from theoretical or experimental
photoionization cross sections. The BEB model is a
simplification of the BED model in which the DOS term is
approximated by a simple function of the secondary electron
energy.204 Within the BEB framework, molecular ionization
cross sections are evaluated using an analytic formula that
requires only the incident particle energy and the binding and
kinetic energies of molecular orbitals of the target. These
energies can be obtained from electronic-structure calculations,

e.g., using the HF method (see section 3.1.1). The BEB
method calculates the electron-impact molecular ionization
cross section over the incident electron energies ranging from
the ionization threshold to a few keV, or even up to thousands
keV, using the relativistic version of BEB (RBEB).206

Other analytical approaches exist for calculating cross
sections of inelastic scattering (with respect to the energy
transferred from the projectile to the medium) or ionization
(in particular, as a function of the kinetic energy of emitted
secondary electrons) and the related characteristics, such as the
stopping power defined as the average projectile’s energy loss
per unit path length. The ionization cross section for different
atomic and molecular targets irradiated with protons and
heavier ions is commonly calculated using the semiempirical
Rudd’s model,207 which is based on a combination of the
experimental data and calculations within the plane-wave Born
approximation. An alternative theoretical method74 for
calculating ionization cross sections is based on the calculation
of the energy-loss function of the target medium, Im(−1/ε(E,
q)), where ε(E, q) is the complex dielectric function and ℏq
and E are the momentum and energy transferred in the
electronic excitation, respectively. This formalism allows the
charged-particle-impact ionization cross sections to be
obtained for various condensed media, including liquid water
and other biologically relevant media containing sugars, amino
acids, etc., which are of great relevance for studying RADAM
in biological systems (see an example in section 1.8).

Software Tools: The ab initio methods for calculating
scattering cross sections have been implemented in several
computer codes:
(i) The B-spline Atomic R-matrix code (BSR),208 which
computes transition-matrix elements for electron
collisions with many-electron atoms and ions as well
as photoionization processes.

(ii) The Convergent Close Coupling (CCC) computer
code209 used for calculating cross sections for (anti)-
electron-, (anti)proton-, and photon-impact collision
processes in one- and two-electron atomic and molecular
systems.

(iii) The ePolyScat suite of codes210 for calculating electron−
molecule scattering and molecular photoionization cross
sections within the fixed-nuclei approximation.

(iv) The UK Molecular R-Matrix (UKRmol+) code,211

which provides an implementation of the time-
independent R-matrix method for molecules and permits
the calculation of scattering cross sections for low-energy
electrons and positrons as well as photons.

(v) XChem code for all-electron ab initio calculations of
ionization of atoms and small- and medium-size
molecules.212

These and other ab initio codes for calculating scattering
cross sections are collected in the Atomic, Molecular, and
Optical Science (AMOS) Gateway online platform.213,214

Apart from these, one can also mention several other widely
used codes:
(vi) The ATOM computer program suite for studying the

structure, transition probabilities, and cross sections of
various processes in multielectron atoms.142,215 This
computational framework can calculate several key
characteristics of the scattering process, including, in
particular, amplitudes and cross sections of photo-
ionization (including the oscillator strength for discrete
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electronic transitions) of atoms with filled and half-filled
shells, characteristics of the angular distribution of
photoelectrons and secondary electrons in the dipole
approximation and beyond, cross sections of elastic and
inelastic scattering of particles (electrons, positrons, and
mesons) from atoms, cross sections of the ionization and
excitation of atoms by electron impact, photoionization
cross sections and angular anisotropy parameters of
endohedral atoms, the decay of vacancies in such atoms,
and many more. More recently, the ATOM program
suite was extended for studying scattering processes
involving few-atom molecules, as realized in the ATOM-
M code.142

(vii) The Dirac-Atomic R-matrix Codes (DARC) program
suite216 for relativistic scattering calculations.

Scattering cross sections calculated using the empirical and
semiempirical methods are implemented, to a large extent, into
custom-made codes, which have been developed by many
researchers over the decades (see numerous publications
utilizing Deutsch−Mar̈k and BEB methods). The BEB model
is also incorporated into the commercial Quantemol-Electron
Collisions (Quantemol-EC) software217 for calculating elec-
tron-molecule scattering cross sections.

Areas of Applications: As described above, the ab initio
scattering methods have been utilized mainly to calculate the
cross sections of elastic and inelastic scattering from single
atoms and few-atom molecular targets. The semiempirical
models based on the Deutsch−Mar̈k and BED/BEB formalism
have been widely used to evaluate electron-impact ionization
cross sections for various atomic and molecular targets,
including simpler molecules (e.g., H2, CH4, or CO2) and
more complex systems, such as DNA building blocks218,219 and
organometallic compounds,220 thus overcoming the limitations
of ab initio scattering theory methods for calculating molecular
ionization cross sections. The Rudd model has been used, in
particular, to calculate ionization cross sections of simple
diatomic and few-atom molecular targets207 and DNA
nucleobases.221 It has also been used to calculate the energy
spectra of secondary electrons produced in biologically
relevant media.11,71 These characteristics are used as input
for the track-structure MC simulations and analytical methods
for modeling particle transport based on the solution of the
diffusion equation (see section 3.2).

Limitations and Challenges: The ab initio scattering
calculations are limited in application for single atoms and
simple few-atom molecules due to their high computational
costs, as described above. The main limitation of the
semiempirical methods (Deutsch−Mar̈k, BEB, BED, etc.) for
calculating scattering cross sections is their accuracy; these
methods usually describe the general shape of the cross
sections in a broad range of impact electron energies but
cannot describe finer features of the cross sections, such as
autoionization peaks. Moreover, the semiempirical methods
often require the determination of a set of input parameters for
each particular molecular target, and the existing parameters
developed for particular systems might not be transferrable to
other systems. For instance, parameters for calculating a singly
differential ionization cross section using the Rudd model207

have been developed for a limited number of atomic and
molecular targets, namely noble gas atoms, simple diatomic
molecules (e.g., H2, N2, and O2) and few-atom molecules (e.g.,
H2O, CO2, and CH4), but there are no parameters in the

literature for more complex molecular systems (except from
the recent study of DNA nucleobases221). In such cases, the
cross section can be estimated based on the available cross
sections for smaller building blocks of similar targets, but the
accuracy of this approach is not known a priori and must be
carefully validated against existing experimental data and more
sophisticated calculations (see the discussion of the validation
of MM methodologies in section 5). Therefore, a significant
current challenge is the systematization of the cross sections
for different molecular targets in dedicated databases (section
7) and the development of universal approaches that can be
applied directly to a large class of molecular and condensed
matter systems.
3.2. Particle Transport

3.2.1. Monte Carlo-Based Particle Transport Models.
The MC method is widely used for modeling stochastic
processes of radiation transport, i.e., the propagation of
particles such as photons, electrons, positrons, neutrons,
protons, and heavier ions through various condensed media.
In this approach, particle transport in a continuous medium is
simulated stepwise, accounting for the stochastic nature of
particles’ interactions with atoms or molecules constituting the
medium. The key principles of this methodology were
established long ago.222 In the last several decades, it has
been advanced through modern computational methods and
the utilization of high-performance computers.
Particles propagating through a medium experience different

quantum processes, such as elastic and inelastic scattering,
electronic excitation, ionization, nuclear fragmentation, etc.
The probabilities of such interactions are determined
according to the cross sections of the corresponding quantum
processes and the number density of target atoms/molecules in
the medium. Secondary and tertiary particles (e.g., secondary
electrons or nuclear fragments) are created due to interactions
of primary projectiles with a medium, and their subsequent
transport can be simulated. The mean distance to the next step
of the particle’s trajectory is determined by the particle’s mean
free path, which depends on the cross sections of the
considered quantum processes and the number density of
constituent atoms or molecules.
The main methods for simulating radiation transport within

the MC scheme are the “condensed-history” and the “track-
structure” methods.75,223,224

The condensed-history approach is commonly utilized to
evaluate the average energy loss due to the primary radiation
calculated over a certain length of track traveled and the energy
transferred along this track length. This method is helpful for
computationally efficient calculations of many-particle inter-
actions since it considers only the primary particles and
disregards any interactions involving secondary particles.
Condensed-history MC codes (some of which are listed
below) only require the energy loss per track length, or
stopping power, as input. Such data calculated using theoretical
models (see section 3.1.4) and measured experimentally are
tabulated for many atomic elements of the periodic table.225

Composite materials are modeled using weighted stopping
power values based on their atomic composition and density
scaling.
The “track-structure” (also known as “event-by-event”) MC

method simulates the trajectories of single particles in a
medium, i.e., the complete track structure of the projectile and
all the secondary particles generated in the medium.226 Such
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simulations provide detailed information on the interactions,
including spatial distributions of the transferred energy,
different interaction types (ionization, excitation, elastic
scattering, change of the charge state, etc.), and the radical
species produced. Track-structure MC codes (listed below)
use the total mean free path to determine the location of the
next interaction, while the total cross section for all considered
interactions and the medium density are used to model particle
propagation in a medium. The corresponding cross sections
are typically evaluated using the ab initio and semiempirical
methods described in section 3.1.4 or taken from the
experiment.

Software Tools: Some widely known examples of
condensed-history MC codes are Fluka,227 SRIM,228 PENE-
LOPE,229 and GEANT4.230 Several examples of track-structure
codes are KURBUC,231 PARTRAC,232 NOTRE DAME,233

and EPOTRAN.234

One of the most widely known MC codes for particle
transport is Geant4-DNA,235,236 which is an extension of
Geant4 for describing biological (mainly DNA) damage
induced by ionizing radiation on the molecular scale.
Geant4-DNA exploits cross sections for interactions of
particles with various materials, particularly water236 and
DNA nucleobases.237 Recent advances in the development of
Geant4-DNA include, in particular, an accurate accounting for
low-energy collision processes, e.g., down to ∼10 eV for
projectile electrons.236,238

Areas of Application: Specific areas of application of the
MC-based particle transport codes include (among others)
radiation protection and dosimetry, modeling radiation effects
in materials (including radiation-induced material damage),
radiation shielding, and medical physics. The condensed-
history approach has been widely used to calculate macro-
scopic dose profiles. Track-structure MC methods employed in
the codes mentioned above have been commonly used to
simulate the first (physical) stage of the interaction of ionizing
radiation with various condensed (including organic and
biological) media, during which secondary electrons and ions
are produced by the deposition of energy in matter. Further
details on the utilization of the MC method for simulating
particle transport in biologically relevant media can be found,
e.g., in refs 10, 239, and 240 and references therein. Some of
the MC codes (e.g., Geant4-DNA) have been extended toward
the simulation of later physicochemical and chemical stages
involving the formation and transport of reactive species
(mainly free radicals) and their interaction with macro-
molecules such as DNA. The outcomes of such MC
simulations are used, for instance, in radiation biology to
evaluate the effects of ionizing radiation on the biological
response and to provide information on the initial patterns of
radiation-induced damage to biological systems (see the case
study in section 6.8).

Limitations and Challenges: A general limitation of the
MC-based approach for modeling particle transport in
condensed matter systems is that it can only simulate particle
transport in a continuous static medium at equilibrium. Thus,
the MC-based approach does not allow explicit simulations of
the postirradiation dynamics of molecular media and related
physical and chemical phenomena occurring under non-
equilibrium conditions (see stage 3 in Figure 4) that, in
some cases, might even be extreme.79

A multiscale simulation of irradiation-driven chemistry
processes and postirradiation nonequilibrium medium dynam-

ics is achieved14 by combining the outputs of track-structure
MC simulations of particle transport with the irradiation-
driven molecular dynamics (IDMD) approach13 described in
section 3.3.6. The practical realization of such an interface is
discussed in section 4.
A current challenge for the widespread exploitation of this

MM interface is the need for fast and efficient MC-based
calculations of radiation fields produced by different primary
and secondary particles propagating through various con-
densed matter systems. This challenge is related to the limited
set of materials and processes for which interaction cross
sections are implemented in the popular track-structure MC
codes and the necessity of developing new sets of cross section
data for many different combinations of a target medium and
radiation modality (e.g., those related to the case studies
presented in section 6).

3.2.2. Analytical Methods for Modeling Particle
Transport. The propagation of primary particles, as well as
the formation and transport of radiation-induced secondary
particles, can also be studied using analytical methods. For
charged particles, one can determine the range of the particle’s
propagation in a uniform medium as a function of the particle’s
initial energy and its type (mass and charge state). The range
of the particle’s propagation depends on the density of the
medium and the particle’s stopping cross section; the latter can
be calculated using different theoretical approaches discussed
above in section 3.1.4. The effect of energy straggling (and the
related variation in the particle propagation range) due to
multiple ion scattering can be taken into account using some
phenomenological approaches.11,241

An alternative to the MC approach in simulating the
formation and transport of radiation-induced secondary
particles is based on continuous transport theories, e.g., the
diffusion equation, the diffusion-reaction equation, kinetic
equations, etc. The diffusion equation-based approach is well
suited for describing the transport of low-energy secondary
electrons (with energies below ∼50 eV), mainly produced in
the Bragg peak region of ions’ trajectories. For other scenarios
concerning more energetic ions out of the Bragg peak region,
the diffusion equation-based analysis can be extended to
account for the contribution of more energetic δ-electrons.84
When justified, these analytical methods can provide faster and
reliable solutions for the dynamics of propagating secondary
and higher generations of particles. The temporal limit of the
particle transport domain shown in Figure 4 has been
established using the diffusion equation-based method.77

In some particular case studies, e.g., those concerning the
transport of low-energy electrons, the analytical approach for
modeling particle transport based on the solution of the
diffusion equation complements the MC-based approach
discussed in section 3.2.1. Indeed, physical models imple-
mented in most track-structure MC codes do not describe (or
describe with limited accuracy) the interactions of low-energy
secondary particles with organic and, in particular, metallic
materials. At the same time, the analytical approach for
modeling particle transport based on the solution of the
diffusion equation is suitable for describing the transport of
low-energy particles (with typical kinetic energies below ∼102
eV). The reliability of the diffusion equation-based approach
for modeling the low-energy electron transport in liquid water
was examined through the comparison with track-structure
MC simulations, and good agreement between the two
approaches has been reported.10,11
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Software Tools: The analytical methods for modeling
particle transport in condensed media are based on the
analytical (and sometimes also numerical) solutions of
equations of continuous transport theories, which are typically
programmed in custom-made computer codes written in
popular programming languages (e.g., Fortran or C++) or
developed using the widely used programs like Wolfram
Mathematica or Matlab.

Areas of Applications: Analytical approaches for modeling
particle transport have been widely used to (i) determine the
location of the Bragg peaks for different ions of different
energies and the corresponding range of their propagation in
water and other biologically relevant media10,84 and (ii)
simulate the transport of secondary electrons produced around
the tracks of ions propagating through water11,77,78 in
connection to the studies of radiation-induced damage of
biomolecular systems (see a case study in section 1.8). These
methods can also be applied to analyze radiation effects in
nonbiological condensed materials in connection to radiation-
induced material damage and degradation.

Limitations and Challenges: Similar to the MC-based
particle transport codes, the analytical approach can be used to
provide input data for a MM interface with IDMD (see section
4). Therefore, the associated challenge concerns a more
widespread utilization of the analytical methods for calculating
radiation fields created by primary and secondary particles for a
broad range of systems and irradiation conditions, including
those discussed in section 6.

3.2.3. Relativistic Molecular Dynamics. The relativistic
molecular dynamics (MD) approach98 enables simulations of
the propagation of different energetic charged particles through
various condensed matter systems, see refs 19 and 242 and
references therein. Using this approach, one can simulate the
transport of negatively and positively charged light and heavy
projectiles propagating at relativistic and ultrarelativistic
velocities, i.e., when a projectile’s speed is comparable to the
speed of light c. Due to the very high velocity of such
projectiles, their dynamics takes place on typical time scales of
∼100 to 102 fs, see the time domain of stage 2 in Figure 4 and
the discussion in section 2.
Particles of such high energies move nearly classically and

experience predominantly elastic collisions with atoms of the
medium, which can be treated using classical relativistic theory.
Relativistic MD is based on solving the equations of relativistic
particle motion in a medium, which describe the classical
motion of a particle in the electrostatic field of the medium
atoms.98

The relativistic MD framework can also treat all the relevant
quantum processes, including corrections due to the quantum
scattering, ionization processes, photon emission, and recoil
effect due to the emission of energetic photons. The current
implementation of this methodology accounts for random
events of inelastic scattering of a relativistic projectile from
individual atoms of the medium that lead to quantum
processes, such as atomic excitation or ionization and a
random change in the direction of the particle’s velocity.243

Considering that such events are random, fast, and local, they
are incorporated into the classical MD framework according to
their probabilities. The implemented approach is similar to the
one used in irradiation-driven MD (see section 3.3.6). The
probability of energy transfer due to ionizing collisions is
calculated based on quantum mechanics.244

For ultrarelativistic projectiles, the radiative energy losses
prevail over the losses due to the ionizing collisions.9 At
energies above several tens of GeV, the radiation damping, i.e.,
the process of a gradual decrease in the particle’s energy due to
the emission of electromagnetic radiation, must be accounted
for an accurate quantitative analysis of the projectile motion.
Recent algorithmic implementations245 have incorporated the
radiative reaction force into the relativistic MD framework.
Due to the need to solve nonlinear equations of motion with

very high precision, the relativistic MD approach implies the
use of a very small integration time step, which is typically
several orders of magnitude smaller than the integration time
steps used in “conventional” (nonrelativistic) classical MD (see
section 3.3.1).
The dedicated computer algorithms enable simulations of

particle dynamics on macroscopically large distances and
radiation emission by propagating projectiles with atomistic
accuracy for a wide range of condensed matter systems. This is
achieved by choosing the interaction potential between the
projectile particle and a target medium and utilizing the so-
called “dynamic simulation box”.98 Further details on the
practical realization of the relativistic MD methodology for the
atomistic simulation of particle propagation in macroscopically
large media are given in section 4.

Software Tools: The relativistic MD approach is a unique
implementation in the MBN Explorer software package.68

Areas of Application: Relativistic MD can be utilized to
study the dynamics of relativistic particles propagating through
a broad range of molecular and condensed matter systems that
can be simulated employing MBN Explorer, including crystals,
amorphous bodies, nanostructured materials, and biological
media. It can also be utilized to simulate the elastic collisions of
energetic electrons with atoms of a deposit occurring in
(scanning) transmission electron microscopy experiments.
Over the last few years, the relativistic MD approach has

been extensively applied to simulate the propagation of
ultrarelativistic charged particles (within the sub-GeV to 10
GeV energy range) in oriented crystals accompanied by
emission of intensive radiation. A comprehensive description
of the case studies related to modeling the propagation of
particles in straight, bent and periodically bent oriented crystals
(including channeling phenomenon, multiple scattering,
volume reflection, etc.), and photon emission are presented
in a review article242 and books.6,17,19

Limitations and Challenges: The calculation of physically
relevant characteristics of particle propagation through
condensed media requires a rigorous statistical analysis of
the particle trajectories and photon emission spectra, which
implies carrying out a significant number of independent
relativistic MD simulations, typically on the order of ∼104. The
associated challenge is related to the development of efficient
tools and computer scripts for the execution of such a large
number of simulations and their statistical analysis.
One of the scientific challenges that can be addressed

through the relativistic MD approach is the atomistic
simulations of particle propagation in complex media (such
as oriented crystals of different shapes, mosaic and granular
crystals, or crystalline media under mechanical stress) and the
analysis of physical processes occurring therein. Another
challenge that can be addressed in future studies using
relativistic MD is the analysis of secondary effects due to the
formation of defects in irradiated materials on the character-
istics of particle propagation and the emitted radiation.
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3.3. Molecular Transformations, Nonequilibrium
Chemistry Processes, and Irradiated Medium Dynamics

3.3.1. Classical Molecular Dynamics. The classical
molecular dynamics (MD) approach occupies an essential
niche on a MM time-space diagram between more accurate but
computationally expensive ab initio and DFT calculations
(section 3.1) and coarse-grained mesoscale models (section
3.5). It represents a powerful tool that can provide insights into
system’s nanoscale structural features and its thermal,
mechanical, and other properties using advanced computer
simulations.5

The concept of classical MD relies on the Born−
Oppenheimer approximation,246 which justifies the separation
of slow ionic and fast electronic degrees of freedom within a
molecular system. Within the classical MD framework, the
time evolution of a many-atom system is described through the
integration of the classical coupled equations of motion, where
interaction potentials or force fields acting between atoms are
defined. Parameters of the force fields are usually derived from
ab initio studies of systems containing a much smaller number
of atoms or fitted to experimental data.
Given the initial coordinates and velocities of the atoms in a

system, the subsequent motion of individual atoms is described
either by deterministic Newtonian dynamics or by Langevin-
type stochastic dynamics. This dynamics corresponds to
different types of thermodynamic ensembles characterized by
the control of specific thermodynamic quantities. Most
commonly used are (i) the microcanonical (NVE) ensemble,
which implies that the number of atoms in the system (N), the
system’s volume (V), and the system’s total energy (E) are
constant during a simulation, and (ii) a canonical (NVT)
ensemble that describes the system’s dynamics in thermal
equilibrium with a heat bath maintained at some fixed
temperature T. The concepts of canonical and microcanonical
ensembles are described in many textbooks on statistical
mechanics2 and thus we omit their further discussion here.
The molecular mechanics approach usually refers to running

MD simulations with a specific force field, which describes the
interatomic interactions in a molecular system through a
parametric phenomenological potential that relies on the
network of chemical bonds in the system. This network defines
the so-called molecular topology, i.e., a set of rules that impose
constraints on the system in order to maintain the topological
structure of the system. The most widely known MM force
fields are CHARMM247,248 and AMBER.249

Several classical interatomic force fields have been developed
over past decades to model chemical transformations in
molecular systems, particularly in carbon-based nanosystems
such as graphene, fullerenes and carbon nanotubes. The
reactive empirical bond-order (REBO)250−252 and adaptive
intermolecular reactive empirical bond-order (AIREBO)253

potentials are based on the concept of bond order to represent
the forces between interacting atoms in a system. REBO-type
potentials permit the calculation of the potential energy of
covalent bonds and the associated interatomic forces. In this
approach, the total potential energy of a system is modeled as a
sum of nearest-neighbor pair interactions, which depend on
the distance between atoms and their local atomic environ-
ment. A parametrized bond-order function is used to describe
chemical pair-bonded interactions.
The earliest formulation and parametrization of REBO for

carbon systems250,251 enabled single-, double-, and triple-bond
energies in carbon structures such as hydrocarbons and

diamond crystals to be described. In 1990, these Tersoff
potential functions were extended for radical and conjugated
hydrocarbon bonds by introducing two additional terms into
the bond order function.252 Compared to other classical force
fields, REBO potentials are typically less time-consuming since
only the first- and second-nearest-neighbor interatomic
interactions are considered. This computational efficiency is
highly beneficial for large-scale atomic simulations (containing
up to ∼106 atoms).
A second-generation REBO potential energy expression for

solid carbon and hydrocarbon molecules was published in
2002.254 This potential can describe covalent bond breaking
and formation with associated changes in atomic hybridization
within a classical potential, enabling the modeling of chemical
transformations in large many-atom systems. This potential
contains improved analytic functions to model interatomic
interactions and includes an extended parameter database, as
compared to the earlier version.252 The improved REBO
potential therefore permits a significantly more reliable
description of bond energies, lengths, and force constants for
hydrocarbon molecules, as well as elastic properties, interstitial
defect energies, and surface energies for a diamond crystal.
In an extension of the Brenner potential, the so-called

AIREBO potential,253 the repulsive and attractive pair
interaction functions of the original REBO potential are
modified to fit bond properties and the long-range atomic
interactions and single-bond torsional interactions are
included.

Software Tools: The classical MD and molecular mechanics
approaches have been widely used throughout the past decades
and have been implemented in a large number of well-
established computational packages, including AMBER,255

CHARMM,256 GROMACS,257 LAMMPS,258 NAMD,259

MBN Explorer,68 MULTICOMP,260 MMSTB Tool Set,261

and Materials Studio.262

Areas of Application: The classical MD technique is widely
used in many research areas ranging from atomic cluster
physics to materials science and biophysics.5,263−265 The
molecular mechanics approach is used for modeling bio-
molecular systems, such as DNA, proteins, or carbohydrates,
and organic systems.
Classical MD has been used to simulate the dynamics of

multimillion-atom systems266,267 on a picosecond time scale or
smaller-size systems (containing up to ∼104 atoms) on the
time scale up to 1 ms268,269 (see stage 3 in Figure 4). Large-
scale MD simulations of ∼100 million-atom systems on a
nanosecond time scale have been reported recently270,271 using
advanced parallelization techniques with modern graphics
processor units and advanced supercomputer facilities.

Limitations and Challenges: Despite its numerous
advantages, standard classical MD cannot simulate irradi-
ation-driven processes. It does not account for the coupling of
the system to the incident radiation or describe quantum
transformations in the molecular system induced by the
irradiation. In particular, the widely used CHARMM247,248 and
AMBER249 force fields employ harmonic approximations to
describe the interatomic interactions, thereby limiting their
applicability to small deformations of the molecular system
close to the thermal equilibrium. Thus, this class of potentials
can reproduce structural and conformational changes in the
system but is usually unsuitable for modeling chemical
reactions. REBO-type potentials can model the processes of
bond rupture and formation in a particular class of systems,
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such as carbon-based materials and hydrocarbons, but
significant efforts are required to develop parameters of these
force fields for other systems.
In order to study chemical, irradiation-, and collision-

induced processes occurring in a broad range of molecular
systems, where the rupture and formation of chemical bonds
play an essential role, it is essential to go beyond the harmonic
approximation to describe the physics of molecular dissocia-
tion more accurately. This challenge has been addressed
through the realization of reactive MD and irradiation-driven
MD approaches, described in sections 3.3.5 and 3.3.6,
respectively.

3.3.2. Hybrid Quantum Mechanics/Molecular Me-
chanics (QM/MM) Methods. The importance of both
QM-based calculations and MD simulations in the study of
complex molecular systems was recognized by Warshel and
Levitt,272 who developed a new computational method that
later became known as quantum mechanics/molecular
mechanics (QM/MM).273 Due to the accuracy of ab initio
QM calculations and the speed of classical MD simulations, the
hybrid QM/MM approach enables studies of chemically- and
irradiation-driven processes in molecular systems.
In the QM/MM approach, the simulated molecular system

is split into two subsystems, where one subsystem of particular
interest is treated using the QM formalism while the effects of
the surrounding subsystem are included through classical
molecular-mechanics simulations. An example could be a part
of a protein in an aqueous solution. If we take the rest of the
protein or the water out of the simulation, a crucial part might
be missing, and a MD simulation can leave out specific effects
only observed in QM-based calculations. This can be
addressed by combining the QM and MD methods so that
the system’s potential energy consists of a sum of potentials for
the different methods.272

Several approaches have been developed to calculate the
energy of the combined QM/MM system.274 In the so-called
“subtractive scheme”,275,276 the energy of the entire system is
calculated using a classical molecular mechanics force field,
adding the energy of the QM subsystem calculated using a QM
method and subtracting the energy of this subsystem calculated
using molecular mechanics. In this scheme, the interaction
between the two subsystems is treated only at the molecular-
mechanics level of theory. A more widely used approach is the
“additive scheme”,274 where the energy of the entire system is
determined through (i) a QM calculation for the QM
subsystem and (ii) a molecular mechanics calculation for the
“classical” subsystem and a QM/MM interface energy. The
advantage of the additive QM/MM scheme is that no
molecular mechanics parameters for atoms in the QM
subregion are needed because those energy terms are
calculated only by QM.
The interaction between QM and molecular-mechanics

subsystems is typically dominated by electrostatics, but
evaluating the Coulomb interaction between the QM and
the molecular-mechanics subsystems is known to be time-
consuming. Therefore, several approaches of different sophis-
tication levels have been developed to handle the electrostatic
interaction between the charge density in the QM region and
the charge model used in the molecular mechanics region.
These approaches are characterized by the extent of mutual
polarization and classified, accordingly, as mechanical, electro-
static, and polarized embedding.274,277 In the “mechanical
embedding” scheme, which is typically considered the least

accurate method, the electrostatic QM-MM interaction is
calculated at the molecular mechanics level.275,276 In the
“electrostatic embedding” method, the electrostatic QM-MM
interaction is treated at the QM level by including a point-
charge model (i.e., atomic partial molecular mechanics
charges) of the molecular mechanics subsystem in the QM
calculations.273,278 Hence, the molecular mechanics subsystem
polarizes the QM subsystem but not vice versa. In the
“polarized embedding” scheme, both QM and molecular
mechanics subsystems are mutually and self-consistently
polarized in the QM calculations.279,280

Various methods have been developed to include mutual
polarization effects in the QM/MM scheme (see, e.g., refs 281
and 282 and references therein). One common strategy is
based on introducing the effect of polarization using “ab initio”
force fields (also known as “quantum mechanical force fields”),
which are entirely built on first-principles and do not require
any fitted parameters.283,284 An alternative approach implies
the use of polarizable force fields,285−288 based either on Drude
oscillators,289,290 fluctuating charges,291,292 or induced point
dipoles.293,294 In the latter case, the molecular mechanics
subsystem is represented by a set of fixed-point charges and by
endowing polarizable sites with atomic polarizabilities. One of
the advanced polarizable force fields based on induced point
dipoles is AMOEBA (Atomic Multipole Optimized Energetics
for Biomolecular Applications),295−299 which has been used to
model various solvents as well as complex biomacromolecules
such as nucleic acids and proteins.
The QM/MM approach enables higher computational

efficiency than pure QM-based calculations for a system of a
specific size. In the case of classical simulations, the
computational cost of simulations scales as O(N2) (where N
is the number of atoms in the system) due to electrostatic
interactions between a given particle and all other particles in
the system. Special computational algorithms, such as the
particle mesh Ewald (PME) method,300,301 enable a reduction
in this scaling dependence below O(N2), e.g., to O(N log N) in
the case of the PME,302 while ab initio calculations typically
scale as O(N3) or even higher, as discussed in section 3.1.

Software Tools: The hybrid QM/MM approach is
implemented in several computer codes and software packages
designed specifically for this purpose, e.g., pDynamo,303

JANUS,304 or QMMM.305 Other software packages provide
an interface between the existing QM-based and MD-based
software tools, e.g., VIKING306 and ChemShell,307 which can
be interfaced to a large number of QM and MD codes, or
INAQS,308 which provides an interface between the widely
used GROMACS257 and Q-CHEM309,310 software tools. The
latest version of GROMACS also provides an interface to the
CP2K package for QM-based electronic structure calcula-
tions.311 Recently, a new suite for QM/MM simulations has
been developed312 by combining the widely used MD and
visualization programs NAMD259 and VMD313 with the
quantum chemistry packages ORCA135 and MOPAC.314

Areas of Application: As mentioned above in this section,
the QM/MM approach is applicable to study a broad range of
chemically- and irradiation-driven processes in molecular
systems. Particular examples include:

(i) Modeling Reactive Events. QM/MM methods can provide
insights into the electronic structure changes, charge
transfer, and bond breaking/formation involved in
photochemical reactions, ionization, and excitation
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processes induced by irradiation. They allow one to
study reactions that involve both quantum and classical
effects simultaneously;

(ii) Electronic Excitations. Irradiation can excite electrons to
higher energy levels. QM/MM methods can help in
understanding the nature of these electronic excitations,
such as their energies, transition probabilities, and effects
on molecular properties.

(iii) Radiation Damage. Materials exposed to irradiation can
undergo structural changes due to the displacement of
atoms caused by energetic particles. QM/MM can be
used to investigate the initial steps of this damage
process, such as the interactions between the irradiating
particles and the material.

(iv) Solvation Ef fects. Many irradiation-driven processes
occur in a solvent environment. QM/MM methods
can account for solvation effects, allowing one to study
how the surrounding solvent influences the electronic
and structural changes induced by irradiation.

(v) Non-Adiabatic Ef fects. Irradiation processes often involve
nonadiabatic transitions, where electronic and nuclear
motions are coupled. QM/MM methods can help
explore these complex dynamics.

Particular application areas of the QM/MM approach
include the simulations of large-scale biomolecular systems
like photoactive proteins,315,316 olfactory receptors,317 and
enzymes,318 especially when chemical transformations are
expected. Another application area concerns solid-state
calculations of bulk defects and surface reactions using a finite
cluster embedding model,307 where a spherical or hemi-
spherical cluster is cut from a periodic MM model of the
material and simulated using the QM methods. A finite
representation of the solid in QM/MM calculations avoids
spurious interactions between periodic images of the defects.

Limitations and Challenges: Most QM/MM methods
developed so far are used for structure optimization
calculations of the whole large-scale molecular system,274,319

and detailed spectroscopic calculations are only performed on
the isolated QM part. Therefore, a description of dynamical
processes implying electron emission from the QM part and its
propagation into an explicit molecular mechanics environment
is challenging for existing QM/MM codes. Only limited
attempts have been made to simulate the time propagation of
the QM subsystem when coupled with a molecular mechanics
environment and including electronic emission,320 but in
general this research area is currently in its infancy and has not
been widely studied using the existing QM/MM codes.
Another computational challenge for QM/MM methods

concerns the realization of the “polarized embedding” scheme
(see above), which is the most accurate approach nowadays for
the description of the interaction between the QM and
molecular mechanics subsystems. This scheme requires a
polarizable molecular mechanics force field for the “classical”
subsystem321 and QM software that can treat polarizabilities.

3.3.3. Density Functional-Based Tight Binding. Den-
sity functional-based tight binding (DFTB) is a quantum
mechanical method used to simulate large-scale condensed
matter systems, including those exposed to radiation.322−338 It
compromises accuracy and computational efficiency by
approximating the electronic structure calculations performed
in conventional DFT (see section 3.1.2) while significantly
reducing computational cost. In the context of condensed

matter systems exposed to radiation, DFTB enables the study
of phenomena such as radiation-induced damage, defect
formation, and material response to irradiation. DFTB achieves
computational efficiency by employing a simplified para-
metrized description of the electronic structure, focusing
primarily on the valence electrons and neglecting core
electrons. The method relies on an approximate exchange-
correlation functional to calculate electronic energies and
potentials and forces, which are typically parametrized against
reference DFT calculations or experimental data for specific
molecular systems.
One of the key advantages of DFTB is its applicability to

large-scale systems with thousands of atoms. This makes it
well-suited for studying condensed matter systems subjected to
radiation, which often involve complex structures and large
numbers of atoms.322,323,333 Additionally, DFTB can capture
chemical bonding and electronic structure changes induced by
radiation, providing insights into radiation-induced phenom-
ena such as damage formation, defect migration, and material
degradation.324,336,337 Furthermore, DFTB can be combined
with molecular dynamics simulations to study the dynamic
behavior of condensed matter systems under radiation
exposure.339−342 This combined DFTB/molecular mechanics
approach allows for the simulation of large-scale systems while
retaining the accuracy of DFTB for the electronic structure
description. Coupling DFTB with classical force fields makes it
possible to simulate processes occurring on longer time scales,
such as diffusion, defect migration, and radiation-induced
phase transformations.

Software Tools: Several software tools provide implementa-
tions of DFTB, enabling researchers to apply this method to a
wide range of systems. Some notable software packages include
DFTB+,343 a versatile package that offers DFTB implementa-
tions for various applications, including condensed matter
systems exposed to radiation. OpenMolcas344 is an open-
source quantum chemistry software suite that includes a DFTB
module that provides implementations of DFTB for simulating
molecular and condensed phase systems.

Areas of Application: The DFTB method finds application
across various areas of computational chemistry and materials
science due to its computational efficiency and reasonable
accuracy. Some of the key areas where DFTB was commonly
applied are mentioned below.
The method is well-suited for MD simulations of large

systems over long-time scales.330,332−334 It allows researchers
to study the dynamics and interactions of complex molecular
systems, such as biomolecules, polymers, and solvated systems,
with reasonable accuracy at a fraction of the computational
cost compared to traditional DFT methods.345−347

DFTB is used to investigate the electronic structure,
properties, and behavior of materials, including semiconduc-
tors, metals, and insulators.322,330,336,341 It enables efficient
screening of material properties, such as band structures,
electronic transport properties, and defect formation energies,
making it valuable for materials design and optimization.
Furthermore, the method was previously employed to study
chemical reactions and reaction mechanisms in various
environments, including gas-phase reactions, surface reactions,
and enzymatic reactions.348−351 It provides insights into
reaction pathways, transition states, and reaction kinetics,
facilitating the design of catalysts and understanding of
chemical processes.
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DFTB was applied to investigate surface phenomena, such as
adsorption, desorption, and surface reactions, on solid surfaces
and NPs.330,336,340,350−352 It allows for the efficient modeling
of large surface systems and the exploration of surface
properties, reactivity, and catalytic activity.
Biomolecular systems, including proteins, nucleic acids, and

membranes, were also studied using DFTB,323−325,327−329,332

where it enabled efficient simulations of biomolecular
structures, dynamics, and interactions, shedding light on
biomolecular function, drug binding, and protein−ligand
interactions. Studies of solvation effects with the use of
DFTB were also reported.353,354 There, the modeling of
solvent environments and the study of solvent−solute
interactions, hydration energies, and solvent effects on
molecular properties were discussed.

Limitations and Challenges: While DFTB offers significant
computational advantages over traditional DFT methods, it
also has several limitations and challenges.
DFTB is a semiempirical method that relies on para-

metrization and empirical fitting to approximate electronic
structure calculations. As a result, it may capture a different
level of accuracy than higher-level ab initio methods like DFT.
DFTB’s accuracy depends heavily on the quality of its
parametrization, which may vary for different chemical
environments and systems. DFTB requires accurate parameter
sets for the atomic interactions, including overlap integrals,
repulsion terms, and electronic energies. Developing and
validating these parameters can be challenging and time-
consuming, particularly for complex systems and novel
chemical environments.323,329,333,334,348 Inaccurate parametri-
zation can lead to significant deviations from experimental
results or higher-level calculations.
DFTB parameter sets are typically optimized for specific

chemical environments or molecular systems.326,342 As a result,
they may not be fully transferable to different systems or
conditions. This lack of transferability can limit the
applicability of DFTB to diverse chemical systems and may
require reparameterization for each new application.
Another limitation is related to the fact that DFTB typically

neglects dispersion interactions, which are crucial in many
molecular systems, including noncovalent and intermolecular
forces.355,356 While some DFTB parameterizations include
empirical dispersion corrections,357,358 they may only partially
capture the complexity of dispersion interactions in some
cases.
While DFTB is well-suited for simulating large systems over

long time scales, its accuracy may degrade for highly complex
or heterogeneous systems.359 Significant deviations from
experimental results or higher-level calculations may occur
for systems with substantial structural or electronic complexity.
DFTB provides limited electronic structure information
compared to higher-level quantum mechanical methods like
DFT. It may not accurately capture specific electronic
properties, such as charge transfer states, excited-state energies,
or electronic spectra, which are critical for some applications.
Finally, DFTB results may be sensitive to changes in the

parametrization or model Hamiltonian, leading to uncertainties
in predictions and interpretations. Careful validation and
sensitivity analysis are essential to assess the reliability of
DFTB results for specific applications.359

Addressing these limitations and challenges requires ongoing
method development, parameter optimization, and validation
against experimental data and higher-level calculations. Despite

these challenges, DFTB remains a valuable tool for studying
large-scale systems and exploring diverse chemical and
materials phenomena.

3.3.4. Ab Initio Molecular Dynamics. Ab initio molecular
dynamics (AIMD) is a computational method that uses first-
principles calculations to simulate the dynamics of atoms in a
system.360−362 In contrast to classical MD (see section 3.3.1),
AIMD does not rely on empirical potentials or force fields to
describe the interactions between atoms. Instead, forces acting
on atoms are calculated “on the fly” from the electronic
structure of the system using quantum mechanics, and the
dynamics of atoms is treated classically by solving Newtonian
equations of motion. Thus, AIMD permits chemical bond
breakage and formation events to occur and accounts for
electronic polarization effects.
There are three approaches for combining QM-based

electronic structure calculations with classical MD for the
ionic subsystem:360 Born−Oppenheimer MD, Ehrenfest MD,
and Car−Parrinello MD.
In Born−Oppenheimer MD, the electronic wave function is

considered the ground-state adiabatic wave function and the
dynamics of the nuclei is treated classically on the ground-state
electronic potential energy surface (PES).363 The latter is
obtained by solving the time-independent Schrödinger equation
for the electronic subsystem for a fixed set of nuclear positions
at a particular instant. Calculating the gradient of the PES gives
the forces acting on the nuclei.
The time-independent Schrödinger equation implies that

there is no explicit time dependence of the electronic system in
the Born−Oppenheimer MD, and the electronic subsystem
adiabatically follows the motion of the nuclei. The electronic
structure problem is solved self-consistently at each MD step at
a particular nuclear configuration. Since the ground-state
electronic problem cannot be solved exactly, approximate
electronic structure methods are employed, the most common
one being the KS formulation of DFT (see section 3.1.2).
Since there is no electron dynamics involved in solving the
Born−Oppenheimer MD, the corresponding equations of
motions can be integrated on the time scale given by nuclear
motion (typically of ∼1 fs).363,364
The Born−Oppenheimer approximation, which postulated

that nuclear motion is much slower than electronic motion,
might not hold in certain cases, for instance, during specific
chemical reactions or in systems with ultrafast dynamics. In
these cases, nonadiabatic effects (where electronic and nuclear
motions are strongly coupled) can become significant and
might require more advanced methods beyond the Born−
Oppenheimer approximation.365

Ehrenfest MD intrinsically accounts for the time dependence
of the electronic structure as a consequence of nuclear motion.
In this approach, the nuclei are treated as classical point
particles subjected to an effective force created by the
electronic subsystem (similarly to Born−Oppenheimer MD),
but the time evolution of the electronic subsystem is treated
explicitly by the time-dependent electronic Schrödinger
equation.109,366 If the energy gap between the electronic
ground-state and the excited states is large, Ehrenfest MD
tends to the ground-state Born−Oppenheimer MD.
In Ehrenfest MD, the time scale and thus the time step to

integrate, simultaneously, equations of motion for the
electronic and nuclear subsystems are dictated by the intrinsic
dynamics of the electrons. Since electronic motion is much
faster than nuclear motion, the largest possible time step is that
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which allows the electronic equations of motion to be
integrated.
Car−Parrinello MD367,368 is a computational method that

employs fictitious dynamics for the electronic subsystem that
mimics the Born−Oppenheimer MD and ensures that the
electronic subsystem remains close to its ground state.
Contrary to Born−Oppenheimer MD that treats the electronic
structure problem within the time-independent Schrödinger
equation, Car−Parrinello MD explicitly includes the electrons
as active degrees of freedom. In this approach, an extended
Lagrangian for the system is written, leading to a system of
coupled equations of motion for ions and electrons. In this
way, a costly self-consistent iterative minimization at each time
step (as done in the Born−Oppenheimer MD) is not needed:
after an initial standard electronic minimization, the fictitious
dynamics of the electrons keeps them on the electronic ground
state corresponding to each new ionic configuration.
The fictitious dynamics relies on using fictitious electron

mass of the electrons, chosen small enough to avoid a
significant energy transfer from the ionic to the electronic
degrees of freedom. This small fictitious mass requires that the
equations of motion are integrated using a smaller time step
(∼0.01−0.1 fs) than the one commonly used in Born−
Oppenheimer molecular dynamics (∼0.1−1 fs). According to
the Car−Parrinello equations of motion, the nuclei evolve in
time at a particular physical temperature (determined naturally
by the kinetic energy of the nuclear subsystem), whereas a
“fictitious temperature” is associated with the electronic
degrees of freedom. A condition of the smallness of the
fictious electronic temperature implies that the electronic
subsystem is close to its instantaneous minimum energy, i.e.,
close to the exact Born−Oppenheimer PES.

Software Tools: There are several software packages
available for performing AIMD simulations. Some of the
most widely used packages include ABINIT,369 CASTEP,370

CP2K,130 CPMD,371 Gaussian,133 GPAW,372 LAMMPS,258

NWChem,134 OCTOPUS,161,373 Quantum Espresso,162 SIES-
TA,374 and VASP.179

Areas of Application: Applications of AIMD are widespread
in different areas of physics, chemistry, and life scien-
ces.360,375,376 Particular examples include the following and
many more:
(i) applications in solid-state physics and chemistry, such as
analysis of the structure, pressure-induced structural
transformations, and short-time dynamics of various
crystal structures; the diffusion of atoms in solids; and
structural and mechanical properties of polymers and
macromolecular materials

(ii) the dynamics of molecules, small NPs, and atoms
adsorbed on surfaces, including surface chemistry
reactions

(iii) mechanochemistry, which is the mechanical activation of
covalent bonds by externally applied forces

(iv) studies of molecular liquids and aqueous solutions
(v) the dynamics of atomic clusters, fullerenes, and nano-
tubes

(vi) chemical reactions and transformations (e.g., reactive
scattering of small molecules in the gas phase or thermal
decomposition of molecular systems)

(vii) photoinduced physics and chemistry processes (e.g.,
isomerization, intramolecular proton transfer, etc.)

(viii) structure and picosecond dynamics of proteins

An extensive list of original references that reported the
applications of AIMD to the listed and other problems can be
found in previous reviews.360,375,376

Limitations and Challenges: Key challenges that need to be
addressed in the field of AIMD are (i) the accuracy of the
electronic structure methods and (ii) the high computational
costs of the calculations.
The accuracy of AIMD calculations is limited by the level of

theory used to obtain the electronic structure (see section 3.1).
Since using very accurate first-principles methods imply very
long computational times, DFT is commonly used to describe
the electronic subsystem in AIMD. Progress in this direction
has been achieved by developing new DFT functionals and/or
novel, computationally efficient algorithms that allow higher-
level electronic structure methods to be used instead of KS
DFT.
The inherent high computational cost associated with the

electronic structure calculations has limited the affordable
temporal scales and system sizes in AIMD. This particularly
concerns Ehrenfest MD, which explicitly treats electron
dynamics and therefore requires a very short simulation time
step, typically on the order of 1−10 as.372 The time step is
determined by the maximum electronic frequencies and is
about three orders of magnitude less than the time step
required to follow the nuclei in a Born−Oppenheimer MD
(∼1 fs). As a result, Ehrenfest MD is typically applied for the
systems containing, at most, several tens of atoms and evolving
on the 10−100 fs time scale.
Born−Oppenheimer and Car−Parrinello MD are typically

applied to larger systems evolving on longer time scales. Two
decades ago, these methods were applied to systems consisting
of a few tens or hundreds of atoms, accessing time scales on
the order of tens of picoseconds.361 With the development of
advanced high-performance computer platforms, the system
size has increased to ∼103 atoms and simulation times have
reached hundreds of picoseconds.376 Yet, many phenomena
require the consideration of larger temporal scales, which can
only be achieved by using other methods, such as irradiation-
driven MD described in section 3.3.6.

3.3.5. Reactive Molecular Dynamics (RMD). The
reactive molecular dynamics (RMD) approach enables classical
simulations of chemical reactions and chemistry-based nano-
scale phenomena on temporal and spatial scales inaccessible by
pure ab initio methods (see stage 3 in Figure 4). QM-based
methods are computationally expensive and limited to systems
with a size of a few nanometers (see Figure 4 and the previous
subsections). On the other hand, conventional (nonreactive)
classical MD provides a powerful tool to simulate larger-size
systems on long time scales, but this approach cannot simulate
chemical reactions or can only do it in a very limited way for
selected systems using REBO-type potentials (see section
3.3.1). In order to circumvent this problem, RMD methods
have been developed that use interatomic force fields capable
of locally mimicking the quantum effects due to chemical
reactions. Typical examples of such force fields include the
reactive force field (ReaxFF)377,378 and reactive CHARMM
(rCHARMM).67

ReaxFF is a bond-order-based force field that enables MD
simulations of reactive (bond breakage and formation) and
nonreactive interactions between atoms of a system. Bond
order is calculated directly from interatomic distances using the
empirical formula described elsewhere.379
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The interatomic ReaxFF potential is constructed as a sum of
several bond-order-dependent and independent energy con-
tributions, which include (i) the energy associated with
forming bonds between atoms, (ii) the energies associated
with the so-called three-body valence angle strain and four-
body torsional angle strain, (iii) an energy penalty preventing
the overcoordination of atoms that is based on atomic valence
rules, for instance, a stiff energy penalty is applied if a carbon
atom forms more than four bonds, and (iv) electrostatic and
(v) van der Waals interactions calculated between all atoms,
regardless of their connectivity and bond order.
ReaxFF has been parametrized and tested for a large number

of different systems and processes, such as reactions involving
hydrocarbons, alkoxysilane gelation, transition-metal-catalyzed
nanotube formation, and other material applications such as
Li-ion batteries, TiO2, polymers, and high-energy materials.

378

However, it should be stressed that although ReaxFF
parameter sets exist for many elements of the periodic
table,378 they have limited transferability and cannot be used
in any combination. There are two major “branches” of
ReaxFF parameter sets that are intra-transferable with one
another: (i) the “combustion” branch, which describes high-
temperature chemical reactions between gaseous products, and
(ii) the “aqueous” branch, which describes the interaction of
liquid water with metal oxides, clays, and biological
molecules.378

In contrast to widely used nonreactive molecular mechanics
force fields CHARMM247,248 and AMBER249 (see section
3.3.1) and the reactive CHARMM67 (see below), ReaxFF does
not employ different atom types for atoms of the same
chemical element. In order to simulate bond-breaking and
formation processes while having only one single atom type for
each element, ReaxFF is constructed as a relatively complex
force field with many parameters.380 Therefore, an extensive
training set is necessary to cover the relevant chemical phase
space, including bond and angle stretches, activation and
reaction energies, equations of state, surface energies, etc.381

The reactive MD approach implemented in the MBN
Explorer software package68 is an alternative (and more
versatile) approach that accounts for fast and local chemical
transformations during the MD of molecular or condensed
matter systems. Such transformations have a quantum nature
and occur probabilistically. In the RMD methodology realized
in MBN Explorer, chemical transformations are incorporated
into MD on the basis of the MC approach (see section 3.2.1)
by coupling the chemical transformations having the quantum
nature with the classical dynamics of a molecular medium.
Such chemical transformations may involve
(i) the breaking and formation of covalent bonds in a
system

(ii) change of atomic types and valences
(iii) change of bond multiplicities
(iv) redistribution of atomic partial charges
(v) change of interatomic interaction potentials
(vi) formation of specific chemical products associated with

specific fragmentation channels
(vii) changes in the molecular topology of the system
The reactive MD realized in MBN Explorer operates with

the reactive CHARMM (rCHARMM) force field67 that
enables the description of bond rupture events and the
formation of new covalent bonds by chemically active atoms in
the system, monitoring the chemical composition and changes

in the system’s topology that occur during its transformations.
The chemically active atoms carry information about their
charges and valences, interactions with other atoms in the
system, and multiplicities of the bonds that can be formed with
other reactive atoms in the system.
Compared to the “standard” (nonreactive) CHARMM force

field247,248 rCHARMM requires the specification of two
additional parameters for the bonded interactions, namely,
the dissociation energy of a covalent bond and the cutoff radius
for bond breaking or formation.67 By specifying these
parameters, all molecular mechanics interactions (i.e., bonded,
angular, and dihedral interactions) vanish as the distance
between interacting atoms increases. To permit the rupture of
covalent bonds in the molecular mechanics force field,
rCHARMM employs a Morse potential instead of a harmonic
potential. The rupture of covalent bonds in the simulation
automatically employs a modification of the potential functions
for valence and dihedral angles.67 The input parameters for
RMD can be elaborated based on many-body theory, DFT,
and TDDFT (see section 3.1), or can be taken from the
experiment.

Software Tools: ReaxFF potentials can be utilized for
reactive MD simulations using the LAMMPS software258 and
are also available in the Amsterdam Modeling Suite382 and
Materials Studio.262 The rCHARMM force field methodology
is implemented in the MBN Explorer software.68

Areas of Application: As discussed above in this section, a
large number of different ReaxFF potentials have been
developed over the last two decades for studying two major
classes of physicochemical problems, namely (i) high-temper-
ature chemical reactions in the gas phase and (ii) chemical
interactions between liquid water and different metal, inorganic
and biological systems.378

As an extension of the nonreactive CHARMM force field,
rCHARMM is directly applicable to organic and biomolecular
systems.86,87 Its combination with many other pairwise and
many-body force fields enables simulations of thermally driven
and postirradiation chemical transformations in various
molecular and condensed matter systems while monitoring
their molecular composition and topology changes.5,6 Due to
its versatility and universality, the rCHARMM force field has
been applied to study a broad range of processes and
phenomena, including collision-induced structural transforma-
tions and fragmentation (in the gas phase or after the collision
with surfaces);383 collision-induced fragmentation of molecular
and cluster systems in the gas phase and placed in molecular
environments;86,87,384,385 thermally driven and collision-
induced chemistry of condensed systems, particularly
water;67,85 and surface chemistry processes lying in the core
of modern nanofabrication techniques13,14,54 (see a case study
in section 1.7). An extended description of the applications of
this methodology can be found in recent reviews.6,386

Limitations and Challenges: From the computational point
of view, reactive MD has similar computational limitations as
standard classical MD in terms of the time scales that can be
simulated and the system sizes that could be modeled (see
stage 3 in Figure 4). The accurate simulation of covalent bond
breakage and formation events calls for shorter integration
time steps than in nonreactive MD, typically on the order of
0.1−0.5 fs. A challenge for this methodology is related to the
development of more systematic approaches for determining
and validating input parameters (such as, for instance, bond
dissociation energies for different covalent bonds in a studied
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system or chemical reaction rates) using the QM-based
methods (many-body theory, DFT, TDDFT, QM/MM, and
AIMD) described earlier in this section or experimental data
available in the literature.

3.3.6. Irradiation-Driven Molecular Dynamics (IDMD).
A crucial part of the multistage scenario of irradiation-driven
chemistry is the analysis of intermediate time and spatial
domains where the irradiated molecular or condensed matter
system is far from equilibrium (see stage 3 in Figure 4).
Atomistic simulations of irradiation-driven transformations in
complex molecular and condensed matter systems can be
performed using the irradiation-driven molecular dynamics
(IDMD) methodology.13 This methodology accounts, proba-
bilistically, for fast and local radiation-induced transformations
(listed in section 2) occurring during classical MD of systems.
Such quantum processes take place on the sub-femtosecond to
femtosecond time scales (i.e., over the intervals comparable to
or smaller than a typical time step of classical MD simulations)
and typically involve a relatively small number of atoms.
The probability of each quantum process occurring at a

given point in space and time is equal to the product of the
process cross section and the radiation flux density at that
point.1,13 Both characteristics should be worked out for each
particular case study. The cross sections of collision processes
can be obtained from (i) ab initio calculations performed
employing dedicated codes (e.g., those listed in section 3.1.4),
(ii) analytical estimates and models (see section 3.1.4), (iii)
experiments (section 5.2), or (iv) atomic and molecular
databases (section 7). The flux densities of incident particles
are usually specific to the problem and the system considered.
They can be determined by the chosen irradiation regime or
using various particle transport theories, such as the MC,
relativistic MD or diffusion equation-based approaches (see
section 3.2).
The IDMD methodology accounts for all the major

dissociative transformations of irradiated molecular and
condensed matter systems listed in section 3.3.5. The
properties of atoms or molecules (energy, momentum, charge,
valence, interaction potentials with other atoms in the system,
etc.) involved in such quantum transformations are changed
according to their final quantum states in the corresponding
quantum processes. These transformations are simulated using
the rCHARMM force field67 (see section 3.3.5) implemented
in MBN Explorer.68 The possibility of combining rCHARMM
with many other pairwise and many-body force fields makes
the IDMD approach universal and applicable to many different
molecular and condensed matter systems.
IDMD enables the analysis of rapid energy transfer events

into fragmenting covalent bonds caused by quantum processes
and the analysis of postirradiation energy relaxation processes,
occurring typically on a picosecond time scale and leading to
chemical transformations. The energy transferred to the system
through irradiation is absorbed by the involved electronic and
ionic degrees of freedom, and chemically reactive sites (atoms,
molecules, molecular sites) in the irradiated system are
created.13 These events lead to changes in the system’s
molecular topology, the number and type of atomic and
molecular species present in the system, and other character-
istics that may affect the dynamic behavior and chemical
transformations of the molecular system on longer time scales.
The subsequent dynamics of the reactive sites is determined by
the classical MD and the thermodynamic state of the system
until the system undergoes further irradiation-driven quantum

transformations. The chemically reactive sites may also be
involved in the chemical reactions, leading to the change of
their molecular and reactive properties and, ultimately, the
formation of chemically stable atomic and molecular
species.6,13,14,53,54,386

In the absence of irradiation, only reactive transformations
become possible at larger time scales, which can be simulated
using RMD (see section 3.3.5). As such, IDMD, together with
RMD, allow a computational analysis of physicochemical
processes occurring in the system coupled to the radiation and
postirradiation dynamics of the system on time and spatial
scales far beyond the limits of quantum mechanics-based
computational schemes, such as TDDFT (section 3.1.3) or ab
initio MD (section 3.3.4).
IDMD relies on several input parameters such as bond

dissociation energies, molecular fragmentation cross sections,
the amount of energy transferred to the system upon
irradiation, the energy relaxation rate, and the spatial region
in which the energy is relaxed. These characteristics can be
elaborated based on many-body theory, DFT, TDDFT, and
collision theory (see section 3.1) or taken from the experiment.
The probabilities for irradiation-induced quantum trans-
formations are defined according to a specific irradiation
field imposed on the system, which can be determined using
various particle transport theories, such as the MC14 or
diffusion-equation-based approaches (see sections 3.2.1 and
3.2.2). Such an analysis provides the spatial distribution of the
energy transferred to the medium through irradiation.
The countable number of physically meaningful parameters

of IDMD and the reactive molecular force fields, together with
a much larger number of different output characteristics
accessible for simulations and analysis, make the IDMD
method efficient and accurate. As such, IDMD offers unique
possibilities for modeling irradiation-driven modifications of
complex molecular and condensed matter systems beyond the
capabilities of pure quantum or pure classical MD.

Software Tools: IDMD is a unique implementation
available in the MBN Explorer software package.68

Areas of Applications: Due to its universality, IDMD can be
utilized to study irradiation-induced processes in various
molecular systems (in the gas phase or embedded into
molecular environments) and condensed matter systems
discussed throughout this Review. Particular areas for the
application of this methodology include the analysis of
nanoscopic mechanisms of radiation-induced damage of
biomolecular systems (see section 1.8 and case studies 6.2
and 6.3 in section 6) and the nanoscopic mechanisms of the
nanostructure formation and growth due to the irradiation
with focused beams of charged particles13,14,53,54 (see section
1.7). An extended description of the applications of this
methodology can be found in recent reviews.6,386

Limitations and Challenges: From the computational point
of view, IDMD simulations have similar limitations as the
standard classical and reactive MD in terms of the system sizes
and time scales that can be simulated. The simulation of
covalent bond breakage and formation events calls for typical
integration time steps on the order of 0.1−0.5 fs, similar to
those used in reactive MD simulations (see section 3.3.5).
A current challenge for the IDMD approach is the

development of systematic methods for determining input
parameters, particularly flux densities of primary and secondary
irradiating particles provided by the MC-based particle
transport codes and the cross sections for irradiation-induced
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quantum transformations. The first problem has been
addressed by developing an interlink14 between the particle
transport methods and IDMD, and it can be elaborated further
by a widespread realization of the developed interlink for
popular MC codes (see section 3.2.1). The second problem
calls for an interlink between the QM-based (e.g., TDDFT,
QM/MM, AIMD, etc.) codes with IDMD. The problem of
interlinking IDMD with particle transport and QM-based
methods is discussed in greater detail in section 4.
3.4. Computational Methods for Chemical and
Thermodynamic Equilibrium Calculations

The concept of chemical equilibrium is highly relevant to
radiation research, especially in situations where radiation
interacts with matter, leading to chemical changes. While
chemical equilibrium is often associated with reactions
occurring at ordinary temperature and pressure conditions,
its principles can be extended to situations involving radiation-
induced reactions and processes. The interaction of radiation
with matter can cause ionization, excitation, and other forms of
energy transfer to the medium. These interactions can lead to
chemical changes in molecules and materials. While the
conditions might not be ordinary, the principles of chemical
equilibrium can still apply to the balance between various
chemical species formed due to radiation.
Computational methods for chemical equilibrium calcula-

tions involve determining the concentrations of reactants and
products species in a chemical reaction mixture when the rates
of forward and reverse reactions are equal. These methods are
essential for understanding and predicting the composition of
chemical systems at equilibrium (see stage 4 in Figure 4). This
information can serve as input for the analysis of large-scale
effects at various irradiation or postirradiation conditions (see
stage 5 in Figure 4).
Several approaches can be used for equilibrium calculations.
Gibbs free energy minimization involves minimizing the

Gibbs free energy of the entire system with respect to the
concentrations of the species involved.387,388 It is based on the
principle that at equilibrium the Gibbs free energy is
minimized.2 The problem of Gibbs free energy minimization
considers a closed chemical system (made of a specific number
of chemical elements) at certain constant thermodynamic
characteristics that could include temperature T, pressure P,
volume V, number of particles (species) N, and energy E. The
number of species N can change due to chemical reactions.
The equilibrium problem can be reformulated as a

mathematical problem in which the unknowns are the non-
negative number of species N that minimize the system’s Gibbs
energy G at the defined temperature T, pressure P, and number
of chemical elements. Furthermore, at the chemical equili-
brium the reaction rates of all the forward and corresponding
reverse reactions are equal; this condition could be used to
probe if a studied system is at equilibrium. The occurrence of
phases with multiple species and the complex dependencies of
the species dynamics on their number make the Gibbs energy
minimization problem nonlinear and thus challenging to solve.
Reaction quotient calculation focuses on calculating the

reaction quotient Q, which is the ratio of the concentrations of
reaction products to reactants in a chemical reaction mixture at
any given time instance. Comparing Q to the equilibrium
constant K provides information about whether or not the
system is at equilibrium.

Iterative methods involve iteratively adjusting the concen-
trations of species based on their reactions and their deviation
from equilibrium conditions until the system reaches
equilibrium. This can be done using various algorithms, such
as the Newton−Raphson method or other numerical
optimization techniques.
Many equilibrium calculations are based on the parameters

listed in various thermodynamic databases389−391 that contain
information about thermodynamic characteristics for various
chemical substances, the most important ones being enthalpy,
entropy, and Gibbs free energy. Numerical values of these
thermodynamic characteristics are collected as tables or
calculated, e.g., using the CALPHAD methodology392,393 for
determining thermodynamic, kinetic, and other properties of
multicomponent materials using the corresponding properties
of pure elements and binary and ternary systems. These
databases are used to calculate the equilibrium constants and
other thermodynamic quantities needed for equilibrium
calculations.
The choice of the appropriate method should be dictated by

the complexity of the reaction system, the accuracy required,
and the available computational resources. Equilibrium
calculations can be relatively simple for simple reactions with
known thermodynamic data or involve more sophisticated
techniques for complex systems.
While the principles of chemical equilibrium can be applied

in radiation research, the conditions and kinetics might differ
significantly from standard thermodynamic equilibrium.
Radiation-induced processes often involve rapid and dynamic
changes due to the transient nature of the species formed (see
the case study in section 6.6). Therefore, specialized models
and techniques are required to accurately describe the
chemical and physical processes involved in radiation
interactions.

Software Tools: There are several software tools that could
be used for the prediction of concentrations of species in
complex chemical systems at a thermodynamic equilibrium, for
instance, ChemEQL,394 MINEQL+,395 or Visual MINTEQ.396

Areas of Application: The concept of chemical equilibrium
can be applied to different problems related to radiation
research, for example:

(i) Equilibrium in Radiolysis. Radiolysis refers to the process
of breaking chemical bonds through the action of
radiation. The resulting species can include radicals,
ions, and excited molecules. Even though the radiation
field might not be in thermodynamic equilibrium, the
reactions and concentrations of these species can reach a
dynamic equilibrium where the rates of formation and
consumption are balanced.

(ii) Equilibrium in Radioactive Decay. In radiochemistry, the
decay of radioactive isotopes follows first-order kinetics,
where the rate of decay is proportional to the
concentration of the radioactive species. When the
decay product is itself radioactive, equilibrium can be
established between the decay of the parent isotope and
the subsequent decay of the daughter isotope.

(iii) Equilibrium in Dosimetry. In radiation dosimetry, which
involves measuring the absorbed dose of radiation,
equilibrium conditions play a role in determining the
amount of energy transferred to a material. Depending
on the radiation type and energy, there can be different
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degrees of equilibrium or disequilibrium between the
transferred energy and its distribution.

(iv) Chemical Changes in Radiobiology. In radiation biology,
the effects of radiation on living organisms are often
studied. Radiation can induce chemical changes in
biological molecules, including DNA damage and free
radical formation. Understanding the chemical equili-
brium between various reactive species can provide
insights into biological responses to radiation (see the
case studies in sections 6.8 and 6.9).

(v) Irradiation of Materials. Computational methods for
chemical equilibrium calculations in the context of
irradiation of materials use thermodynamic principles,
chemical reaction kinetics, and radiation transport
modeling to predict how materials respond to various
forms of radiation, including ionizing and nonionizing
radiation. These methods consider factors such as
temperature, pressure, and radiation dose to calculate
the equilibrium composition of materials and provide
insights into radiation-induced changes, allowing re-
searchers to assess material degradation, design
radiation-resistant materials, and ensure the safety and
reliability of technologies exposed to radiation.

(vi) Radiation Protection. Computational methods for chem-
ical equilibrium calculations play a pivotal role in
radiation protection by aiding in the design and
evaluation of shielding materials and safety measures.
These methods predict how materials interact with
ionizing radiation, enabling the selection or design of
optimal shielding materials, the estimation of radiation
doses, and optimizing shielding configurations. They
also assist in understanding material aging and durability
under irradiation, ensuring the ongoing effectiveness of
radiation protection measures. Whether in medical
facilities, nuclear power plants, aerospace applications,
or radiological emergency response, these computational
tools contribute to safeguarding individuals and the
environment from the harmful effects caused by ionizing
radiation while optimizing cost and efficiency.

(vii) Radiation Waste. Computational methods for chemical
equilibrium calculations are instrumental in managing
radiation waste by predicting the behavior of radioactive
materials and their interactions with surrounding
environments. These methods help assess the solubility,
stability, and speciation of radionuclides in waste
materials. They can simulate how these materials
might leach or react with geological formations and
engineered barriers in disposal sites. By understanding
the chemical processes governing radionuclide behavior,
these computational tools aid in the safe disposal and
long-term containment of radioactive waste, which is
crucial for minimizing environmental risks and ensuring
public safety in nuclear waste management.

Limitations and Challenges: There are several limitations
and challenges of computational methods used for chemical
equilibrium calculations concerning radiation research. In
particular, coupling chemical reactions with radiation transport
or nuclear reactions can lead to highly complex and nonlinear
mathematical equations. Modeling such reactions or related
processes may be difficult due to the limited data for reaction
rates, interaction cross sections, and thermodynamic properties
of species under extreme conditions. The lack of such
information can introduce uncertainty into computational

predictions. The complexity and nonlinearity of the equations
underlying chemical equilibrium calculations often require
intensive computational resources, especially if high-accuracy
results are expected, relying on few assumptions. On the other
hand, model simplifications could lead to an insufficient
description of the fundamental principles underlying radiation-
chemical interactions. In this regard, it is unfortunate that
experimental data for validating simplified computational
models used to model scenarios involving both radiation and
chemical reactions may be scarce, particularly for extreme
conditions relevant to radiation research (see the case study in
section 6.7).
3.5. Large-Scale Processes

3.5.1. Stochastic Dynamics. As discussed in sections 1
and 2, the exposure of molecular and condensed matter
systems to radiation may result in the manifestation of
processes and phenomena that span over much larger spatial
and longer temporal scales as compared to those typical for the
initial quantum processes (see stages 4 and 5 in Figure 4).
Examples of such large-scale processes include radiobiological
phenomena (e.g., radiation-induced damage and repair, cell
death, etc.), structure formation and evolution, material aging,
morphological transitions, and others (see section 1).
Although developments of MD-based accelerated dynam-

ics397,398 have successfully extended the simulation time scales
to micro- and even (sub)milliseconds, it remains computa-
tionally inefficient to employ atomistic MD for simulations of
large-scale processes and phenomena occurring on time scales
from milliseconds to hours and longer. Stochastic dynamics
(SD)5,16 provides a valuable approach for modeling large-scale
processes (including those induced by irradiation), especially
when dealing with systems that involve complex interactions,
multiple particles, and dynamic changes. Stochastic simulations
consider the inherent randomness and discrete nature of
molecular interactions, making them suitable for capturing the
behavior of molecular systems subjected to radiation-induced
effects.
In general, SD applies to the description of processes having

a probabilistic nature that occur in very different complex
systems on different temporal and spatial scales. SD does not
describe the specific details of dynamical processes occurring in
large-scale systems, but the major transitions of a system to
new states are described by a certain number of kinetic rates
that can be attributed to the main physical processes driving
the system transformation.
In SD, a stochastically moving system of interest can be

discretized into a set of constituent particles. The “particles”
are defined as the building blocks of the system that carry
specific properties sufficient for the description of the spatial
and temporal evolution of the whole system with the desirable
level of detail and accuracy. The different properties of
particles are reflected in their types, which are assigned to each
particle in the system. The time evolution of a many-particle
system is then modeled stepwise in time. Instead of solving
dynamical equations of motion, as done in MD, a SD approach
assumes that the system undergoes a structural transformation
at each step of evolution with a certain probability. The new
configuration of the system is then used as the starting point
for the next evolution step. The system’s transformation is
governed by several kinetic rates for processes involved in the
transformation chosen according to the model considered. The
relevant values for the kinetic rates used to determine the

Chemical Reviews pubs.acs.org/CR Review

https://doi.org/10.1021/acs.chemrev.3c00902
Chem. Rev. 2024, 124, 8014−8129

8042

pubs.acs.org/CR?ref=pdf
https://doi.org/10.1021/acs.chemrev.3c00902?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


probabilities in SD could often be established using MD
simulations.16,34,35

The concept of SD in its most general form16 is
implemented in the MBN Explorer software package.68 The
developed SD algorithms generalize the earlier methodologies
based on kinetic MC algorithms34,35,68 by accounting for many
additional channels of stochasticity in the system and
increasing the complexity of the system.
Currently, the SD approach permits the simulation of the

following kinetic processes that may occur with the particles in
a system:16 (i) free diffusion, (ii) diffusion along the periphery
of a bound group of particles, (iii) detachment of particles
from each other, (iv) uptake of particles from the system, (v)
addition of particles to the system, and (vi) change of particle’s
type. However, particles may also experience more compli-
cated transformations, including (vii) dissociation reactions,
(viii) fusion reactions, and (ix) substitution reactions. In
dissociation reactions, one particle dissociates into two or more
new particles of different types. This process is general and
relevant, e.g., for describing chemical reactions (including
irradiation-induced dissociation processes). Fusion of particles
requires the participation of two or more particles of a specific
type. Such particles may perform the fusion reaction with the
given association rate and be merged into one new particle
occupying the corresponding adjacent grid cells. Substitution
and replacement of particles provide another important class of
processes that is possible to simulate within the SD framework.
In this case, the interaction between a pair of neighboring
particles leads to the formation of several new product
particles.16

Software Tools: The SD methodology has been fully
implemented recently in the MBN Explorer software pack-
age.68 It can be used to study different systems with sizes
ranging from subatomic to macroscopic. The realized
computational approach describes the dynamics of systems
in which all their constituent elements can move stochastically
and may experience transformations and chemical (including
irradiation-induced) reactions. These include different diffu-
sion modes, dissociation and attachment (decay, fission, and
fusion), uptake and injections (creation and annihilation)
processes, reactive transformations, and particle type alteration.
The system’s constituent elements may have different nature,
scale properties, and a set of interactions with other
components within the system that affect their SD.
It is also worth emphasizing that since the SD module is fully

integrated into MBN Explorer, it can be accessed via the
multipurpose toolkit MBN Studio.399 MBN Studio permits an
intuitive setup of SD simulations, visualization, and the analysis
of the corresponding results. This is especially important in the
cases when simulations involve a variable number of particles
(e.g., as a result of particle injection, removal or annihilation),
as many other alternative visualization programs (e.g., VMD313

or PyMol400) do not support this feature.
Areas of Application: The SD computational framework is

applicable for modeling many stochastically moving systems of
different nature and different dynamical processes occurring
and manifesting at different temporal and spatial scales. One
can emphasize several avenues where SD can be used for
multiscale modeling of irradiation-driven processes and
phenomena:

(i) Radiation Transport. Stochastic models simulate random
interactions of radiation particles (such as photons,

electrons, ions, or neutrons) with atoms or molecules of
the medium as they traverse matter (see section 3.2.1).
MC simulations, a common stochastic approach, provide
insights into radiation transport phenomena in diverse
settings, from optimizing shielding materials for nuclear
reactors to simulating the dose distribution in radiation
therapy for cancer treatment.

(ii) Nuclear Decay. Radioactive decay follows a probabilistic
pattern, and stochastic models are used to predict the
decay rates of radioactive isotopes over time. These
models are integral to nuclear physics and radiological
safety, helping estimate the remaining radioactivity of
materials and assess nuclear waste storage requirements.

(iii) Nuclear Astrophysics. Stochastic models play a role in
studying nuclear reactions in astrophysical environ-
ments, where statistical laws govern reactions involving
low-abundance nuclei. These models help scientists
understand the probabilistic processes that govern
element formation in stars, providing insights into the
synthesis of heavy elements and the evolution of stellar
systems.

(iv) Radiation-Induced Damage. Stochastic simulations model
the random generation and distribution of defects and
damage caused by radiation in materials and biological
systems. For example, in materials science, these models
help predict the probability of structural damage in
materials exposed to radiation, impacting the safety of
nuclear facilities. In radiobiology, they provide insights
into the stochastic nature of DNA damage and
mutations caused by ionizing radiation (see the case
studies in sections 6.8 and 6.9), which is vital in
understanding cancer risk and radiation therapy
planning (see the case study in section 6.11).

(v) Radiation Ef fects in Biological Systems. In radiobiology
and radiation oncology, stochastic models are applied to
study the probabilistic nature of biological responses to
radiation. These models consider the inherent variability
in cellular and molecular processes (see sections 6.8 and
6.9) when assessing the risk of radiation-induced cancer
or planning radiation treatments. They help optimize
radiation therapy by predicting tumor control proba-
bility and typical tissue complications.

(vi) Cellular Repair Mechanisms. Applying stochastic dynam-
ics involves modeling and understanding the proba-
bilistic nature of biological responses to DNA damage at
the molecular and cellular levels (see the case studies in
sections 6.8 and 6.9). Stochastic models elucidate the
random encounters between repair enzymes and
damaged DNA, repair pathway choices influenced by
stochastic interactions, and the variable cellular
responses to DNA damage, including activation of
repair pathways and cell fate decisions. These models are
critical in radiation biology, aging, disease, and drug
development, shedding light on the stochastic processes
underlying genomic instability, cancer development, and
the effectiveness of therapeutic interventions targeting
DNA repair pathways, ultimately enhancing our
comprehension of cellular repair mechanisms and their
implications in various biological contexts.

(vii) Materials Aging. SD may also be applied to describe the
aging of materials, which can help explain the
probabilistic nature of material deterioration and
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degradation processes. Stochastic models consider the
random environmental conditions, fluctuations in stress,
temperature, and variability in material properties that
influence aging mechanisms like corrosion, fatigue, and
creep. These models are instrumental in assessing the
reliability, durability, and safety of materials and
structures by predicting the probability of failure,
estimating remaining useful life, and optimizing
maintenance schedules. They also aid in material
selection and design, considering the impact of
stochastic behavior on performance, making them
valuable in fields ranging from infrastructure main-
tenance and aerospace engineering to nanomaterials
development and composite materials design.

(viii) Environmental Radiology. SD is used to model the
dispersion and behavior of radioactive contaminants in
environmental systems. These models assess the random
processes governing radionuclides’ transport, deposition,
and distribution in air, water, soil, and biota. They are
crucial for assessing the environmental impact and
human exposure risks following nuclear accidents or
during environmental monitoring and remediation
efforts.

For these and many other application areas, the SD
approach establishes the final links into the chain of theoretical
and computational methods and algorithms, enabling
computational MM of dynamics of systems and processes
from atomic up to mesoscopic and even macroscopic scales
with the temporal scales relevant to such modes of motion (see
stages 4 and 5 in Figure 4).

Limitations and Challenges: As described above, SD-based
models require, as input, the probabilities for specific
processes, which should be selected according to the model
considered. The relevant values for the kinetic rates used to
determine such probabilities can be determined through MD
simulations, making setting up an SD model a nontrivial and
multiscale task. Moreover, such an SD model might be very
specific for a particular problem, and different SD models
should be developed and validated in connection to the
different application areas described above. Setting up
comprehensive and complete SD models might be a big
challenge due to the limited data for required kinetic rates and
other relevant characteristics (e.g., interaction cross sections,
activation energies, diffusion coefficients, etc.).

3.5.2. Continuous Medium Models and Macroscopic
Theories. Stochastic dynamics (see section 3.5.1), while being
a powerful and universal approach, can impose significant
computational demands, especially when modeling radiation-
induced phenomena at the nanoscopic level, and may struggle
to predict rare events accurately. The integration of SD with
continuum medium computational models (e.g., those that
employ the finite element methods (FEM)401,402) and infinite
condensed matter theories (e.g., thermodynamics, hydro-
dynamics, theory of elasticity, and others) offers a valuable
tool for the analysis of various macroscopic characteristics of
condensed matter systems and large-scale phenomena. The
development of such tools requires establishing the interlinks
between these theories and methods, on the one hand, and
MD and SD simulations, on the other hand, interlinking stages
3, 4, and 5 of the MM diagram shown in Figure 4. A practical
realization of such an interlink is discussed in section 4.
Continuum models and theories disregard a discrete and

smaller-scale (atomistic or mesoscopic) structure of a material,

which is assumed to be continuously distributed throughout its
volume. Modeling at this scale can predict large-scale
irradiation-induced processes such as material degradation
and decomposition, defect formation, crack propagation, and
phase transitions, which are highly relevant for industrial and
technological applications.

Software Tools: Among the most popular and widely used
software tools for finite element analysis are Abaqus,403,404

ANSYS, COMSOL Multiphysics, Nastran, and others.
Areas of Application: Macroscopic models and theories

have been utilized to describe many macroscopic character-
istics of materials, including their structural behavior, heat and
mass transport, chemical reaction kinetics, electromagnetic
properties, and others.

Limitations and Challenges: In order to increase the
predictive capability of continuum models and their applic-
ability, these models need to include processes that originate at
stages 1−4 of the time-space diagram shown in Figure 4.
However, such effects are often neglected in the existing
continuum-scale models. Therefore, developing accurate and
predictive models accounting for the true multiscale nature of
condensed matter systems and materials as well as the
radiation-induced phenomena therein is a big challenge.

4. PRACTICAL REALIZATION OF INTERFACING
DIFFERENT SCALE METHODS VIA MBN EXPLORER
AND MBN STUDIO PLATFORM

The key element of any MM approach is based on the
interlinking of the different scale methods to describe and
simulate processes involving all the scales considered. Section 3
gives an overview of the available theoretical and computa-
tional methods with their limits, as well as the associated well-
established computer codes. It is important to emphasize that,
in the near future, it will not be possible to explore all the scale
ranges within the multiscale scenarios discussed in section 2
and shown in Figure 4 by simply extending one computational
method to the other domain. Therefore, the MM approach is
concerned with the methodologies that establish theoretical
and computational interlinks between the key methods of
different scales that allow the description and numerical
quantification of multiscale phenomena at different stages of
the multiscale scenario shown in section 2. The interlinking of
different methods makes it possible to overcome the
limitations of each individual method and paves the way for
a coherent MM approach that unifies the description of
radiation-induced processes.
This section discusses the current achievements in the

practical realization of an MM approach by interlinking
different theoretical and computational methods used to
study different stages of the multiscale scenario of radiation-
induced processes. Each stage of the multiscale scenario can be
treated with theoretical methods describing the dynamics of
systems at the corresponding temporal and spatial scales. The
correspondence of different methods to the stages of the
multiscale scenario discussed in section 2 and shown in Figure
4 has been established in section 3.
Figure 4 establishes the following interfaces between the five

stages of the multiscale scenario and associated methods:

(i) Interface between stages 1 and 2 deals with the coupling of
methods for the description of radiation-induced
quantum processes with particle transport theories and
associated codes.
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(ii) Interface between stages 1 and 3 deals with the coupling of
the QM-based methods with classical MD to describe
the dynamics of the irradiated medium dynamics and
related phenomena.

(iii) Interface between stages 2 and 3 deals with the coupling of
the methods describing particle propagation in a
medium (MC method, analytic approach, and relativistic
MD) with the IDMD method. Through this interlink,
one can develop and validate the SD based models
interlinking the aforementioned particle propagation
techniques with the SD based description of the
irradiated medium dynamics and related phenomena.

(iv) Interface of stage 3 with stages 4 and 5 deals with the
coupling of stages 2 and 3, described by different types
of nonrelativistic or relativistic MD, with stages 4 and 5,
simulated by means of SD. It allows the simulation and
analysis of postirradiation processes in the medium on
large temporal and spatial scales.

(v) Interface of stages 3 and 4 with subsequent larger-scale
stages deals with the coupling of the outputs of MD and
SD with the inputs of thermodynamics and other
macroscopic theories on a larger scale.

Significant efforts have been made in recent years to develop
these interlinks.5,6,10 In the past decade, the unique computa-
tional platform able to treat all of them has been developed on
the basis of the MBN Explorer68 and MBN Studio399 software
packages.
In the following, let us discuss these interlinks and the

possibilities of their practical realization with MBN Explorer
and MBN Studio, as well as with other theoretical and
computational methods and associated codes if they are
available.
4.1. Interfacing Stages 1 and 2: Interlinks Between
Computational Methods for Radiation-Induced Quantum
Processes and Particle Transport
Nature of the Interface: Particle propagation through a
medium and radiation-induced quantum processes in the
medium are two naturally coupled phenomena. Therefore, the
description of particle propagation, often also referred to as
particle transport, involves the treatment of the quantum
processes that accompany the particle propagation. This means
that any theoretical and computational method used to
describe particle transport should provide an interlink between
the stages 1 and 2 shown in Figure 4 and discussed in section
2. It should also be noted that the interface of the stages 1 and
2 is mostly concerned with the properties of the propagating
radiation itself rather than the properties of the irradiated
medium, which is often assumed to be static and homogeneous
in the transport theories. The practical realization of this
interface can be quite different and is based on different
theoretical approaches, which are discussed below.

Practical Realization of the Interface with the MC and the
Analytical Methods: Particles propagating through a medium
experience multiple collisions with atoms or molecules of the
medium, which occur in a stochastic manner. Each collision
event is a quantum process that occurs on the femto- to
attosecond time scales (and even shorter), depending on the
particle type, collision velocity, and the nature of the quantum
process. High-energy particles can travel macroscopically large
distances in condensed matter (see the spatial extent of stage 2,
shown in Figure 4) before these particles lose all their energy
and stop. The interlink of the QM-based description of single

collision events with the probabilistic simulation of the
propagation of particles in a condensed medium is realized
on the basis of the MC approach in various track-structure
codes, as explained in section 3.2.1, as well as by using the
analytical methods described in section 3.2.2. Both realizations
are based on the concept of ballistic (free) particle motion in a
medium between the particle’s random collisions with atoms
or molecules of the medium. Such particle transport
simulations require information on the average density of the
medium and the cross sections of particle collision processes
with the medium atoms or molecules. The cross sections are
typically calculated using different ab initio and semiempirical
methods described in section 3.1.4.

Practical Realization of the Interface with Relativistic
MD: Projectile particles of relativistic and ultrarelativistic
energies (when a projectile’s speed is comparable to the speed
of light c) move nearly classically and experience predom-
inantly elastic collisions with atoms of the medium. During
their motion, the propagating particles radiate photons and
steadily lose their energy. Quantum processes, such as
ionization, recoil by emission of energetic photons, electron-
positron pair creation, etc., may also take place. Such events
occur during the particles’ propagation in a stochastic manner.
All these processes can be treated within the relativistic MD
approach98 over the macroscopically large trajectories of the
propagating particles, although they occur on the temporal and
spatial scales typical for them.
The interface that links the quantum events (stage 1 in

Figure 4) with the relativistic MD simulating the propagation
of particles in a condensed medium over macroscopically large
distances (stage 2 in Figure 4) has been realized in MBN
Explorer.5,68,98 This implementation enables simulations of the
propagation of relativistic charged particles in different media
over macroscopically large distances with the atomistic level of
details (see section 3.2.3). The practical realization of this
interface is based on using a dynamic simulation box.98 In this
approach, the simulation box “moves” along the simulated
relativistic particle trajectory, thus allowing the “on-the-fly”,
accounting for the interactions of the particle with the medium
atoms surrounding it at each instant while integrating the
equations of the particle’s motion. The particle propagates
within the simulation box, interacting with atoms defined
through a cutoff distance. Once the projectile approaches the
edge of the simulation box, a new box is generated, centered at
the position of the projectile. To avoid spurious changes in the
force acting on the projectile, the atoms located at the
intersection of the old and the new simulation boxes are
included in the latter, while atoms in the remaining part of the
new simulation box are generated anew. The procedure is
repeated as many times as necessary to propagate the projectile
through a medium, which can be of macroscopically large sizes.

Application Areas: The interface of stages 1 and 2 based on
the MC method has been widely exploited in numerous case
studies in dosimetry, medical physics, radiation protection,
particle and accelerator physics, radiation-induced material
damage, and many others (see section 3.2.1).
The interface of stages 1 and 2 realized in relativistic MD has

been used in numerous case studies devoted to the analysis of
the propagation of different high-energy particles through
various condensed matter systems, especially oriented crystals
of different geometries (linear, bent, and periodically bent), see
refs 17, 19, and 242 and references therein. Also, the photon
emission processes (e.g., channeling radiation, crystalline
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undulator radiation) by ultrarelativistic particles have been in
focus of these studies.17,18 This research resulted in the
practical realization of the novel γ-ray crystal-based light
sources within the currently running European project
TECHNO-CLS405 (see the case study in section 6.17 for
further details and references).
4.2. Interfacing Stages 1 and 3: Interlinks of QM-based
Methods with Classical MD
There are several theoretical and computational approaches to
interlink the QM-based descriptions of molecular and
condensed matter systems and the quantum processes
occurring therein (see stage 1 in Figure 4) with the classical
description of the system dynamics on the temporal and spatial
scales beyond the capabilities of pure QM methods (see stage
3 in Figure 4). The interlinks between the theoretical and
computational approaches developed for stages 1 and 3 have
been established within the framework of
(i) ground state MD via determining the parameters of the
classical force field through the outcomes of QM-based
calculations;

(ii) the hybrid QM/MM approach via embedding the QM-
based description in the selected small regions of a larger
system simulated with the molecular mechanics
approach;

(iii) reactive MD by incorporating fast and local chemical
transformations in the system into the classical MD
based on the MC approach;

(iv) irradiation-driven MD by incorporating fast and local
radiation-induced transformations in the system into the
classical MD based on the MC approach.

Not all of the techniques mentioned above are directly
applicable to the description of condensed matter systems
exposed to radiation. However, they are all highly relevant to
the area of research covered by this roadmap, as they can be
used for the preparatory simulations of the systems before their
irradiation or for the simulation and analysis of the
postirradiation processes. Work on the development of the
interlinks between QM-based methods and classical MD is
being carried out by a large number of teams working in
related fields (see section 3.3 for references). In the following,
let us briefly discuss each of the interlinks mentioned above
and highlight the unique capabilities of the MBN Explorer and
MBN Studio platform, as well as some other advanced
computational tools available in this research area.

4.2.1. Ground-State Dynamics Interlink. Nature of the
Interface: In the classical MD approach (section 3.3.1), a force
field or a classical potential energy function is used to
approximate the ground-state potential energy of a quantum
many-body system as a function of nuclear coordinates. Forces
acting on atoms in MD simulations are derived as the negative
gradient of the potential energy with respect to nuclear
coordinates. The interlink between stages 1 and 3 is realized by
determining the parameters of the force field from the results
of QM-based calculations.

Practical Realization: Parameters of pairwise and many-
body interatomic potentials are commonly determined by
fitting the characteristics obtained from ab initio and DFT
calculations, such as equilibrium bond lengths, lattice
constants, equilibrium geometries of stable crystalline phases,
cohesive energies, energies of defect formation, elastic moduli,
vibrational frequencies, etc. QM methods are also commonly
used to determine parameters of the bonded interactions in

molecular mechanics force fields such as CHARMM,247,248

AMBER,249 and others.
Furthermore, different charge models (e.g., Mulliken charges,

charges determined by the natural population analysis, or by
the fitting of the electrostatic potential) available in many QM-
based software tools can be used to parametrize the partial
atomic charges in a molecular system to model electrostatic
interactions in MD simulations.406,407

A QM-MD interface has been successfully realized in a web
platform VIKING,306 which provides a convenient way to
perform such multiscale calculations on supercomputers.
VIKING allows the integration of several popular quantum
chemistry software packages (e.g., Gaussian133 and ORCA135)
and classical MD simulation software (NAMD259 and MBN
Explorer68) into a single platform that provides tools for
simulation setting up, data analysis, and visualization and can
be used to model a wide range of molecular processes
occurring at different scales. The computational tasks that can
be solved with VIKING include, in particular, nonreactive MD
simulations, reactive and irradiation-driven MD simulations
using MBN Explorer, various types of quantum chemistry
calculations (particularly geometry optimization, electronic
properties, and NMR properties, as well as infrared, Raman,
NMR, and circular dichroism spectroscopy calculations), and
spin chemistry.

Application Areas: The interlink between the QM-based
and classical MD methods has been used routinely for decades
to determine the parameters of the classical force fields for
various types of molecular and condensed matter systems.68,408

However, most classical interatomic potentials were designed
to reproduce only the ground-state equilibrium properties of a
system. While these force fields agree with the results of ab
initio calculations of ground state parameters, they often poorly
describe highly excited vibrational states when the system
under study is far from the potential energy minimum. MD
simulations of nonequilibrium processes require different
realizations of the interlink between stages 1 and 3, which
are described in the following subsections.

4.2.2. Hybrid QM/MM Interlink. Nature of the Interface:
The study of quantum processes in large-scale molecular and
condensed matter systems requires the use of classical MD to
treat the nuclear degrees of freedom (see section 3.3.1). At the
same time, a QM-based description is required to simulate the
electron dynamics in those parts of the system where the
quantum processes or chemical reactions take place. The
classical molecular mechanics force field approach is used to
describe other parts of the molecular system that are not
directly involved in the quantum processes or chemical
reactions. The QM/MM approach thus provides an important
interlink between stages 1 and 3 in Figure 4.

Practical Realization: The interlink has been realized in
several computer codes and software packages for QM/MM
simulations, some of which are listed in section 3.3.2. QM/
MM calculations are often performed to optimize the ground-
state geometry of a system. The excited states in the QM
region can then be treated with different QM methods, e.g.,
TDDFT or post-HF methods (see section 3.1). A chemically
important part of the system, where bond breaking/formation
or electronic excitation occurs, is treated with QM, while the
remaining part of the system is modeled with a classical
molecular mechanics force field.
A recently developed QM/MM computational tool,312

which combines the widely used NAMD259 and VMD313
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programs with the quantum chemistry packages ORCA135 and
MOPAC,314 allows multiple independent QM regions in the
same molecular system to be established. This approach allows
the study of molecular complexes containing multiple active
sites calculated simultaneously at the QM level. Each active site
is calculated independently of the others, keeping the
computational cost low, and the overall efficiency of the
simulation high, as all QM regions are calculated in parallel.
The spatial and temporal scales at which the QM/MM

approach is applicable are determined by the size of the QM
subsystem and the choice of the QM-based method (which
depends on the problem of interest). While ab initio or DFT
methods are generally more reliable than semiempirical QM
methods (such as DFTB343,409 described in section 3.3.3), they
are computationally more expensive. Therefore, at present, ab
initio or DFT-based QM/MM simulations are typically limited
to tens to hundreds of picoseconds.410,411 This is usually too
short to reliably calculate equilibrium (e.g., free energy) or
dynamical properties of a complex many-body system. Another
practical issue concerns the appropriate size of the QM
region.412−414 It has become possible to perform QM/MM
simulations for QM subsystems containing 102 to 103
atoms.410 However, the computational cost associated with
such large QM regions limits the time scale over which the
dynamics of the system can be simulated.

Application Areas: The interlink between stages 1 and 3
realized in the QM/MM approach has been used to simulate
reactive events (such as charge transfer, bond breaking/
formation involved in photochemical reactions, and ionization
and excitation processes induced by irradiation) in various
molecular systems, particularly large-scale biomolecular sys-
tems. Further examples of the application of this interlink can
be found in section 3.3.2.

4.2.3. Reactive MD Interlink. Nature of the Interface:
Chemical transformations involving atoms and molecules are
quantum in nature. They are fast and local processes that occur
probabilistically over characteristic times that are comparable
to the duration of a typical time step in classical MD
simulations. Typically, only a few atoms are involved in such
transformations, which can lead to the formation of chemically
active sites or species capable of participating in further
chemical reactions. The fast and local chemical transformations
can be incorporated into the classical MD framework based on
the MC approach.

Practical Realization: The interlink between stages 1 and 3
based on the reactive MD has been realized in MBN
Explorer68 (see section 3.3.5). Chemical transformations in
such MD simulations are described with the reactive
rCHARMM force field67 (see section 3.3.5 for further details).
The rCHARMM force field requires the specification of the
relevant input parameters, such as the dissociation energies for
different covalent bonds in a parent molecular system and
molecular products, which can be routinely determined by
potential energy scans carried out, e.g., using DFT methods.
The formation of new covalent bonds is accompanied by a
partial charge redistribution in the system, which can also be
specified in the rCHARMM force field.
Simulations of chemical transformations in molecular and

condensed matter systems may require the specification of
several additional parameters, such as bond multiplicity, the
valence of atoms, partial charges, etc., in reactants and possible
reaction products. When these parameters are specified, MBN
Explorer is instructed on how to break the existing covalent

bonds and form new ones. These capabilities make MBN
Explorer68 a unique software for the simulation of reactive
molecular systems within the classical MD framework.

Application Areas: The interface between stages 1 and 3
realized in reactive MD has been used to study various
chemical processes and phenomena; for references, see section
3.3.5. The important advantage of RMD is that it can simulate
chemical transformations in molecular and condensed matter
systems on the temporal and spatial scales accessible to MD
simulations (see Figure 4), which are significantly extended
compared to those accessible for the QM/MM approach
discussed above.

4.2.4. Irradiation-Driven MD Interlink. Nature of the
Interface: The nature of this interface is similar to that
described in the previous subsection for the reactive MD, but
now the reactive transformations in the system are caused by
its irradiation and the interaction of the radiation with the
system. As explained in sections 2 and 3.3.6, irradiation-driven
transformations in molecular and condensed matter systems
are quantum and probabilistic. Due to the fast and localized
nature of irradiation-induced transformations, they can be
incorporated into the classical MD framework based on the
MC approach.

Practical Realization: The interlink between the stages 1
and 3 based on IDMD13 is realized in MBN Explorer68 (see
section 3.3.6). As described there, IDMD accounts for local
changes in system properties as a result of quantum
transformations occurring due to irradiation-induced quantum
processes. Irradiation-induced transformations of molecular
systems are simulated using the reactive rCHARMM force
field67 described in section 3.3.5. Similar to the reactive MD,
simulations of irradiation-induced transformations in the
system using IDMD require the specification of several
parameters in the rCHARMM force field, including equili-
brium bond distances and angles, force constants, bond
dissociation energies, bond multiplicities, atomic valences,
and partial charges, in reactants and possible reaction products.
It is also necessary to define the rate (probability per unit time)
of fragmentation of different covalent bonds and the amount of
energy given to the atoms of a particular bond when it is
fragmented. By specifying the above parameters, MBN
Explorer is instructed on how the existing covalent bonds
can be broken due to irradiation-induced quantum processes
and how new covalent bonds can be formed in the system.

Application Areas: The interface between stages 1 and 3
realized in IDMD can be exploited in the context of any
molecular or condensed matter system exposed to radiation.
Specific examples of the application of IDMD are discussed in
sections 3.3.6 and 4.3 and in the case study presented in
section 6.14.
Similar to reactive MD, IDMD can simulate irradiation-

driven transformations in molecular and condensed matter
systems on the temporal and spatial scales accessible to MD
simulations (see Figure 4), which are significantly extended
compared to those accessible for the QM/MM approach
discussed above.
4.3. Interfacing Stages 2 and 3: Interlinks of Particle
Transport Methods with IDMD

Nature of the Interface: As described in section 2, quantum
processes occurring in molecular and condensed matter
systems often occur due to exposure of the system to external
fields or irradiation by charged particles (e.g., electrons,
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protons, ions, etc.) or photons. The irradiation conditions for a
system can be very different and depend on the radiation
modality, the duration of irradiation, and the system’s
geometry. Irradiation can be homogeneous within a given
volume or completely inhomogeneous. The choice of
irradiation conditions is determined by the particular case
study. The quantum processes take place within stage 1 of the
multiscale scenario. They are interlinked with the particle
transport through the condensed matter systems correspond-
ing to stage 2 in Figure 4 (see section 4.1). The details of the
particle transport techniques represented by track-structure
MC codes, analytical methods, and relativistic MD are given in
section 3.2. These methods do not take into account the
important aspect of the reaction of the medium as the radiation
is transported through it. Namely, this aspect is addressed by
the methodologies interfacing stages 2 and 3 shown in Figure
4, which interlink particle transport simulations with
simulations of the dynamics of the irradiated medium and
the related phenomena. The output of stage 2 is typically
represented by the spatial and temporal distributions of
particles (i.e., primary, secondary, tertiary, etc.) produced in the
system by its irradiation on the relatively short time scales after
the projectiles have passed through the system (see Figure 4).
These distributions can be used as input for the IDMD
simulations discussed in section 3.3.6. Such simulations of the
irradiation-induced dynamics of the medium on the temporal
and spatial scales accessible to MD open up the possibility of
the atomistic analysis of the phenomena that arise at stage 3 of
the multiscale scenario. Such a possibility explains the nature of
the interlink between the stages 2 and 3.

Practical Realization: The interlink between the IDMD,
discussed in section 3.3.6, and particle transport simulations
(see section 3.2) has been realized in MBN Explorer in refs 13
and 14. The spatial and energetic distributions of primary
particles/radiation and secondary or tertiary particles were
obtained from particle transport simulations and tabulated on a
cubic grid consisting of voxels of predefined size that covered
the entire IDMD simulation box. The convolution of the
particle flux density with the cross section of the relevant
quantum process (e.g., the cross section of molecular
fragmentation, dissociative electron attachment, etc.) deter-
mines the process rate (i.e., the process probability per unit
time) at any point within the system and at any given time.
Generally, the yields and spatial distribution of secondary

particles depend on the energy, shape, and modality of the
primary radiation beam and the irradiated material (i.e.,
geometry, composition, and density). These characteristics
can be obtained for different materials and irradiation
conditions using the standard track structure MC codes,
such as Geant4-DNA, PARTRAC, KURBUC, SEED, and
others mentioned in section 3.2.1. A similar methodology can
be used to simulate different molecular systems placed in
irradiation fields of different modalities, geometries (e.g., a
uniform irradiation field or a focused beam), and temporal
profiles.
The first realization of this interlink in refs 13 and 14 was

focused on atomistic simulations of irradiation-driven chem-
istry processes. In this case study, the coupled MC-IDMD
approach was used to simulate irradiation-driven chemistry
during the FEBID process of W(CO)6 molecules deposited on
a SiO2 substrate using MBN Explorer. In ref 13, the yield of
secondary and backscattered electrons emitted from the
substrate was obtained using analytical models. In ref 14, the

yield and spatial distribution of secondary and backscattered
electrons emitted from the substrate were obtained from the
MC code SEED415 at different irradiation conditions. These
data were then used as the input for IDMD simulations on
time scales up to several hundred nanoseconds, where a
comparison with experimental data on the parameters of
FEBID-grown nanostructures (i.e., structure height, lateral size,
and purity/elemental composition) can be made.

Application Areas: By interlinking stages 2 and 3 of the
multiscale scenario shown in Figure 4, one can explore novel
features in the atomistic irradiation-driven molecular dynamics
of molecular and condensed matter systems that arise on the
pico- and nanosecond time scales and achieve the multiscale
description of irradiation-driven phenomena, chemistry, and
structure formation in many different systems (see refs 5, 6,
and 386 and references therein. Further examples of the use of
this interlink are given in section 3.3.6 and in the case study
presented in section 6.14.
Through the linkage of stages 2 and 3, one can develop and

validate the SD-based models that interlink the particle
propagation techniques with the SD-based description of the
irradiated medium dynamics and related phenomena. This also
opens up the possibility of exploring the linkages of stage 2
with the subsequent stages 4 and 5 shown in Figure 4.
4.4. Interfacing Stages 2 and 3 with Stages 4 and 5:
Interlinks of Molecular and Stochastic Dynamics

Nature of the Interface: As discussed in sections 1 and 2, the
irradiation of molecular and condensed matter systems can
lead to the manifestation of processes and phenomena
spanning spatial and temporal scales that significantly exceed
the limits of conventional atomistic MD (see stages 4 and 5 in
Figure 4). Large-scale processes that occur in very diverse
complex systems and are probabilistic in nature can be
modeled using the stochastic dynamics (SD) approach16 (see
section 3.5.1), and the results of atomistic (i.e., classical,
reactive, irradiation-driven, and relativistic) MD simulations
can be used to construct such stochastic models.

Practical Realization: The interlink of stages 2 and 3 with
stages 4 and 5 based on SD has been realized in MBN
Explorer5,6,16,34,35,416,417 by combining the MD and SD
methods. This interlinking significantly extends the application
areas of the pure MD-based methods of MM and allows them
to go beyond their limits limits on the basis of SD validated
with MD. The MD-SD interlink is realized by determining the
probabilities for different stochastic processes used in the SD
framework from atomistic MD simulations. For example,
diffusion coefficients characterizing the kinetics of diffusing
particles (e.g., molecules, atomic clusters, NPs, proteins, etc.)
can be routinely obtained from MD and converted into a
stochastic probability for the random translation of a particle to
a neighboring position. Binding and activation energies can
also be obtained directly from MD simulations and converted
into a stochastic probability of particle detachment, which
governs the coalescence and fragmentation processes in
complex large-scale systems.

Application Areas: For many application areas and case
studies, the SD approach provides the final links in the chain of
theoretical and computational methods and algorithms,
enabling computational MM of the dynamics of systems and
processes from atomic to mesoscopic and even macroscopic
scales, with the temporal scales relevant to such modes of
motion (see stages 4 and 5 in Figure 4).
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4.5. Interfacing Stages 3 and 4 with Subsequent Larger
Scale Stages Described by Thermodynamics and Other
Macroscopic Theories
Nature of the Interface: Molecular-level processes and
phenomena occurring in molecular and condensed matter
systems exposed to radiation (stage 3) can affect the
macroscopic properties of these systems (stages 4 and 5). By
combining thermodynamics and macroscopic condensed
matter theories (such as hydrodynamics, acoustics, thermal
conductivity, materials science, etc.) with MD and SD
simulations, an interlink among stages 3, 4, and 5 can be
established, providing a valuable tool for the atomistic
multiscale analysis of various micro- and macroscopic proper-
ties and phenomena.

Practical Realization: In general, such an interlink among
stages 3, 4, and 5 is achieved by comparing and coupling
(where necessary) the results of MD (including relativistic
MD, RMD, and IDMD) or SD simulations performed using
MBN Explorer with the results of continuum theory-based
simulations performed using, for example, Abaqus,403,404 as
well as with the analytical and/or numerical solutions of the
equations of the continuum theories, which are typically
programmed in custom-made computer codes or developed
using widely used programs such as Wolfram Mathematica or
Matlab. The cross-comparison and interlink (where necessary)
between MD and SD simulations, on the one hand, and
continuum theory methods, on the other hand, depends on the
particular system and process being studied. Several examples
of the realization of such interlinks can be highlighted:

(i) Simulation of global conformational changes in biomacro-
molecules and structural transitions in proteins and
biomacromolecular complexes, including those induced by
irradiation. Statistical mechanics provides a practical
theoretical framework for dealing with such processes. It
defines the partition function, which is the sum over all
possible states of the system with the corresponding
statistical weights.2 Knowing the partition function of
the system, one can describe all its thermodynamic
properties, e.g., evaluate its energy, pressure, or heat
capacity at different temperatures. Establishing the
fundamental links between the statistical mechanics
methods for calculating partition functions and the
modern computational techniques for complex molec-
ular and condensed matter systems based on MD is a
promising research direction. For example, as shown in
several case studies,418−421 the combined statistical
mechanics and MD methods are useful for the
quantitative description of conformational changes and
phase transitions in large biomacromolecules.

(ii) The theoretical and computational manifestation of
thermomechanical damage and related phenomena (e.g.,
transport of reactive secondary species) caused by
nanoscale shock waves generated by heavy ions
traversing a biological medium79 (see also the case
study in section 6.7). An ion-induced shock wave occurs
because ions can deposit a large amount of energy on
the nanometer scale, resulting in the significant heating
up of the medium in the local vicinity of the ion tracks.
In a continuous medium, this phenomenon is charac-
terized by the so-called self-similar flow and the
discontinuities of pressure and density of the medium
at the wavefront, as follows from the analytical solution

of a set of corresponding hydrodynamic and thermody-
namic equations.79 The solution of the hydrodynamic
problem describing the strong explosion regime of the
shock wave, as well as its properties and limitations, are
very well described in refs 422 and 423. The analytical
solution for the case of the cylindrical shock wave79 has
been well-reproduced in MD simulations, analyzed, and
applied to the nanometer-scale dynamics of the DNA
embedded in a water environment and the formation of
complex lesions in the DNA molecule.11,80,81,83,84,86,87

(iii) The analysis of material damage and mechanical, thermal,
and transport properties of materials. At the macroscopic
level, these properties are commonly studied using the
finite element method (FEM) (see section 3.5.2). Using
the MM approach, the continuum mechanical models
based on the elasticity theory can be tested by
comparing their results with MD and SD simulations
and the limits of validity of the continuum models can
be established. In this way, the quantities treated by
continuum theories, such as the stress analysis using the
stress tensor, elastic constants, and elastic moduli, can be
re-examined at the atomistic level.

Application Areas: As can be seen from the examples given
above and further in section 6, the interlinks among stages 3, 4,
and 5 realized by the combination of MD and SD methods,
thermodynamics, and continuum condensed matter theories
have been widely used in different research areas such as
biophysics, radiation physics, chemistry, materials science, and
technologies, including plasma technologies (see section 6.18)
and medical applications of radiation (see sections 6.7 and
6.8).

5. VALIDATION OF MULTISCALE MODELING
METHODOLOGIES

The validation of MM methodologies is crucial, particularly
since the involved methods span vast temporal and spatial
scales. This section presents a multitude of modern
experimental and theoretical methods that can be employed
to validate multiscale models across a diverse spectrum of
domains and scenarios. The experimental validation techniques
discussed in this section allow the exploration of complex
multiscale phenomena and can be tailored to address specific
aspects of such phenomena.
5.1. Validation of Larger-Scale Theoretical and
Computational Models on the Basis of Smaller-Scale
Models
The methodologies discussed in section 2 in the context of the
MM of irradiated condensed matter systems involve different
model assumptions. This concerns practically all the theoretical
approaches and methods presented in section 3, including the
most fundamental ones like HF, many-body, and DFT
theories. The assumptions utilized and their scopes are
different for different methods. There are more general
assumptions, e.g., the fundamental postulates of HF or DFT
theories, applicable to many (if not all) systems considered.
However, as discussed in section 2, the numerical realization of
such methodologies imposes significant limitations on their
utilization. Hence, these methodologies are typically applied to
relatively small and/or rather simple systems. The number of
different modeling assumptions typically grows with increases
in the system’s complexity. The methods become more
system-type- and case-study-specific and often require multi-
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scale approaches. However, the number of assumptions and/or
the model parameters used to describe any complex system are
usually relatively small compared with the number of systems
and phenomena to which the corresponding model description
can be applied.
For instance, the postulates of the HF, DFT, and TDDFT

theories introduced in section 3 are applicable to the treatment
of the electronic structure of atomic, molecular, and condensed
matter systems. However, numerical practical solutions based
on these methods are limited to relatively small system sizes
and processes on relatively short time scales compared to the
whole variety and complexity of condensed matter systems.
With the growth of the size and complexity of a system, the

utilized multiscale approaches typically involve models with
additional parameters and more specific assumptions that are
applicable to particular situations. The examples include
transport theories, RMD and IDMD, SD, and models used
in the specific case studies (FEBID, IBCT, and nano-
fabrication) introduced in section 1 and further discussed in
section 6, which is devoted to the numerous concrete case
studies.
As discussed in section 4, most theoretical methods for MM

of irradiated condensed matter systems are interconnected and
interfaced. Therefore, numerous case studies permit a certain
hierarchy of the relevant methods to be defined. The more
fundamental techniques form the basis of such methodological
chains. The upper levels of the methodological hierarchy are
usually represented by approaches exploiting various additional
assumptions, which may become more and more specific and
empirical with the increase of the system’s complexity.
Typically, the methodological hierarchy levels considered in
each case study correspond to different overlapping areas in
the time-space diagram and related methodologies presented
in Figure 4.
An example of a methodological hierarchy is directly related

to the different types of MD (ab initio MD based on DFT and
TDDFT, classical MD, RMD, and IDMD) and interfaces
between them with their further links to the upper-level
theoretical methods, such as statistical mechanics and SD (see
section 4). Most of these methodologies and their mutual
interlinks have been utilized for the MM of RADAM effects in
materials and biological systems, including radiotherapy and
space applications, radiation protection, nanofabrication
technologies, and many more. Some of these applications
have already been highlighted in sections 2 and 3 and will be
further discussed in section 6, which is devoted to the
representative case studies.
The hierarchal structure of the MM descriptions provides a

possibility for their pure theoretical verification by testing the
quality of the upper-level models and theoretical methods
through their comparison with the lower-level ones based on
the more fundamental and less empirical theoretical
approaches. This comparison can be performed within the
temporal and spatial scale ranges accessible for both types of
descriptions (more fundamental and more empirical ones).
Through such comparisons, the utilized model assumptions
and parameters can be validated. Once validated, a model can
be utilized for simulations of larger systems and longer
processes that cannot be conducted using more fundamental
theoretical methods. Typically, such situations arise at the
interfaces between the different methods discussed in section
4.

The MM of irradiated complex condensed matter systems
and related processes may involve several validation
procedures applied to different temporal and spatial scales
presented in Figure 4; see also the discussion of numerous
related theoretical methods presented in section 3 and their
interfaces in section 4.
When a complete theoretical validation is impossible or too

sophisticated, one can rely on the experimental validation of
some parts of the MM schemes (see section 5.2 below).
Alternatively, one can make initial choices of some parameters
of the models as they follow from analytical solutions,
estimates, and comparative analysis with the already available
knowledge, i.e., through the relevant educated guesses. The
initial choices should then, in turn, be verified through the
relevant experiments (section 5.2). In such situations,
theoretical validation procedures can be utilized for a part of
the entire MM scheme. The combined validation procedure of
MM approaches becomes very useful when neither the entire
theoretical nor entire experimental validation procedure is
feasible due to various limitations.
The concrete examples of irradiated complex condensed

matter systems and related processes that involve several
validation procedures at different levels of theory and modeling
have already been given in section 1. Thus, the MM of
RADAM of biological systems with ions involves the analysis
of the cross sections of elementary collision processes
(quantum level), the propagation of secondary particles
including reactive species produced in the medium (interface
of quantum theory and the MC approach or analytical
transport theory methods), and their chemistry and interaction
with the target DNA molecule resulting in its damage (IDMD,
MC, or analytical approaches). These processes are followed
by the relaxation of the energy deposited by ions into the
medium with the follow-up dynamics of the medium, which at
sufficiently large LET leads to further DNA damage (see
Figure 3 and related references). The analysis of DNA damage
performed at the atomistic level can be linked to the cell
survival rates through a model approach, which has been
validated through many experiments with different cell lines,
ions, and their energy ranges.10,11,93 Finally, this MM approach
has been linked to the extended biological systems,12,424

providing a direct link and a guide to optimizing the existing
treatment planning practices based on the MM approach. At
present, MBN Explorer68 and MBN Studio399 provide the best
platform for the computational MM of the aforementioned
processes, as these software tools are equipped with many
unique implementations (including RMD, IDMD, and SD)
and support numerous interfaces between different method-
ologies, as discussed in section 4.
Other examples of multiscale processes presented in section

1 concern the growth and self-organization processes in
condensed matter systems, which can also be driven by
irradiation of the system with focused electron or ion beams
during the deposition of new precursor molecules on the
surface of the growing system as occurs in the FEBID and
FIBID processes. In these cases, MM enables accounting for
and interlinking all the stages of FEBID and FIBID, including
all the phenomena relevant to each stage. The MM approach
enables treating deposition, adsorption, desorption, diffusion,
collision-induced excitation and fragmentation processes,
chemical reactions, and structural transformations13 while
simulating the formation of growing FEBID/FIBID nanostruc-
tures with the atomistic level of detail and determining their
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composition and morphology.13,14,53,54 The MM approach for
FEBID/FIBID has been advanced further to the level of SD,
enabling the modeling of these processes on the microscale
and larger scales.416 The validation of such multistage,
multilevel MM approaches also requires the multilevel
validation procedure based on the above-mentioned principles.
Thus, one can validate the quantum inputs of the MM (cross
sections of collision processes and parameters of the classical
force fields), then perform the analysis and validation of the
results of simulations of various phenomena (e.g., adsorption,
desorption, diffusion, etc.) on the molecular level and the level
of the entire deposits (composition of deposits, growth rate,
morphology of the growing nanostructures, and their depend-
ence on the irradiation conditions). Finally, the results of MD-
based atomistic modeling of FEBID/FIBID can be utilized to
build FEBID/FIBID models based on the SD principles,16

significantly increasing the capacities of MM of such processes.
These models can be validated by comparing MD-based
modeling results with experiments. The advances in the MM of
FEBID/FIBID make this computational approach very useful
for various technological applications such as, for example, the
FEBID/FIBID-based 3D nanofabrication, including 3D nano-
printing425,426 (see section 6.14). The MM validation at this
level of theory can only be achieved by comparing MM
predictions with experiment results. Again, MBN Explorer and
MBN Studio provide the best platforms for MM simulations of
FEBID/FIBID processes and their technological applications.
The MBN software has many unique implementations
(including RMD, IDMD, and SD) and supports numerous
interfaces between different methodologies, as discussed in
section 4.
Once an MM methodology is fully validated, it can be

applied to many relevant systems. For each particular system
and the case study, one needs to determine a set of relevant
model parameters that should be utilized for its simulations.
5.2. Validation of Multiscale Models Through Experiment

The major benefit of developing and utilizing multiscale
models is that they can study a wide range of complex and
intertwined processes. However, it is necessary to validate the
“predictions” and simulations of the models with well-
characterized data drawn from experiments and observations.
Indeed, only once the model and methodologies have been
“validated” can there be true confidence in the predictions and
simulations arising from such models. This is no more than a
revised statement of the well-known principles of the “scientific
method”, which has been defined for centuries as the process
of objectively establishing facts through testing and exper-
imentation. The basic process involves making an observation,
forming a hypothesis, making a prediction, conducting an
experiment, and, finally, analyzing the results.
Validation in a multiscale regime is complicated, since the

model/simulation typically involves scales ranging from the
atomic level to a macroscale. Indeed, as already discussed
above in section 5.1, MM typically involves models that use
input parameters characterizing quantities or processes
occurring on at least two different scales but often on many
more. Therefore, one can perform an experimental validation
of these parameters at each scale involved. Also, one can
validate, through experiments, the outcomes/results of MM as
a whole.
The validation of the whole MM approach should involve

the validation at each of the five stages of the multiscale

scenario shown in Figure 4 through dedicated experiments. Let
us consider how each stage of the multiscale scenario shown in
Figure 4 can be “validated” using current experimental
methodologies.

5.2.1. Validation Techniques for Quantum Processes.
Radiation-induced elementary quantum processes are charac-
terized by interactions at the atomic and molecular scale and
include different types of spectroscopy, chemical reactions, and
collisional phenomena, each of which has well-established
experimental methodologies collating large amounts of data.
These data are used as inputs to particle transport codes,
RMD, IDMD, and SD simulations and can be used to validate
multiscale models. Such data are assembled in databases (see
section 7), which, in turn, must be validated.
In most irradiation processes, energy is transferred from the

incident radiation to the target atoms of molecules. Therefore,
in any irradiation model, it is vital to have a good
understanding of the excited state spectroscopy of the target
species. The spectroscopic properties of atoms and molecules
are routinely derived using experimental techniques that are
dependent on the excitation energy of the respective excited
states, with ultraviolet (UV) or vacuum ultraviolet (VUV)
spectroscopy being used to garner data on electronic states of
atoms and molecules, IR or microwave-based spectroscopy
being used to measure molecular vibration and rotation
spectroscopy, and X-rays being used to characterize inner-shell
spectroscopy.427−429

5.2.1.1. Photoabsorption Spectroscopy. Photoabsorption
spectroscopy is the oldest and simplest form of spectroscopy.
Light generated from an appropriate excitation source
illuminates a sample of gas (or a transparent solid, e.g., a
condensed film). The absorption is characterized by the
photoabsorption cross section σabs, usually derived by applying
the simple Beer−Lambert law Iout = Iin exp(−nxσabs), where Iin
is the intensity of the light incident on the sample, Iout is the
intensity of the light transmitted by the sample, n is the
number density (concentration) of the sample, and x is the
path length of the target.
The photoabsorption spectrum is obtained by measuring

σabs as a function of incident wavelength/energy. Such spectra
reveal the excited states of the target, and their excitation
energies may be compared directly with derivations from many
of the methods described in section 3.1 (e.g., DFT, TDDFT,
etc.). Absorption cross sections (or oscillator strengths)
measured by the Beer−Lambert law (often to an accuracy of
a few percent) may also be directly compared with calculations.
In the case of UV spectroscopy, it must be noted that, below

200 nm, the sample must be placed within a vacuum, since
molecular oxygen strongly absorbs below 200 nm. Further-
more, while simple discharge lamps may produce light sources
in visible and near-UV regions, synchrotron light sources are
required for light sources operating below 120 nm.
Synchrotrons also have the advantage of producing continuous
(or broadband) light, whereas lamp sources and sources based
on high-harmonic generation often produce only discrete
emission lines. While X-rays may be generated using metal
cathodes, synchrotrons are now commonly used as bright,
continuous X-ray sources.430

Areas of Application: Photoabsorption methods are
routinely used as analytical methods and are therefore found
in most experimental laboratories, e.g., UV−vis spectropho-
tometers and Fourier-transform infrared spectrometers. Once
σabs is known, the Beer−Lambert law may be used to
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determine the number density/concentration of species in the
sample. Therefore, in situ spectroscopy can be used to
determine the number densities in any system that can be
directly compared with the MM of that system. Such
spectrometric techniques are widely used “in the field” to
monitor concentrations of pollutants431 and are used in situ in
industrial plasma processing to determine purities and control
processes.432 Using such spectroscopy, we have gathered most
of our data on chemical inventories of the InterStellar Medium
(ISM) and planetary atmospheres through remote telescope
operations.433 These observations are the basic data used to
benchmark and validate all of the models of these complex
extraterrestrial systems, and the underlying spectral data is core
to this work. Hence, large collections databases such as
VAMDC434,435 and VESPA436 have been developed (see
section 7).

Limitations and Challenges: Photoabsorption spectroscopy
has several inherent limitations. It is restricted to those states
that obey the selection rules, and alternative methods, such as
electron energy-loss spectroscopy (see below), are needed to
characterize “forbidden states”. The value of the σabs
determines the experimental conditions and accuracy of the
derived data. A low σabs requires a long path length if an
accurate measurement is to be made. While spectra may be
dominated by a few large photoabsorption bands, the
multitude of small, weaker absorption bands may provide a
significant percentage (10−20%) of the total absorbance. In
order to measure low σabs, cavity ring-down spectroscopy437
has been developed to study weak absorption because it
establishes a long path length by multiple reflections in a
cavity. However, being a laser-based technique, cavity ring-
down spectroscopy is restricted to discrete absorption
wavelengths.
Another common limitation in photoabsorption is the study

of both short-lived (e.g., radical) species, such as the OH
species, and long-lived (metastable) species. Short-lived
reactive species may decay within the time scale of the
measurement. Therefore, transient spectral techniques are
required, for example, so-called “pump−probe” methods in
which a “pump” (usually a laser) prepares the transient species
and a “probe” (e.g., a short (nanosecond) laser pulse) is fired
after the pump to measure the photoabsorption of the
transient species.438 Metastable species may be detected
directly through their de-excitation of surfaces (liberating
electrons), but since these arise from “forbidden” transitions,
alternative methods such as energy-loss spectroscopy are more
commonly used.439

Despite many spectral measurements, the vast demand for
spectral and σabs data required in models to interpret
observations cannot be satisfied. Therefore, one should rely
on theoretical evaluations to provide the bulk of the data used
for interpreting observations and input into models, with the
experiments being used to benchmark and provide confidence
in the methods used. Where the atom or molecule is difficult to
prepare for an experiment (e.g., radioactive atoms or biological
molecules that cannot be prepared intact as in the gaseous
phase), theory (e.g., DFT and TDDFT methods) is the only
method to derive the required spectroscopic data, with these
methods having previously been benchmarked against
measurements of other atomic/molecular species.

5.2.1.2. Electron Energy-Loss Spectroscopy. Electron
energy-loss spectroscopy (EELS) is another technique for
studying the spectroscopy of atoms and molecules. In EELS,

the energy of the scattered electron (prepared as a nearly
monochromatic incident electron beam) is measured, often at
a fixed scattering angle, and is equivalent to the energy
transferred to the target atom/molecule. An “energy-loss
spectrum” is a series of bands that record the excitation of
different atomic/molecular states.
EELS has the advantage that it can observe both “allowed”

and “forbidden” excited states, as electrons are not compelled
to follow photon selection rules.440,441 Electron energy-loss
spectra recorded at low energies (<20 eV) and small scattering
angles (<30°) typically reveal “allowed” transitions, while
spectra at high energies (>100 eV) and large (backward)
scattering angles (>90°) reveal “forbidden” transitions. EELS is
also a standard method for measuring collision cross sections
(see below).

Areas of Application: EELS is a commonly used method for
studying molecules adsorbed on a surface and surface
reactions. However, it must be noted that the excited states
of atoms and molecules in the condensed phase are shifted in
energy due to their interactions with neighbors and/or the
substrate. These shifts may be significant (e.g., there is a “blue
shift” of 1 eV in the lowest excited state of water between the
gas and ice phases) and may lead to quenching of some
electronic states (e.g., Rydberg states), which can significantly
change the excitation and dissociation of molecular species in
different phases influencing the local chemistry.442

Limitations and Challenges: EELS requires the samples to
be placed within a high vacuum (typically <10−5 Torr). At a
lower vacuum, the electrons will be scattered by the residual
gas, and the electron detectors (channeltron and position-
sensitive detectors) do not operate above 10−4 Torr. The
electron energy-loss spectrum may comprise many overlapping
bands requiring careful deconvolution to resolve each
individual atomic or molecular transition and high-incident
electron beam resolution, which requires considerable skill and
experience by the operator.

5.2.1.3. Photoelectron Spectroscopy. The ionization
potential (a particularly important parameter in plasma
studies) and the ionic states of atoms and molecules may
also be studied by EELS by detecting the ejected electron
caused by the incident photon. This technique is commonly
known as photoelectron spectroscopy (PES), ultraviolet
photoelectron spectroscopy (UPS) if the incident photon is
in the UV spectral range and liberates an outer electron,443,444

or X-ray photoelectron spectroscopy (XPS) when an inner-
shell electron is released.445 Due to the characteristic energies
of the ejected electrons, XPS enables one to measure the
elemental composition and the electronic state of atoms in a
material, making XPS a common analytical technique for
determining the chemical composition of materials.
A UPS spectrum of a molecule contains a series of peaks.

Each peak corresponds to a specific molecular-orbital energy
level in the valence region. The high resolution enables the
observation of the fine structure due to vibrational levels of the
molecular ion, which facilitates the assignment of particular
peaks to bonding, nonbonding, or antibonding molecular
orbitals. A valuable result of the characterization of solids using
UPS is the determination of the work function of the material.
A typical XPS spectrum plots the number of electrons

detected at a specific binding energy. Each chemical element
produces a set of characteristic peaks in a spectrum, which
correspond to the electron configuration of the atoms. The
intensity of each peak is directly related to the amount of a
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particular element within the XPS sampling volume. In order
to generate atomic percentage values, each raw XPS signal is
corrected by dividing the intensity by a so-called relative
sensitivity factor and normalized over all of the elements
detected.
A UPS or XPS photoelectron spectrometer consists of a

radiation source and an electron energy analyzer. The radiation
source for UPS is usually a gas discharge lamp, with a He
discharge lamp operating at 58.4 nm (corresponding to 21.2
eV) being the most common. X-ray sources are typically either
Mg or Al Kα sources. However, today, synchrotron radiation
sources are commonly used for XPS studies. Synchrotron
radiation is especially useful as it provides continuous,
polarized radiation.

Areas of Application: XPS is routinely used as an analytical
tool to measure the chemical content of substances, including
inorganic compounds, metal alloys, polymers, catalysts, glasses,
ceramics, medical implants, biomaterials, coatings, and many
others. Recently, it has been used as a tool for forensic science
coupled with electron microscopy to analyze small samples,
e.g., gunshot residue.446

Limitations and Challenges: The main limitation of both
UPS and XPS is the finite resolution of the photoelectron
spectrometer. The energy resolution may be increased, but the
higher the resolution, the lower the sensitivity. Similarly,
obtaining high spatial and energy resolutions comes at the
expense of the signal intensity. The smallest analytical area that
can be measured by XPS is ∼10 μm. XPS is also limited to
measurements of elements with atomic numbers of 3 or
greater, making it unable to detect hydrogen or helium.
UPS can only detect the ejected valence electrons, which

limits the range and depth of surface experiments using UPS.
Conventional UPS also has relatively poor resolution. Once
again, as with EELS, such methodology requires the samples to
be placed within a high vacuum (typically <10−5 Torr).

5.2.1.4. Mass Spectrometry. The fragmentation of target
molecules after a collision or the products after a reaction is
commonly measured using mass spectrometry (MS). There are
many different types of MS, but they are all comprised of at
least these three components: (i) an ionization source, (ii) a
mass analyzer, and (iii) an ion detection system.447−449

The ionization source (usually an electron beam) converts
any neutral species into ions. Once ionized, the ions pass into
the mass analyzer, where they are separated according to mass-
to-charge (m/z) ratios using electric or magnetic fields. In a
time-of-flight (TOF) mass spectrometer, the mass of the ions
is calculated by measuring the time the ions need to travel a
fixed distance and their velocity. The signals from separated
ions are then measured and sent to a data system, which stores
information on the m/z ratios and their relative abundance. A
typical mass spectrum plots the intensities of different ions in a
sample against their m/z ratios. Each peak in a mass spectrum
corresponds to a particular m/z ratio, and the heights of the
peaks denote the relative abundance of the various
components in the sample. Many mass spectrometers operate
with a 70 eV electron beam such that there are standard data
on the expected mass of the ion fragments and relative height
of the measured mass peaks for each molecule, which allow
each species to be identified in any system.
In most conventional mass spectrometers, cations (positive

ions) are detected. However, anion (negative ion) detection
allows the study of the DEA process. This collisional process is
a critical physical process in many natural and technological

processes, including many examples discussed in this paper,
such as FEBID and IBCT.

Areas of Application: MS is one of the most widely used
analytical methods applied in nearly every modern science and
technology area. A few examples include:450

(i) Applications of MS in proteomics, i.e., characterization of
proteins and protein complexes, sequencing of peptides,
and identification of posttranslational modifications;

(ii) Applications of MS in metabolomics, i.e., cancer screening
and diagnosis, global metabolic fingerprinting analysis,
biomarker discovery and profiling, biofuels generation
and use, lipidomics studies, and metabolic disorder
profiling;

(iii) Applications of MS in environmental analysis, i.e., drinking
water testing, pesticide screening and quantitation, soil
contamination assessment, carbon dioxide and pollution
monitoring, and trace elemental analysis of heavy metals
leaching;

(iv) Applications of MS in pharmaceutical analysis, i.e., drug
discovery and absorption, distribution, metabolism, and
elimination studies, pharmacokinetic and pharmacody-
namic analyses, metabolite screening, and preclinical
development;

(v) Applications of MS in forensic analysis, i.e., analysis of trace
evidence (e.g., fibers in carpet, polymers in paint), arson
investigation (e.g., fire accelerant), confirmation of drug
abuse, and identification of explosive residues (bombing
investigation);

(vi) Clinical applications of MS, i.e., clinical drug develop-
ment, Phase 0 studies, clinical tests, disease screening,
drug therapy monitoring, analysis of peptides used for
diagnostic testing, and identification of infectious agents
for targeted therapies;

(vii) Mass spectrometers have also been miniaturized to
operate onboard spacecraft to measure the atmospheric
composition of planets and moons in the solar system
and by vaporizing material from surfaces to study the
composition of comets and asteroids.451,452

Limitations and Challenges: One of the main disadvantages
of MS is its limitations in identifying hydrocarbons that
produce similar ions (as hydrocarbons have similar fragmenta-
tion patterns) and its inability to distinguish optical and
geometrical isomers. In order to solve this issue, MS is often
combined with other techniques, such as gas chromatog-
raphy,453 to separate the different compounds.
The gas chromatography−mass spectrometry technique is

composed of the gas chromatograph and the mass
spectrometer. The gas chromatograph contains a capillary
column whose properties regarding molecule separation
depend on the column’s length and diameter as well as on
the chemical properties of the sample’s constituents. Fragment
molecules are separated as the sample travels through the
column. The produced molecules are retained by the column
and then eluted from it at different times (called the retention
time). This allows the mass spectrometer downstream to
detect the molecules separately.
Most MS techniques only provide qualitative data on the

species produced, and it is difficult to derive absolute cross
sections for the formation of such species. This is due to the
inherent difficulty in detecting all of the product ions and
energy discrimination effects in the mass analyzer, such that
slow ions are detected in preference to fast ions that may
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escape the extraction field. This discrimination has been
demonstrated to invalidate some of the reported dissociative
ionization and DEA cross sections.
Neutral fragment species produced in dissociative collisions

with molecules are harder to detect unless they are in an
excited state (where fluorescence measurements may be used if
the target is excited to a short-lived radiating excited state or
direct detection if the state is “metastable”). However, laser-
induced photoionization coupled with MS has been adopted to
study neutral species in their ground states. This is important
for determining the flux of such species in many plasmas,
which due to their reactivity may dominate the local chemistry
and be used to test predictions of MM.

5.2.2. Experimental Characterization of Particle
Transport. In quantifying the transport of particles through
any medium, the commonly used parameters are the measure
of the energy transferred in the medium (dose deposition), the
range or “penetration depth” of the incident radiation, and the
production of secondary particles by the primary radiation.

5.2.2.1. Measurement of Energy Transferred to the
Medium. A commonly used measure of energy transferred in
the medium by ionizing radiation is LET, which indicates the
average energy lost per unit path length as a charged particle
travels through a given material. The LET is commonly
expressed in units of keV/μm or MeV/cm, or, when divided by
the mass density of the medium, in units of MeV·cm2/g. LET
is a commonly analyzed quantity in dosimetry in which the
radiation dose is described by the term “absorbed dose”, which
is the amount of radiation energy transferred to a target,
divided by the corresponding mass of the target.
The most commonly used method for assessing dose

deposition and LET employs ionization chambers, either an
air-filled ionization chamber (IC) or a liquid-filled ionization
chamber (LIC).
Ionization chambers have a simple design, being composed

of two electrodes separated by an active medium consisting
either of a gas or liquid. The electrodes may have the form of
parallel plates or a cylinder with a coaxially located internal
anode wire. As the ionizing beam passes through the chamber,
it ionizes atoms and molecules in the medium, creating ion
pairs with the resultant positive ions and electrons being
attracted toward the electrodes of the opposite polarity. This
generates an ionization current (in the range of fA to pA,
depending on the chamber design) proportional to the
radiation dose.
ICs have higher resolution than LICs in the beam direction,

but LICs are preferable for dose distributions with narrow
beam profiles. Since liquids have higher mass densities than
gases, LICs may be significantly smaller than ICs. However,
while LICs are advantageous due to their small diameter, the
high densities of liquids lead to recombination effects that
suppress the detected signal. On the other hand, ICs, due to
the low density of air, experience little recombination, so nearly
all the electron−ion pairs created in ICs are captured by the
collecting electrode. Recently, a methodology using IC and
LIC in tandem was developed454 to derive the LET from the
ratio between the IC and LIC signals.

Areas of Application: Ionization chambers are used in many
areas of science and technology. Small-size versions are
routinely used to monitor β- and γ-radiation, particularly for
high-dose-rate measurements. In medical physics and radio-
therapy, ICs are the most widely used type of dosimeter,
ensuring that the correct dose from a therapy unit or

radiopharmaceutical is delivered. Each chamber has a
calibration factor established by a national standards laboratory
or has a factor determined by comparison against a standard
chamber traceable to national standards at the user’s site.

Limitations and Challenges: ICs and LICs have restricted
energy resolution. For air-filled chambers at standard temper-
ature and pressure, the average energy required to eject an
electron is 33.85 eV. Thus, they are unsuitable for detecting
UV, low-energy X-rays, or low-energy ions.
The ion-collecting gas volume in the chamber must be

precisely known if the IC/LIC is to be used as an absolute
dosimeter. This is not usually practicable outside national
standards laboratories, so most ICs and LICs are calibrated
against such standards.
When using pulsed radiation, the pulses must be short

compared to the transit time (∼10−3 s) and the repetition rate
must be slow enough to remove all the ions from the chamber
between pulses.
Moisture (humidity) is a major problem affecting the

accuracy of ICs. The chamber’s internal volume must be kept
completely dry since they are sensitive to “leakage currents”
due to the very low currents generated. “Guard rings” are
typically used on higher voltage tubes to reduce leakage
through or along the surface of tube connection insulators,
which can require resistance in the order of 1013 Ω.

5.2.2.2. Measurement of Penetration Depth. It is often
important to know the range of the incident radiation; this can
be characterized by the penetration depth commonly defined
as the distance by which the incident radiation flux decreases
by a factor 1/e with respect to its initial value. The penetration
depth depends on the energy and type of the incident radiation
and the atomic number, density, and thickness of the object.
UV photons transfer most of their energy to the medium at
shallow depths, so their penetration depth is low, whereas
high-energy charged particle radiation can penetrate deep into
(or even through) materials. This is an important factor in
designing spacecraft to protect internal facilities (electronics
and/or astronauts) from RADAM.
A related term is the “stopping power” commonly used in

nuclear and materials physics. Stopping powers are employed
in a wide range of application areas, such as radiation
protection, ion implantation, and nuclear medicine, where it
is defined as the rate at which a material absorbs the kinetic
energy of a charged particle. The stopping power of the
material (S) is numerically equal to the loss of energy E per
unit path length x, S = −dE/dx. The stopping power is defined
as a sum of two terms: nuclear and electronic. The nuclear
term of the stopping power is the loss of energy per unit length
from elastic Coulomb interactions between the particle and
atomic nuclei, and the electronic term defines the energy loss
per unit length from Coulomb interactions between the
particle and electrons. The nuclear term dominates the
stopping power at low energies (i.e., below 1 MeV per
nucleon), and S may be routinely calculated and included in
MM, e.g., using the MC code SRIM.228

Traditionally, two methods have been used to measure
stopping powers. The first relies on backscattering ions from
materials,455,456 while in the second ions are transmitted
through a thin foil.457 Backscattering methods are ideally
suited to measure the stopping powers of light ions in materials
of high-Z elements, while the transmission method is the more
versatile of the two because it can be used both for light and
heavy ions, although it has been shown that the two
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approaches can be complementary.458 More recently, these
methods have been complemented and extended using TOF
methods, which can reduce previous experimental uncertain-
ties.459

The LET usually increases toward the end of the particle’s
range and reaches a maximum, the Bragg peak, shortly before
the energy of the propagating particle drops to zero (see Figure
5). This is of great practical importance for radiation therapy,
as discussed in section 1.8 and case studies reported in sections
6.7 and 6.11.

Traditionally, the position of the Bragg peak can be
measured using ionization chambers, with the energy trans-
ferred to the medium by radiation measured as a function of
depth in the IC and LIC. Schauer et al.462 recently developed
an ionoacoustic method to measure the Bragg peak for pulsed
proton beams with energies up to 220 MeV in water. The
methodology of ref 462 is based on the mechanism that when
penetrating a medium, ions lose energy in electronic collisions,
resulting in localized heating and a thermal expansion that
generates thermoacoustic emissions detectable with acoustic
transducers. Since thermoacoustic emission is enhanced at the
maximum of ion energy deposition (in the Bragg peak region),
TOF measurements in combination with knowledge of the
speed of sound in the traversed medium allow the ion range to
be determined with (sub)millimeter accuracy providing a
detailed validation of any particle transport code.

Areas of Application: Penetration depth and stopping
powers are routinely used when studying ionizing radiation.
The Bragg peak is exploited in cancer particle therapy,
specifically in proton and ion beam therapy, to concentrate
the effect of ion beams on the irradiated tumor while
minimizing the effect on the surrounding healthy tissue. A
monoenergetic beam delivering a sharp Bragg peak may be
widened by increasing the range of energies over which it is
affecting so that a larger tumor volume can be treated. The
plateau created by modifying the ion beam is called the spread-
out Bragg Peak (SOBP), which allows the treatment to

conform to larger tumors and more specific 3D shapes463 (see
section 6.11). An SOBP can be formed using variable thickness
attenuators like spinning wheels.464

Limitations and Challenges: For LICs filled with dielectric
liquids, the restricted stopping power relative to water shows
minimal dependence on kinetic energy over clinical energy
ranges. The higher density of liquids compared to gases also
gives LICs greater sensitivity to ionizing radiation, allowing the
construction of smaller sensitive volumes than ICs.465

However, a disadvantage exists when using liquid-filled
chambers to measure stopping powers, since the distance
between successive ionization events within a medium is
inversely proportional to the density. As liquids are
approximately three orders of magnitude denser than gases,
successive ionization events are closer in LICs than in ICs,
which increases the probability of electron−ion pairs
recombination and may lead to net loss in recorded ion pairs.
In order to measure the track structure that can be derived

in MM (for example, the spatial distribution of inelastic
particle interactions along the track of the incident particle),
detectors that are comparable in size to the radiation tracks are
needed to investigate separately the structure of a particle track
in the so-called track-core and penumbra regions. The latter
region is exclusively formed by the interactions of so-called δ-
electrons, the secondary electrons created by ionization
processes induced by the primary particles (see below).
While ICs and LICs may provide submillimeter measurements
along the depth dose curve, particularly focusing on the Bragg
peak, they do not allow the study of radiation-induced
phenomena on the nanoscale, which cannot be described by
macroscopic quantities like absorbed dose or LET. Using the
nanodosimetry approach, one can measure the radiation-
induced frequency distribution of ionization clusters in liquid
water (as a substitute for a subcellular material) in volumes
comparable to those of the most probable radio-sensitive
volumes of biological systems. This requires new types of
detectors to be developed. One such detector is that at
Legnaro National Laboratories of INFN.466 It simulates a
target volume of about 20 nm in diameter, which can be
moved with respect to a narrow primary particle beam. This
allows the measurement of the ionization-cluster-size distribu-
tion, mainly representing the track-core region of a particle
track but also describing the penumbra region as a function of
the impact parameter with respect to the primary ion
trajectory. The experimental data provides a direct validation
of models and has proven to be the basis for modern
nanodosimetry studies necessary for hadron therapy planning
treatment models operating on submicrometer scales and
authorized by the International Atomic Energy Agency
(IAEA).
Another limitation and challenge for measurement (and

definition) of the penetration depth of any radiation is the
production of secondary species (which, once created, have
their own range or penetration depth) and the role of multiple
scattering, which causes the diameter of the beam to expand
with increasing depth. The beam profile spreads over the
particle track due to the cumulative effect of small-angle
scattering between the ionizing radiation and the medium
through which it passes. As the particle’s energy decreases, the
angular dispersion increases. This leads to the beam diameter
increasing along the particle track due to small-angle scattering,
leading to a beam spot larger than the initial diameter such that
the “field of view” of the detector is required to take into

Figure 5. Penetration depth and linear energy transfer for carbon ions
in water, showing the Bragg peaks for ions of different initial energies
T0. Model calculations

72 performed within the multiscale approach to
the physics of radiation damage with ions11,70 (MSA, see section 1.8)
(lines) are compared to the results of experimental measure-
ments460,461 (symbols). Different labels and colors indicate curves
at different initial ion energies. Reproduced with permission from ref
72. Copyright 2010 American Physical Society.
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account this effect or the percentage of the beam captured by
the detector will decrease with increasing depth, which will be
largest for light ions (protons) up to 15% loss compared to
<5% for carbon and heavier ions.

5.2.2.3. Measurement of Secondary Species Produced by
Incident Irradiation. A major consequence of particle
transport through the medium is the production of secondary
particles (e.g., secondary electrons or nuclear fragments)
created due to interactions of the primary projectiles within
the medium, and their transport also needs to be simulated.
Electrons may be emitted from a surface by photons, the

well-known photoelectron process, but secondary electrons
may also be formed by electron or ion impact on surfaces.467

The energy of the secondary electrons ejected from the surface
may be measured using EELS (discussed above). Surfaces
often have adsorbates upon them, leading to ion yields that
may be quantified by mass spectrometry, with their energy
spectra derived by TOF spectroscopy.468

Another result of primary particle interactions is the
production of chemical species. For instance, concentrations
of the hydroxyl radicals (OH•) and hydrogen peroxide (H2O2)
produced by irradiation of water phantoms may be measured
directly using in situ IR spectroscopy (for H2O2) or by the
addition of so-called scavengers such as methanol and
tris(hydroxymethyl)aminomethane (for OH), with more
recent refinements using ESR spin trapping.469

Areas of Application: The need for data on secondary
particle production induced by primary radiations pervades all
areas of radiation sciences.
In plasma sciences, where the plasma interacts with a surface

(see section 6.18), the constituent electrons and ions of the
plasma release many secondary species that may dominate the
subsequent behavior of the plasma itself and the chemistry it
induces;470,471 this is often referred to as the “secondary
plasma”.
The formation of new chemical species by irradiation

underpins molecular formation in the ISM, where reactions are
induced by cosmic and UV irradiation of ice-covered dust
grains.472 Radiation-induced chemistry through the reaction of
secondary species within the ices of planetary and lunar
surfaces determines the chemical composition of the surface of
these bodies, the measurement of which is a key objective of
space missions to icy bodies in our solar system such as the
ESA JUICE mission to the icy moons on Jupiter, which lie in
the magnetosphere of the giant planet being constantly
bombarded by ions and electrons.473

OH (and H2O2) production arising from irradiation of water
in cells and the human body is believed to be the major route
of radiation-induced damage in radiotherapy, with the primary
radiation leading to a cascade of tens of thousands of
secondary electrons leading to dissociation of in situ
water.474 Indeed, the role of radical species in DNA and
aging remains a hot topic in current biochemistry.475

Limitations and Challenges: Measurements of secondary
electron emission from surfaces are complicated by the
charging of the surface, particularly in dielectrics and polymers.
Recently, a new method utilizing a measurement of this
charging to derive kinetic energy spectra of secondary electrons
from common polymers (kapton, PTFE, and ultem) has been
reported.476

Direct measurements of secondary yields in a liquid
medium, needed to validate MM of biological systems, have
proven equally challenging due to difficulties in performing

scattering experiments with many liquids in a vacuum, so there
has been only a very limited amount of experimental work on
secondary electron emission from liquids477 using environ-
mental SEMs.478,479 However, these measurements are limited
to high-energy electrons (>5 keV), and experiments with low-
energy electrons are still needed. New experiments using liquid
microjets480−482 are to be recommended.

5.2.3. Experimental Characterization of Irradiated
Medium Dynamics and Related Phenomena. At the end
of the particle transport stage, a significant part of the energy of
the primary radiation has been transferred into the system,
resulting in the creation of molecular and ionic fragments and/
or the formation of defects within the condensed matter.
However, such an excited medium is created in a state far from
its equilibrium and subsequently evolves toward the equili-
brium through a cascade of processes, which can lead to the
creation of new species through chemical reactions; these
processes typically take place on time scales of a picosecond or
more. Additional processes operating on this time scale are
diffusion through the medium, adsorption, and irreversible
desorption from the surface.
Time-resolved studies of molecular transformations are

challenging experimentally, with the main techniques being
used to study systems once they have reached equilibrium (see
section 5.2.4), from which the intermediate processes leading
to this equilibrium state can only be inferred. In contrast, such
studies are inherent in MM, which can determine the
intermediate states, energy transfer pathways, and dynamics
involved in radiation-induced reactions and unravel the
complex network of physical and chemical processes evolving
in the system.
In order to explore the evolution of chemical and physical

changes over time and study the transfer from a non-
equilibrium to an equilibrium stage, it is therefore necessary
to develop transient methods.
Transient spectroscopy, often called time-resolved spectros-

copy, is used for the characterization of the electronic and
structural properties of short-lived excited states (transient
states) of molecules483 and is an extension of the spectroscopic
techniques described in section 5.2.1. It measures changes in
the absorbance/transmittance in the sample after excitation of
the molecule by a short burst of radiation. In a typical transient
absorption experiment, both the excitation (“pump”) and
absorbance (“probe”) are generated by a single pulsed laser. If
the studied process is slow, the time resolution can be obtained
with a continuous probe beam and conventional spectroscopic
techniques can be used. Using very short-pulsed lasers (femto-
or now even attoseconds), it is possible to study processes that
occur on time scales as short as 10−16 seconds (see section
6.4). The absorption of a probe pulse by the sample is
recorded as a function of time at different wavelengths to study
the dynamics of the excited state. The study of transient
absorption as a function of wavelength provides information
regarding the evolution/decay of various intermediate species
involved in a particular chemical reaction at different
wavelengths. The transient absorption decay curve as a
function of time contains information regarding the number
of decay processes involved at a given wavelength and how fast
or slow these decay processes occur.
Extensions of the transient absorption method are time-

emission or time-resolved fluorescence spectroscopy in which
emission spectra are recorded after pulsed excitation using
time-correlated single photon counting, employing a streak
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camera or intensified CCD cameras (time resolution of
picoseconds and slower). Time-resolved photoemission spec-
troscopy and two-photon photoelectron spectroscopy are
important extensions to photoemission spectroscopy. The
atom or molecule of interest is excited by the pump and then
ionized by the probe. The electrons or positive ions resulting
from the ionization event are then detected. By varying the
time delay between the pump and the probe, the change in the
energy of the photoproducts is observed. EELS or TOF
methods for detecting the products are commonly used.
In recent experimental studies,484,485 laser-driven ion

accelerators have been used to perform the first picosecond
radiolysis studies for protons interacting with H2O and
transparent dielectrics (see also a case study in section 6.6).
In the future, we can expect the development of a suite of
broadband probes that can interrogate the dynamics of a wide
range of different chemical species in a single shot. Such
advances in ultrafast radiation chemistry will aid our
understanding of fundamental processes underpinning ionizing
interactions in matter and, in turn, will feed back into the
testing and benchmarking of MM.
Under certain conditions, the medium may see a significant

increase in temperature and pressure within the relatively small
volumes where the energy deposition takes place, and this may
lead to new phenomena, such as the formation of nanoscopic
shock waves.79 These shock waves may be sufficient to create
an irreversible transformation of the medium, including the
formation of defects, and may lead to bond breaks or even
lethal damage in living cells11,80,87 (see sections 1.8 and 6.7).
The effect of nanoscopic ion-induced shock waves on the

final physical and chemical state of the system has been
discovered using MM11,79,80,87 but to date, direct measurement
of such shock waves has proven a significant challenge to
experimental techniques. One of the possible methods for
observing ion-induced nanoscale shock waves employs the
irradiation of DNA origami nanostructures, i.e., the DNA
origami technique.486,487 DNA origami comprises long strands
of DNA used to construct a variety of 3D nanostructures486

that allow for the arrangement of different functionalities such
as specific DNA structures, nanoparticles, proteins, and various
chemical modifications with unprecedented precision. The
arranged functional entities can be imaged using atomic force
microscopy (AFM) and spectroscopically characterized using
surface enhanced Raman scattering (SERS) and fluorescence
spectroscopy (see section 6.3).

Areas of Application: Transient absorption spectroscopy
can be used to trace the intermediate states in a photochemical
reaction; in a charge or electron transfer process; conforma-

tional changes; and thermal relaxation, fluorescence, or
phosphorescence processes. With the increasing availability
of ultrafast lasers and facilities such as the Extreme Light
Infrastructure,488 it is possible to excite a large molecule to
desired excited states to study specific molecular dynamics.
Transient absorption microscopy enables measurement of

excited state dynamics with submicrometer spatial resolution,
which has been used to study the influence of film morphology
on local excited state dynamics and image directly charge
transport in solution-processed organic and hybrid organic−
inorganic lead-halide perovskite semiconducting films.483

The method of DNA origami has been used recently to
detect and quantify DNA damage;489 see also the case study in
section 6.3.

Limitations and Challenges: Transient absorption and
time-emission measurements are highly sensitive to laser
repetition rate, pulse duration, emission wavelength, polar-
ization, intensity, sample chemistry, solvents, concentration,
and temperature. The excitation density (number of photons
per unit area per second) must be kept low; otherwise, the
sample may be saturated.
The use of DNA origami to quantify DNA damage may

require a better tuning for specific irradiation conditions, e.g.,
for ion-beam irradiation in the Bragg peak region. This
technique allows the nanoscale characterization of the
radiation-driven effects, but it mainly describes the postirra-
diation stages of the multiscale scenario.

5.2.4. Characterization of the System in the Equili-
brium States After the Irradiation. The fourth (and final if
the system is closed) stage of MM is when the system has
reached chemical and thermodynamic equilibrium, which
follows the stage of irradiated medium dynamics, non-
equilibrium chemistry, and molecular transformations. Exper-
imental validation of this stage is the most common since the
MM has determined the system’s final state, which is to be
compared with experiment or observation.

5.2.4.1. Spectroscopic Analysis of Surfaces. Irradiation of
surfaces, thin films, and ices on the surface, as well as the
formation of nanostructures through FEBID, have been
discussed previously, and all have been subject to MM. Such
surfaces and structures may be analyzed by a variety of what
are now regarded as standard analytical techniques that
provide detailed chemical and morphological data, which
may be directly compared with MM; thus, these techniques
may be used to validate such formalisms.490,491 Table 1
summarizes different analytical tools to study surfaces.
X-ray photoelectron spectroscopy has already been dis-

cussed above in relation to exploring the spectroscopy of atoms

Table 1. Summary of Different Analytical Tools for Studying Surface Composition and Reaction Dynamicsa

technique probe
detected
species collected data

X-ray photoelectron spectroscopy (XPS) X-ray
photons

electrons quantified elemental and chemical state composition, all elements can be detected
expect H and He

ion scattering spectroscopy (ISS) noble gas
ions

noble gas
ions

elemental composition of outer atomic layer only, detect elements heavier than probe
ion

reflected electron energy-loss spectroscopy
(REELS)

electrons electrons electronic structure and hydrogen detection

UV photoelectron spectroscopy (UPS) UV photons electrons valence band electron measurement
Raman spectroscopy light

photons
light
photons

Raman-active vibrational modes of bonds in sample, which can be a fingerprint of the
material/compound

auger electron spectroscopy (AES) electrons electrons elemental composition. Some chemical state information for certain compounds
aBased on the information provided in ref 492.
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and molecules but is also commonly used to explore surface
chemistry.493 The surface sensitivity of XPS reveals the surface
chemistry of the first few nanometers of the surface at a level
that other routinely used analytical techniques cannot. XPS
analysis can be extended into a material through a process
known as depth profiling, which slowly removes material from
the surface using an ion beam, collecting XPS after each layer is
removed. Depth profiling enables measuring a composition
profile with a high-depth resolution. Using depth profiles, one
can see how the composition changes from surface to bulk
(e.g., due to corrosion or oxidation of the surface) or to
understand the chemistry at interfaces between different
materials.
Ultraviolet photoelectron spectroscopy is a technique similar

to XPS, but in UPS, photoelectrons from the surface are
excited by UV photons rather than X-ray photons.444 As the
kinetic energy of UV photons is lower than of X-rays, the
detected photoelectrons are from the valence states, which
provides a “fingerprint” of the surface species. Usually, XPS
and UPS data are collected in tandem to allow more detailed
chemical analysis. UPS can also be used to measure the work
function of many surfaces.
Auger electron spectroscopy employs an electron beam to

measure the surface composition.494 The Auger emission
process is caused by the relaxation of an atom after an electron
has been emitted. The vacancy in an electron shell is filled by
an electron from another orbital, and the extra energy released
in this process causes the emission of another electron whose
energy is detected. Auger electron spectroscopy provides
elemental and some chemical state information, complement-
ing XPS.
Ion scattering spectroscopy or low-energy ion scattering is a

technique used to probe the elemental composition of the first
layer of a surface.495 As a probe, ion scattering spectroscopy
uses a beam of noble gas ions scattered from the surface; their
kinetic energy is measured similarly to EELS. As the energy of
the incident beam, the mass of the ion, the scattering angle,
and the energy of the scattered ion are known, conservation of
momentum can be used to calculate the mass of the surface
species. Since this interaction can occur only with the
outermost surface layer, ion scattering spectroscopy is very
effective and is used to investigate surface segregation and layer
growth, complementing the composition information from
XPS.
Reflected electron energy-loss spectroscopy (REELS) may

be used to probe the electronic structure of the material at the
surface.496 EELS as a spectroscopic tool has been discussed in
section 5.2.1. The incident electrons can lose energy by
exciting electronic transitions in the sample, and these energy
losses are measured in the REELS experiment, allowing
properties such as electronic band gaps or the relative energy
levels of unoccupied molecular orbitals to be measured.
In reflection absorption infrared spectroscopy, infrared

radiation is directed onto the sample and reflected from an
underlying metal surface.497 The signal can be absorbed by
bulk ice molecules, surface ice molecules, and the molecules
adsorbed on the ice surface. The substrate is usually chemically
inert, so it does not directly affect the behavior of the surface
layer, but it will produce characteristic features in the IR
spectrum. A photoabsorption spectrum is obtained by
comparing the ice spectrum on the surface with a “back-
ground” spectrum of the substrate alone, similar to gas phase
Beer−Lambert law measurements (see section 5.2.1).

Raman spectroscopy is highly sensitive to structural changes
induced by incident irradiation and is commonly used to
understand molecular bonding in materials.498 It is a scattering
technique with photons (typically in the infrared to UV
wavelengths) from a laser source being used. Photons undergo
Raman scattering, losing energy through exciting vibrational
modes of the molecules on the surface. These scattered
photons are detected, and the chemical species from which
they have scattered is derived through energy shift. Raman
spectroscopy is a more sensitive technique than reflection
absorption infrared spectroscopy.
Raman spectroscopy and reflection absorption infrared

spectroscopy are complementary techniques, proven especially
useful for studying polymers (where the bulk information
complements the surface information) and nanomaterials, such
as graphene and carbon nanotubes.
In mass spectrometry, when electron or ion beams are used

to probe the surface, material may also be “sputtered” from the
surface. When an ion is released from the surface, the method
is commonly called secondary ion mass spectrometry;499 when
neutral species are released, the process is called sputtered
neutral mass spectrometry,500 with the neutral species being
subsequently ionized to be analyzed in a mass spectrometer
(see section 5.2.1). These techniques are used for depth
analysis because of their high depth resolution, achieving depth
resolutions of less than 1 nm. This resolution allows studies of
individual layers and can be used on various materials,
including ceramics, metals, and semiconductors.

Areas of Application: All these spectroscopic techniques are
widely used for surface studies and form the basis of most
surface science laboratories. Many different surfaces, from
meteorites501 to dental materials,502 have been studied.

Limitations and Challenges: The major limitation common
to all of these spectroscopic methods is the spatial resolution
such that analysis is often limited to the whole surface rather
than resolved parts of the surface. Also, as stated above, these
methods cannot provide a temporal analysis of the changing
surface, which requires many seconds for complete analysis.
Therefore, alternative methods are needed for studies of
transient and reactive species.

5.2.4.2. Electron Microscopy. In order to provide spatial
information, the probe beam must be smaller than the region
to be probed. Thus, the probe beams must be focused when
using charged particle beams, which requires high energies, as
at low energy the space charge leads to the divergence of the
particles through mutual interactions. Instruments exploring
smaller scales are categorized as “microscopes”, but today they
may provide chemical information as well as simple images of
the surface.
The most common “microscopes” using electrons are the

scanning electron microscope (SEM) and transmission
electron microscope (TEM), both of which can provide
chemical data, while an atomic force microscope (AFM) and
scanning transmission electron microscope (STEM) may
provide nanoscale structural information.503 Ion beams may
also be focused and provide similar nanoscale and chemical
data instruments commonly called ion (nano)probes. Indeed,
ion beams may provide even higher resolution than electron
beams because these heavier particles have more momentum,
such that an ion beam has a smaller wavelength than an
electron beam and suffers from less diffraction.
Scanning electron microscopy combined with energy-

dispersive X-ray spectroscopy (SEM/EDX)504 is a widely
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used surface analytical technique. High-resolution images of
surface topography are produced using a highly focused
scanning primary electron (PE) beam. PEs in the beam enter a
surface with an energy of 0.5−30 keV, generating many low-
energy secondary electrons (SEs). The intensity of SEs
depends strongly on the surface topography of the sample.
Therefore, an image of the sample surface can be constructed
through the measurement of SE intensity at different positions
of the PE beam. High spatial resolution is achievable by
focusing the PE beam to a very small spot with a size of <10
nm. Details of the topographic features on the outermost
surface (<5 nm) are achieved using a PE beam with an energy
of <1 keV.
In addition to low-energy SEs, backscattered electrons and

X-rays are generated due to PE irradiation. The correlation of
the backscattered electron intensity to the atomic number of
the chemical element within the studied volume provides some
qualitative elemental information. The characterization of X-
rays emitted from the sample (by means of EDX, also known
as energy dispersive spectroscopy) gives more quantitative
elemental information. Such X-ray analysis probes analytical
volumes as small as 1 μm3. SEM, accompanied by the X-ray
analysis using EDX, is considered a relatively rapid,
inexpensive, and nondestructive approach to the analysis of
surfaces. It is often used to survey surface analytical problems
before proceeding to more surface-sensitive and specialized
techniques, such as the spectroscopic methods discussed
above.

Areas of Application: Electron microscopy is widely used,
but in recent years, it has been deployed to study
nanostructures fabricated by FEBID and FIBID505 (see section
1.7 and case studies presented in sections 6.14 and 6.15). In
the case of FEBID or FIBID, the final nanostructures may be
characterized in several ways, for example, by their physical size
(shape, height, and width) or their chemical composition
(metallic purity of the structure). Such parameters may be
derived from MM and thus compared directly with an
experiment conducted with the same operational parameters
(e.g., same organometallic precursor molecule, well-defined
diameter, energy, and fluence of the electron/ion beam).
The metal content in fabricated nanostructures may be a

good test of the underpinning model of the precursor electron/
ion beam dissociation dynamics and the chemical reaction
network used. By varying chemical parameters in the model,
the sensitivity of the MM approach to atomic and molecular

input data may be explored. The chemical composition of
nanodeposits can be determined experimentally by the
analytical methods discussed above. XPS coupled with SEM
is one of the most detailed methods where a focused electron
beam is directed onto the deposited nanostructure to provide
chemical information on the nanoscale. Focused ion beams
may also be used to derive such data.
The diameter of structures fabricated by FEBID and FIBID

is believed to be strongly dependent upon the SE flux. Thus, if
the MM prediction matches the measured size of the product
nanostructure and its growth rate (see Figure 6), this may
suggest that those parts of the MM that define the SE energy
and flux are “correct”. Experimentally, the shape of the
fabricated nanostructure may be monitored in situ with the
same electron/ion beam used for the deposition since the
electron source is commonly the same as used in a TEM. This
approach also enables monitoring of the nanostructure growth
rates, as illustrated in Figure 6.
Comparison of such growth rates with MM provides another

method for validating the MM of the whole nanofabrication
process. Apart from the shape, surface-science imaging
methods, such as AFM, SEM or TEM, also provide
information about the internal structure of the deposits, e.g.,
a continuous or grain-like distribution of metal in the deposit.
The morphology of the deposit is another characteristic, apart
from the metal content, which can be used to validate the MM
of the FEBID/FIBID process.
Apart from established experimental techniques for mon-

itoring the FEBID/FIBID deposits, new approaches have been
developed to bring insight into the deposition process. One
example is the focused electron beam-induced mass spectrom-
etry (FEBiMS) technique,507 which enables the analysis of
charged fragments generated on the substrate at real-time
FEBID conditions without postirradiation. Data obtained in
such experiments can be used to validate the MM predictions
for the irradiation phase of the deposition process.

Limitations and Challenges: Since the penetration power of
the electron beam is very low in any electron microscope, the
studied object should be ultrathin. An electron microscope
should operate in a vacuum, meaning living cells and liquid
surfaces cannot be imaged. The images may suffer from some
distortions due to surface charging and inherent aberrations in
the electron optics (i.e., chromatic, diffraction, and spherical).
The electron microscopy techniques enable the character-

ization of the target on the macroscopic level, e.g., in terms of

Figure 6. Growth of different 3D nanostructures during the FEBID of Pt-containing precursor molecules. (a−c) SEM images of (a) tripods, (b)
tetrapods, and (c) pentapods with (white) and without (yellow) additional vertical pillars. (d) Vertical growth rates of the pillars as a function of
the substrate temperature TS. Reproduced from ref 506 published under an open access Creative Common CC BY license.
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the elemental composition, as described above. However, the
interaction of the PE beam of an electron microscope and SEs
with the target can induce different physical processes leading
to beam-induced structural transformations and degradation of
the target on the nanoscale.508−510 One illustrative example
concerns the experimental observation of radiation-driven
structural transformations in deposited metallic clusters
exposed to an electron beam of a transmission electron
microscope (TEM).46,511,512

5.2.5. Experimental Characterization of Large-Scale
Post-Irradiation Processes. The last (fifth) stage of the
multiscale scenario depicted in Figure 4 corresponds to the
large-scale processes. It arises in an irradiated system after it
reaches the chemical equilibrium. Once the irradiated system
has reached chemical (and thermodynamic) equilibrium, it
may be characterized by its bulk phenomena. For example,
FEBID and FIBID-derived nanostructures may have specific
electrical and magnetic properties, while irradiated materials
may have new thermal or structural characteristics, which may
be a predicted outcome of the MM. The conductivity can be
experimentally monitored, e.g., by real-time four-point
resistance measurements, thus representing an additional way
of validating MM. Similarly, the MM can predict the
magnetization of structures, which can be validated exper-
imentally.
The irradiation-induced phenomena may also manifest

themselves on longer time scales, such as hours, weeks, or
even years. For example, irradiation of materials may lead to
the formation of defects leading to microscale cracks that can
lead to longer-term material creep and fatigue. This is
particularly important for studying materials for radioactive
waste storage and in the choice of materials for use in space
environments where high radiation doses can cause such
effects, which are then further propagated by strong temper-
ature variations, such as those encountered on the lunar
surface.
The modeling of fatigue and creep failure scenarios

necessitates a description of the relationship between the
stress, strain, time, temperature, and damage of the material or
structure. Several models have been developed, and some are
available commercially. Fatigue testing is routine in materials
engineering, and parameters such as yield may be compared
with models.513 Coupling MM of the irradiation-induced
phenomena in materials to bulk phenomena such as fatigue
and creep remains a future challenge.
Another example of longer time scale processes is RADAM

of cellular DNA and cellular structures such as the lipid
membrane, which may lead to functional deterioration on
longer time scales. On the macroscale, MM of phenomena
underlying radiotherapy has been validated through the
calculation of cell survival curves12 that may be measured
experimentally. However, there are many parameters and
effects that may influence cell inactivation, including
intercellular signaling and the bystander effect,514 that may
not be accounted for in the MM and may not be easily
modeled.
MM may eventually successfully predict the damage to the

tumor and its shrinking size, justifying the amount of radiation
used. However, changes in the tumor may take many weeks to
occur and may also be related to less mathematically controlled
parameters, such as age, diet, and even social care.515

6. CASE STUDIES OF MULTISCALE PHENOMENA
Distinguished from the theoretical methods discussed in
section 3, the practical interfaces of the methods in section
4, and the validation approaches outlined in section 5, this
section stands as a distinctive portfolio of scientific endeavors,
presented as case studies. Here, the focus is squarely on
exploring real-world multiscale problems, both solved and
ongoing. Each case study is a testament to the complexities
inherent in understanding systems across different scales,
offering a comprehensive view of diverse applications and
implications of the multiscale analysis. Unlike the theoretical
methodologies outlined in section 3, which lay the groundwork
for understanding multiscale phenomena, and the methods’
interfaces discussed in section 4, which highlight the
integration of different approaches, the case studies in this
section provide a tangible illustration of multiscale dynamics in
action. From elucidating light-induced electron transfer
processes in biological systems to exploring innovative
radiation therapy strategies, each case study offers a unique
perspective on the multiscale nature of scientific problems.
Furthermore, these studies underscore the ongoing pursuit of
knowledge, showcasing both solved challenges and areas of
active investigation where multiscale analysis is indispensable.
Through detailed examination of these case studies,
researchers gain valuable insights into the multifaceted nature
of multiscale phenomena and their critical role in advancing
scientific understanding and innovation.
6.1. Light-Induced Electron Transfer Processes in
Biological Systems

The Problem: Light-induced electron transfer (ET) processes
play a crucial role in biological systems, as these processes
often provide the core mechanisms for sensory protein
activation,516−520 energy harvesting,521,522 and magnetic field
sensing.523−527 ET processes are also involved in detrimental
phenomena, including the generation of hydrogen peroxide
within cells.528 A precise understanding of the ET processes
poses a significant challenge for modern biophysics. The
spatial/temporal scales of these processes are typically at the
nanometer/nanosecond scale, respectively, while the resulting
impact is expected to be at the cellular scale. The involvement
of ET reactions in diverse biological systems has been
demonstrated;184,529−531 however, direct observation of these
reactions under controlled experimental conditions remains
difficult. In previous decades, it became clear that experimental
studies alone are insufficient to elucidate the intricate details of
ETs at an atomistic level, which is often necessary for a
comprehensive description of the underlying biophysical
mechanisms.
Light-induced ET processes are prominent in specific

sensory proteins516,523,531,532 and provide another example of
a multiscale phenomenon, as illustrated in Figure 4. Indeed, a
link between quantum mechanics (light absorption) and large-
scale protein function spans many spatial and temporal scales
(see Figure 7). Computational models provide robust
approaches to characterize ET processes at these different
scales.529−532 Efficient interconnection of the approaches is
essential for the description of the ET processes. Like for the
solid-state systems,533,534 it is crucial for light-induced ET
processes in proteins to model the active site where light
absorption and ET occurs quantum mechanically (quantum
region). At the same time, the interaction of this quantum
region with the rest of the molecular system is deterministic for
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accurately describing the underlying processes.316,347,535−538

Here, the interaction between the quantum region and the
protein structure itself, the surrounding solvent, and dissolved
ions must be considered.316,535 Furthermore, it is crucial to
account for the continuous motion of the protein, as an ET is a
dynamic process and cannot be described statically.
Different time scales are involved in light-induced ET

processes in biological systems. In proteins, light is typically
absorbed by a specific chromophore,539−541 leading to
electronic excitation. This process is often considered rapid
and occurs nearly instantaneously following the Franck−
Condon principle.542 Various examples of chromophores are
found in nature. For instance, the light-receptor phototropin,
present in plants like Avena sativa (oat), contains the blue-light
chromophore flavin mononucleotide (FMN) within the LOV
domain (light−oxygen−voltage). Phototropin regulates photo-
tropism, participates in the phototaxis of chloroplasts, and
contributes to the stomatal opening process.516,543,544 Another
example is the protein rhodopsin, which is found in rod cells of
the retina and plays a vital role in regulating visual
phototransduction by absorbing green-blue light (∼500 nm)
through the chromophore 11-cis-retinal.315 Recently, flavopro-
teins called cryptochromes have received attention.519,523−527

Cryptochromes are involved in several biological processes,
including circadian rhythms,545 sensing of magnetic
fields,523−527 phototropism, and light capture in general,
mediated by their chromophore flavin adenine dinucleotide
(FAD).184

Light absorption in some cases may trigger electron transfer
(for example, within the LOV domain of phototropin545),
which may require time scales ranging from picoseconds347 to
nanoseconds.546 ETs, in turn, trigger conformational changes
required for protein activation. The latter process typically
spans from nanoseconds to microseconds.547 Therefore, the
primary challenge for the computational modeling of ET in
biological systems is to effectively connect these vastly different
time scales in one multiscale description to guide the
experiments, where ET can only be observed through indirect
measurements.346 Figure 7 illustrates the multiscale nature of
light-induced ET processes in biological systems and highlights

the characteristic spatial and temporal scales of the processes
involved.
A more specific example that demonstrates how MM can

help advance a biological problem is related to a phenomenon
called magnetoreception. In this example, one considers
migratory species believed to sense the geomagnetic field
through the light-induced formation of radical pairs (RPs)
within a sensory cryptochrome (Cry) protein through efficient
ET. The process is illustrated in Figure 8. Here, blue light is

absorbed by the cofactor FAD inside Cry, which triggers a
cascade of ET processes through adjacent tryptophan (Trp)
residues. The resulting [FAD•−TrpH•+]RP exists in a non-
equilibrium thermodynamic state where it can exhibit singlet
or triplet spin character. The distinct spin states of Cry result in
varied cellular behavior by enabling the formation of spin-
selective reaction products. Interaction with the geomagnetic
field affects the non-equilibrium RP dynamics and thus results
in modulation of the spin-selective reaction products in Cry by
magnetic field, which on a longer scale provides a sensory
signal detected in the brain.523−527

Recently, cryptochrome 4a (ErCry4) from the night-
migratory European robin (ErCry4a) was expressed and
analyzed using transient absorption spectroscopy (TAS).347

The study revealed the presence of light-induced radicals with
lifetimes exceeding 100 ns.347 However, the sequential charge
transfer steps could not be resolved experimentally due to
limited time resolution.347 Here, computational modeling was
the only way to investigate the possibility of a charge transfer.
However, achieving a precise description of the dynamics of

the critical ET process within Cry necessitates combining
different time and length scales (Figure 7). Only by
incorporating these factors one can accurately interpret

Figure 7. Length (left) and time (right) scales of light-driven ET in
biological systems. Light gray text shows the methods that link
different scales, while dark gray text illustrates the connecting
properties between the different scales (SD = stochastic dynamics,
MC = Monte Carlo, CG = coarse graining, MD = molecular
dynamics, RMD = reactive MD, IDMD = irradiation-driven MD,
QM/MM = quantum mechanics/molecular mechanics, TDDFT =
time-dependent density functional theory).

Figure 8. Length scales and mechanism important for magneto-
reception of migratory species. At the bottom length scale, flavin
adenine dinucleotide (FAD) is excited via blue light, triggering an ET
transfer cascade from adjacent tryptophan residues (TrpX, X = A−D),
leading to a correlated radical pair that interacts with the geomagnetic
field. Spin-selective reactions eventually lead to conformational
changes within the protein, which triggers a signal cascade over
several length scales that leads to an action mechanism of the
migratory species.
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experimental techniques such as TAS or pump−probe
experiments,347 enabling a comprehensive understanding of
light-induced ET processes.

How Can MM Address the Problem: The magneto-
reception phenomenon and its association with cryptochrome
(Cry) discussed below are illustrative examples for investigat-
ing light-induced ET processes in biological systems. However,
the methodologies and techniques described below are
universal and, therefore, can readily be applied to any
biological system. MM offers an ideal framework for addressing
the challenges associated with light-induced ET in biological
systems, enabling the consideration of complex protein
environments, such as Cry, and the configurational changes
within the protein itself. This approach accurately describes the
dynamics of ET in active sites, such as from Trp to FAD in
Cry346,523−527 (see Figure 8). The combination of quantum
mechanics and molecular mechanics, known as QM/MM, can
be employed to incorporate protein motions, configurational
changes, and solvent interactions using MD simulations. This
hybrid approach allows the calculation of ET rate con-
stants346,347 or absorption spectra,316 which can be compared
to experimental data.
To achieve such a multiscale description, an embedding

potential based on MD simulations with time trajectories
spanning several hundred nanoseconds is required and usually
relies on snapshots taken from a MD trajectory.316,347,526

These trajectories provide information about conformational
changes in the protein and possible solvent effects that need to
be considered in the QM calculations of interest.316,347

Additionally, the nuclear configurations of the active sites at
different time instances can be used to account for vibronic
effects in the QM description of the ET process.
Various methods have been developed in recent years to

combine the different time and length scales inherent in MM
and effectively model the environment’s impact on the active
sites in protein experiencing ET. For instance, the environment
can be represented using point charges534,535 or adjusted using
polarizable embedding,316,548 depending on the complexity of
the surrounding.
For a QM description of electron dynamics, TDDFT has

emerged as a reliable technique for accurately capturing
electron behavior.549−551 This approach, for example, has been
successfully used to compute absorption spectra for several
selected Cry proteins and directly compares with experimental
results.316 The TDDFT approach, however, only permits
computations on time scales up to (sub)-picoseconds, which
dictates that the method must be limited with some other
approaches that take account for the slow processes in protein
dynamics. Another method, the hybrid QM/MM density-
functional tight-binding (QM/MM DFTB) approach, intro-
duced by Lüdemann et al.346 in Cry of Arabidopsis thaliana
(AtCry1), can be used to directly model light-induced electron
propagation in proteins, permitting the evaluation of the
associated ET rate constants. This method is much more
suitable to describe ET processes up to nanoseconds and was
successfully used in several case studies.316,346

For instance, Timmer et al.347 demonstrated the use of the
QM/MM DFTB approach in evaluating the ET cascade of the
Trp chain in ErCry4 (see Figure 8), predicting the character-
istic ET times to be between 60 and 960 ps for the ETs
between Trp sites. These computational predictions matched
the results of the extensive TAS measurements.347

Additionally, semiclassical Marcus-like theories can be
employed to predict rate constants of light-induced ET
processes by combining properties from MD simulations
with quantum chemical calculations of the system’s initial and
final states.347,552,553 A related Moser−Dutton theory has
recently been used to evaluate several electron transfer rate
constants in European robin Cry, ErCry4.552 Many advances of
the theory exist, and notably Marcus theory has also shown a
remarkable potential in describing proton-coupled electron
transfer reactions within the Cytochrome bc1 complex,553

which plays a critical role in ATP production.
The combination of mesoscale MD and microscale QM is

furthermore crucial not only for accurately describing the
interplay between the environment and the active sites but also
for capturing the macroscopic statistics observed experimen-
tally.346,347 Given the high complexity of the biological
systems, several pathways and configurations may exist that
ultimately lead to successful ETs. MD simulations may deliver
sampling of the protein configurations over several hundreds of
nanoseconds, which is often sufficient statistics of the ET rates
to be established, and further justified through comparison
with experimental observations.347 A highlighted example here
is the ET in ErCry4a, where Timmer et al. demonstrated that
various configurations of cryptochrome can inhibit the charge
transfer cascade at the TrpB site (Figure 8) due to
configurational stabilization, leading to an incomplete
execution of the ET cascade.347

Incorporating the microscopic details of ET dynamics and
the mesoscale dynamics of the protein within a QM/MM
approach is currently the most comprehensive way to
understand the underlying principles of light-induced ET
processes in biological systems.

Future Directions for the 5−10 Year Period: Significant
progress has been made in comprehending ET processes in
biological systems.184,346,347,535,537 However, several challenges
persist, necessitating the application of MM.
One crucial aspect is the assessment of charge-separation

lifetimes within proteins, as this feature is vital for subsequent
reactions in activated proteins. For instance, within Cry, the
lifetime of the radical pair plays a pivotal role in sensing the
weak geomagnetic field and is estimated to be about a
microsecond.524 Achieving such time scales solely through all-
atom MD simulations poses serious challenges. Modern
techniques, such as coarse-grained (CG) methods554 or
SD,16 can be explored to overcome the existing problems
(see Figure 7). In the SD approach, the ET transfer rates can
be directly integrated into the framework, enabling the study of
macroscopic dynamics influenced by the considered rates
calculated on a microscale. In recent studies, it was
demonstrated that this approach can be directly applied to
macroscopic systems, including multiple reactions, diffusion,
and other rates, to align sufficiently with experimental
observations.16

IDMD13 can also be employed to incorporate ET rates
directly into all-atom MD simulations. This allows the study of
time-dependent charge transfers and their impact on intrinsic
structural changes in proteins. For instance, it was shown that
accurate modeling of electron irradiation-induced bond
breaking and the formation of metal nanostructures on a
surface could be made using the IDMD approach.13,14,53,54,386

A similar ansatz may be helpful for studying the chemical
dynamics of activated proteins, providing valuable insight into
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the dynamic behavior and functional mechanisms of ET
processes in biological systems.

Envisaged Impact: MM is an essential tool for elucidating
the intricate dynamics of light-induced ET processes in
biological systems.184 Integrating multiple size scales enables
a comprehensive understanding of the complex cascades that
occur in these systems (see Figure 7). The inherent complexity
of the underlying processes presents challenges in quantifying
experimental observations.
MM acts as a virtual microscope, facilitating the exploration

and comprehension of mesoscopic phenomena arising from
microscopic quantum effects that are challenging to observe
and quantify experimentally. Through the synergistic combi-
nation of diverse computational techniques such as
TDDFT,316,549−551 MD,346,347 and QM/MM,316,346,347,548

MM provides valuable insights into the underlying mecha-
nisms and dynamics driving light-induced ET in biological
processes.
6.2. Radiation Damage of Mass-Selected Biological
Molecules

The Problem: Radiation therapy using hard X-rays, MeV
electrons or MeV protons, and heavy ions is one of the most
powerful tools in our battle against cancer. In particular, the
initial stages of RADAM to biological systems, i.e., the primary
excitation and/or ionization of biomolecular species such as
DNA and the subsequent molecular dynamics still need to be
understood better. The seminal work of Boudaif̈fa et al.555

showed that resonant attachment of low-energy electrons can
lead to DNA single- and double-strand breaks. The notion that
molecular mechanisms underlying biological RADAM can be
investigated on the single-molecule level gave an intense jolt to
the atomic and molecular collision community. The interaction
of electrons, ions, and photons with gas-phase DNA building
blocks such as nucleobases could be studied with unprece-
dented accuracy using advanced experimental techniques from
the atomic and molecular collision community,556−558 which
led to the successful COST Action P9 “Radiation Damage in
Biomolecular Systems”.

The early studies on gas-phase DNA building blocks not
only delivered a wealth of information but also proved the
need for increasing complexity in order to be able to study
biologically more realistic scenarios. Several groups have
pioneered the use of electrospray ionization (ESI) for bringing
complex molecular systems from solution into the gas
phase.559−561 The ESI approach has developed into a
workhorse of the field, as it opens up a virtually unlimited
repertoire of mass-selected gas-phase biomolecular targets for
irradiation studies. Examples are short DNA strands,561

nanosolvated biomolecules,559 and proteins,560,562 while even
more complex targets, such as large protein−DNA complexes,
could also be studied easily.
The current experimental challenge lies in the fact that most

gas-phase biomolecular systems have potential energy surfaces
that feature a multitude of local minima. Gas-phase targets
therefore tend to contain various conformers, rendering the
interpretation of experimental data and comparison to
theoretical results very challenging. Several experimental
groups are currently developing ESI systems with IMS stages
(see Figure 9) that will soon be able to deliver mass-selected
and conformationally pure biomolecular targets for irradiation
studies.
Irradiation-driven dynamics in complex biomolecular

systems pose a significant challenge to modelers. Even
energetic interactions with gas-phase nucleobases are computa-
tionally challenging because of the large number of atoms that
constitute such molecules. Therefore, accurate modeling
provides a more straightforward way to interpret experimental
data. For instance, Maclot et al. have studied the link between
energy distribution and fragmentation for keV ion collisions
with gas phase thymidine by comparing experimental data with
binding energies and potential energy surfaces from quantum
chemical calculations.563 Wang et al. have shown that high-
resolution X-ray spectroscopy data from gas-phase oligonu-
cleotides in combination with quantum chemical modeling
allows one to track X-ray absorption-induced hydrogen transfer
processes in DNA.564

To date, modeling typically focuses on particular aspects (or
time scales) of the biomolecular response to the action of

Figure 9. Sketch of a traveling-wave ion mobility spectrometer for the preparation of conformationally pure biomolecular ion targets, featuring an
electrospray ion source, three radiofrequency ion funnels, and two printed circuit boards with the traveling wave electrodes. The inset shows
photographs of one of the printed circuit boards with pixelated electrodes.
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ionizing radiation shown in Figure 4, such as the actual
ionization/excitation process (sub-fs time scale565), hydrogen
transfer processes, charge migration and direct bond cleavage
(few fs time scale565), internal conversion and intramolecular
vibrational energy redistribution (typically, several ps time
scale566), and subsequent fragmentation processes, which can
span a wide range up to even longer time scales.

How Can MM Address the Problem: Studies of RADAM
to gas-phase biomolecules have benefitted from recent
advances in experimental techniques. The response of mass-
selected and conformationally pure gas-phase biomolecular
targets to the action of ionizing radiation can be studied with
an entire arsenal of molecular physics and collision physics
techniques that give access to unprecedented details of the
irradiation driven dynamics of molecules.
The MM approach is the perfect counterpart that allows one

to model the entire cascade of molecular processes under a
single umbrella. For the example of X-ray ionization of
(nanosolvated) gas-phase DNA, this starts with a localized core
ionization or excitation process that occurs on femtosecond
time scales and can, for instance, trigger intramolecular
hydrogen transfer (e.g., between nucleobase and deoxyribose),
hydrogen transfer to neighboring molecules, and other fast
rearrangement processes, both of the biomolecule itself or its
surrounding molecular environment. Subsequent internal
conversion and intramolecular vibrational redistribution can
ultimately lead to statistical processes such as the scission of
the DNA backbone or glycosidic bond cleavage, occurring on
longer time scales. In particular, entire cascades of chemical
reactions can follow for very complex gas-phase systems, such
as nanosolvated DNA, DNA−protein complexes, or DNA-
based nanosystems.

Future Directions for the 5−10 Year Period: Combining
the site-selectivity of soft X-ray absorption with the recent
availability of mass-selected and conformationally pure
biomolecular targets allows for experimental studies of the
molecular mechanisms of DNA RADAM that can be
unambiguously compared to MM data.

Embedding nucleobase analogues containing heavier atoms,
such as the F-containing fluorouracil, in a DNA strand makes it
possible to selectively target the heavy atom site by excitation/
ionization with X-ray at the respective absorption edge. Using
synthetic oligonucleotides of different lengths and sequences,
charge and energy transport eventually leading to direct DNA
damage will be studied in unprecedented detail. In addition,
the emission of secondary electrons from gas-phase oligonu-
cleotides will be investigated. Fluorouracil and several other
nucleobase analogues that can potentially serve as soft X-ray
chromophores are also known as potent radiosensitizers. The
described studies will, therefore, also help to improve our
understanding of the molecular mechanisms of radiosensitiza-
tion for this particular class of molecules.
Recent experimental data567 suggests that inner-shell

ionization and excitation of DNA results in the emission of
more secondary electrons than previously thought, but a
characterization and quantification of this effect is still lacking.
An important additional aspect is the investigation (both by
experiment and MM) of the influence of the DNA molecular
environment (proteins, water molecules). Last but not least,
the upper size limit of DNA-containing molecular systems that
can be studied in the gas phase has not at all been reached yet.
ESI in principle allows one to study systems with masses of
thousands of atomic mass units. Through close collaboration
between experimentalists and modelers, new strategies will be
developed to find experimental evidence for shock-wave
induced ion damage to DNA in gas-phase systems.

Envisaged Impact: Improved understanding of the
fundamental molecular mechanisms that underlie the effects
of ionization radiation on DNA will have direct implications
for radiation therapy. At present, there are fundamental gaps in
our understanding of therapeutically relevant issues, for
instance, regarding the principles of action of radiosensitizers
or those of FLASH radiotherapy with protons or heavy ions.
The combination of novel gas-phase collision studies on well-
defined DNA containing nanosystems with multiscale
modeling will help closing these gaps, which will be directly
beneficial for further development of radiotherapy modalities.

Figure 10. Passive and active use of DNA origami nanostructures in fundamental studies of radiation damage to DNA. In the passive mode (left),
DNA origami nanostructures serve as platforms to anchor DNA sequences of interest. Atomic force microscopy is widely used to extract
information on cross sections of DNA strand breaks with and without incorporated radiosensitizing molecules (e.g., ref 570). RT-PCR can also be
used for the analysis of radiation damage to long DNA strands in solution, such as in DNA nanoframes (e.g., ref 572). For higher dose regimes,
dose-dependent damage can manifest in the nanostructures, and they can be used as “nano-dosimeters” (right), as demonstrated for UV irradiation
using AFM573 and for proton beam and γ-ray irradiation571 using agarose gel electrophoresis.
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6.3. Irradiation-Induced Processes with DNA Origami
The Problem: The DNA molecules in a human body may
instantly become damaged by the direct and indirect effects of
ionizing radiation from the surrounding environment while
simultaneously undergoing efficient repair processes. Neutron
showers caused by cosmic rays in the atmosphere and α-
particles from radon decay are primary sources of the current
radiation pollution on Earth. Ionization-induced mutations in
DNA influence all the stages of the cell cycle. Therefore,
understanding the interaction of ionizing radiation with DNA
is crucial for human radiation protection on Earth and during
space missions. Furthermore, such an understanding would be
instrumental for monitoring cancer evolution and various
medical diagnostics and treatment applications. DNA is also an
emerging material in nanotechnology.568 Tailored ionizing
radiation can pattern or modify DNA-based nanostructures,
while natural radiation sources could also damage such
nanostructures.
Developing an in-depth understanding of RADAM to DNA

is a rather non-trivial task due to the complexity of the DNA
and its natural environment. Therefore, the research of DNA
damage typically includes several levels of complexity ranging
from the isolated DNA building blocks to a free plasmid DNA
to postirradiation analysis of DNA damage in cells and living
tissue. The main challenge remains interlinking the results of
such studies obtained at different spatial and temporal scales. A
huge gap between the studies of DNA building blocks in the
gas phase and plasmid DNA studies in solution is worth
mentioning here. In order to fill this gap, precisely defined
DNA sequences should be studied under controlled con-
ditions. This can be achieved by experiments with DNA
origami nanostructures.569

The first attempts to use DNA origami nanostructures for
studying DNA RADAM could be attributed to Bald and co-
workers.570 More recently, the high stability of DNA origami
nanostructures upon irradiation with various types of ionizing
radiation was demonstrated,571 paving the way for widening
the area of their use in fundamental studies. Two kinds of
irradiation experiments can be performed using DNA origami.
The first is in singulo experiments with precisely defined DNA
sequences where the DNA origami is passively used as a
substrate. The second includes experiments where the DNA
origami nanostructures are used as active “nano-dosimeters”. A
sketch of these two approaches is shown in Figure 10. In both
cases, the interpretation of results critically depends on the
outcomes of MM.

How Can MM Address the Problem: Investigations of the
interaction of ionizing radiation with DNA on a molecular level
goes far beyond the present state-of-the-art. Excited- or ionic-
state dynamics in simple DNA components can be studied by
ab initio methods, although they neglect the surrounding
environment.574 Models such as DNA base pairs or oligomers
in realistic environments require a combination of QM and
classical approaches.575 In some cases, dynamics on the
nanosecond time scales could be probed by machine learning
(ML) approaches.576 However, modeling long DNA strands is
restricted to the coarse-grained approach.577 Coarse-grained
modeling can be well used to describe processes of DNA
folding in the environment and its mechanical deformation and
give insights into environmental effects on DNA secondary
structure. This approach, however, cannot be used to model
the energy transfer and reactivity on the molecular level. These
processes are crucial for describing DNA interaction with

ionizing radiation and therefore call for MM, allowing DNA to
be placed in a realistic environment mimicking its structure in
biological systems and simultaneously include reactive and
energy transfer processes occurring during the radiation event.

Future Directions for the 5−10 Year Period: MM has the
necessary components to guide the experiments with DNA
origami nanostructures and help to interpret the results, which
will help better explain the fundamentals of DNA RADAM.
Precisely designed benchmark studies with DNA origami

nanostructures should be performed to test the assumptions
underlying the MM approach. Examples include irradiations
using precisely defined ionizing radiation sources ranging from
low-LET photons to high-LET ions, different ion charge states
reproducing the effects such as electron capture during
projectile penetration through matter, or dose dependencies
to cover the whole range of interactions from under limit
exposure to flash radiolysis. At the same time, DNA origami
will need to be irradiated in different environments to allow the
estimation of effects spanning over different scales of
complexity, such as shock waves.11 These benchmark studies
will make MM a powerful tool that would go beyond providing
an interpretation of experimental observations to a method
with unique predictive power for studying DNA nanostruc-
tures.
The long-term vision here includes the possibilities of

reactivity studies with large DNA systems and the development
of methods to model DNA in its natural environment in
chromosomes, paving the way for the incorporation of MM in
software used in simulating radiation passage through matter,
predicting material properties, or creating inputs for state-of-
the-art protocols in radiation oncology578 or nanotechnol-
ogy.579

Envisaged Impact: In medicine, radiation therapy for cancer
is booming due to the development of well-targeted ion-beam
radiotherapies. So-called pencil ion beams have diameters of
several millimeters. Transversal focusing is possible due to
increased energy deposition in the Bragg peak of ion
projectiles. Even though the technique is highly developed,
modeling for highly targeted treatments is not ideal, as the
understanding of the underlying processes occurring during
the physicochemical stage of radiation interaction with tissue
needs to be included. Combining DNA origami experiments
and MM may help to identify the most important of these
processes.
Apart from the better technology of the ion beams, the

targeting can be improved by combined chemoradiation
therapies. The advantage of such treatment is in the synergistic
effect, which is the higher effect of chemotherapy combined
with radiation compared to the individual treatments. It is well-
known that the secondary DNA structure plays an important
role in both sensitizing DNA toward radiation580 and
targeting.581 Understanding the interplay between macroscopic
properties of DNA concerning secondary structure, folding,
interaction with proteins, and molecular-level damage is crucial
for the rational design of novel radio-theranostic agents.
Finally, the studies may impact the use of DNA origami as a

material and a tool in bionanotechnology. The enhanced
stability of origami against ionizing radiation compared to bare
DNA predetermines the use of DNA origami in DNA storage
or bio-nanoelectronics. Their flexibility in design, already fully
employed in biomedicine,582 can be used to develop novel
chemoradiation therapies. Nanostructure preparation techni-
ques such as DNA origami-assisted lithography, nanopattern-
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ing of DNA origami by ion beams, ion implantation of DNA
origami, or DNA origami-assisted deposition of metallic
nanostructures could reach maturity thanks to the detailed
modeling of the output nanostructures. With MM as a
predictive tool, such preparation techniques could become a
widely spread bionanotechnology routine.
6.4. Attosecond and XFEL Science Applied to Complex
Biomolecules and Clusters

The Problem: At the beginning of the 21st century, as it
became possible to synthesize ultrashort light pulses with
durations below one femtosecond,583 photophysics and
photochemistry entered an unexplored area in which the
non-equilibrium properties of electrons can be tracked down to
the angstrom length scale. This development was accompanied
by the emergence of free electron lasers that provide short and
highly intense XUV X-ray pulses, offering the possibility to
study non-linear interaction at extreme wavelengths, possibly
down to the attosecond regime. The so-called “attosecond
science” was born, and since then it has attracted a lot of
attention from the scientific community worldwide, essentially
because it creates a new paradigm in which the properties of
matter�a molecular reaction, a phase transition or an
electronic property�can be manipulated by directly acting
on electrons therefore modifying their localization and
interaction with angstrom precision.584

Attosecond pulses combine two properties that make them
particularly suitable to study the interaction between matter
and ionizing radiation. First, attosecond pulses are so short that
they can track the dynamics of charges (i.e., electrons, holes,
protons, and nuclei) with ultrahigh time resolution using
pump−probe spectroscopy. Second, attosecond pulses are
generated in the XUV or X-ray domain; therefore, they are by
essence ionizing radiations with photon energy far above the
ionization potential of molecules. As a consequence, atto-
second science provides by definition direct insight into the
first steps of the interaction between ionizing radiation and
matter. Attosecond science can track the non-equilibrium
properties induced by the oscillation of light electric field,
ionization, electron scattering, coherent charge (electron/hole)
dynamics, proton motion, etc.
Over the past 20 years, enormous efforts have been devoted

to the development of highly performing attosecond light
sources. In parallel, physicists have developed spectroscopic
techniques that can benefit from these sources. Starting
primarily with simple isolated atomic targets, experiments
have shown the possibility of observing coherent ultrafast
electronic wavepackets in atoms585 and soon electron
scattering at the atomic scale could be measured.586 While
highly sophisticated experiments have been developed to
address fundamental aspects of atomic physics, there also has
been a constant race to investigate increasingly complex
objects such as molecules or clusters.587 The first attosecond
pump−probe experiment on molecules588 was performed in a
simple molecule H2 in which the electron localization in a
dissociative H2+ cation was controlled. Soon after, the first
attosecond experiment on more complex (polyatomic)
molecules was developed.589 By studying molecules such as
N2, C2H4, and CO2, the instantaneous light-induced polar-
ization of the electronic density could be observed. The first
work on an isolated amino acid showed that an attosecond
XUV pulse could create an ultrafast hole wavepacket in
phenylalanine.590

These proof-of-principle experiments have motivated further
developments to study more complex objects, and future
investigations will consider the control of molecular properties
using attosecond pulses in increasingly complex systems such
as a biomolecule or a cluster. However, attosecond
technologies are still under development, and ad hoc
spectroscopies are still limited. Therefore, the development
of attosecond science in complex systems faces two challenges:
First, the observables provided by experiments are not direct
and do not provide a simple image of the studied dynamics.
When dealing with increasingly complex systems, it is
nowadays only possible to comprehend the dynamics with
the support of sophisticated theories that connect the
experimental observables measured on macroscopic time scales
and the ultrafast microscopic dynamics. Second, manipulating
electronic properties with angstrom precision is expected to
significantly impact the macroscopic properties of matter. For
instance, in the case of a photoinduced reaction, acting on
electron localization will impact the way the chemical bond will
rearrange and the molecule will transform. Understanding
these processes requires connecting processes occurring at the
attosecond time scale and angstrom length scale to processes
occurring at femto- and picosecond time scales, where
vibration and isomerization start, and macroscopic time scales,
where the chemical transformations occur. Consequently,
attosecond control is by essence a multiscale problem (see
Figure 11), especially when it deals with complex molecules.

How Can MM Address the Problem: Because it is
impossible to directly infer the physical process from the
measurements, MM must provide the necessary translation of
the experimental data into actual dynamics. MM is also crucial
to learn how actions on an attosecond time scale can provide
means to modify properties on a macroscopic time scale. For
instance, MM could provide direct information on how
charges are created in DNA upon irradiation after XUV or
X-ray irradiation and how electron scattering, charge transfer,
and proton rearrangement occur. From these first steps, non-
stationary properties will emerge and structural rearrangement
of the entire molecule will occur. How the first initial
attosecond interaction will determine the final structure of
the molecule could be addressed by MM.

Figure 11. Schematic representation of the multiscale character and
challenges encountered in attosecond control in complex biomole-
cules.
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Future Directions for the 5−10 Year Period: In order to
develop attosecond and XFEL science in complex (bio)-
molecules and clusters, it is crucial to connect ultrashort time
scales where the interaction with light occurs and macroscopic
observables where the consequence of the interaction is
observed. From the experimental point of view, the interaction
between attosecond pulses and complex biomolecules, such as
an entire peptide or protein, is still in its infancy.591,592 Current
theoretical developments deal with the description of the
light−matter interaction where the time-dependent light
electric field is explicitly considered. The light first interacts
with electronic degrees of freedom, and depending on its
frequency outer valence, inner valence, and inner shell
electrons must be included in the description. At high photon
energy, the accurate inclusion of electron correlation becomes
an important issue. As a consequence of the interaction,
quantum coherence and related charge/hole migration
mechanisms need to be properly described, such as that for
the decoherence of the charge wavepacket.593,594 Following
this first excitation step, the inclusion of the nuclear degrees of
freedom becomes essential, especially in terms of a post-Born−
Oppenheimer treatment that includes a strong coupling
between the electronic degrees of freedom and the vibrational
ones.595 For an increasingly large system, the problem becomes
untreatable. In the coming years, there will be a need to
develop approaches to identify the relevant degrees of freedom
to decrease the dimensionality of the problem and to be able to
include a limited number of particles in the MM simulation.
The use of AI approaches is one possible way. An explicit
treatment of time-dependent light−matter interactions, elec-
tron/hole dynamics at attosecond time scale, and how they
connects to nuclear dynamics and chemical transformation is
therefore under development and applied to small systems.
MM approaches will provide conceptually more potent and
general tools to develop these approaches for biomolecules,
clusters, and large molecular systems.

Envisaged Impact: While structural biology has become a
mature field of research, studying non-equilibrium properties
of biomolecules is now a subject of high interest as it provides
information on the inner functioning of biological processes.
Time-resolved X-ray diffraction experiments provided by free
electron laser (FEL) installations offer the perfect tools to
study these properties; however, light-induced ultrafast
damages remain one of the major limitations to the
development of these approaches.596 From the combination
of attosecond technology and MM, one will learn irradiation
conditions to limit damages and predict highly nonlinear
effects encountered at the FEL.597

Like in femtosecond science previously, where laser
technologies offered new means to structure matter by
providing tools for surgery and material machining, it is
expected that attosecond science will provide similar break-
throughs in chemistry, biology and material science by allowing
us to act directly on electrons, improving new means of control
by reaching higher temporal and spatial resolution. In that
context, MM is crucial to guide the experimental protocols and
pave the way for developing attosecond technology applied to
complex objects.
6.5. Clusters in Molecular Beams

The Problem: The ultimate goal of MM is to characterize
macroscopic environments under irradiation. However, in
specific cases, the bulk behavior is well approximated by

aggregates of tens or hundreds of molecules, i.e., molecular
clusters. This is especially true if one is interested in chemical
changes induced by irradiation. The interaction of radiation
with one active molecule initiates a chain of subsequent events.
For a cluster to represent a suitable mimic system, its size has
to be sufficient to account for all the relevant relaxation events
and chemical reactions. The second crucial factor is the
composition of clusters. It should correspond as closely as
possible to the macroscopic system it should represent, which
is often a challenging task. However, when these two
assumptions are met, the cluster-beam experiments provide
an excellent way of benchmarking and validating the MM
models since the experimental data (e.g., the fragmentation
mass spectrum) are comparable with the results of the MM on
a one-to-one basis.
Environments where a comparison of cluster-beam experi-

ments with MM has been bringing an unprecedented level of
insight into the irradiation-driven chemistry include (but are
not limited to):
(i) Radiation damage. Biomolecular clusters have been used
to bridge the experiments with isolated biomolecules in
the gas phase and experiments studying the behavior of
large biomolecular systems in macroscopic solutions and
even biological tissue.598,599 Most attention is focused on
the role of water molecules surrounding the biomole-
cules undergoing radiation-induced damage. An im-
portant effect revealed in this way is the suppression of
molecular fragmentation by low-energy electrons.600

However, this relatively easy-to-understand phenomen-
on is not the only influence of clustering. Opening of
new reaction pathways, such as the proton transfer upon
electron attachment601 or the dissociation of a glycosidic
bond in nucleotides,602 has been observed experimen-
tally. These experiments have pointed out the crucial
role of the environment and the limited usability of data
obtained at single-collision conditions.

(ii) FEBID and FIBID. Clusters of organometallic precursors
have been used to reveal aggregation effects on the
substrate during focused-beam nanofabrication.603,604

While the substrate is absent in this type of experiment,
its elementary influence (presence of a heat bath) can be
well-approximated using large rare-gas clusters that serve
as a nanosupport for precursors or their clusters. The
experimentally observed phenomena include, for exam-
ple, the self-scavenging of electrons, which changes the
electron energy range relevant for ligand dissociation;605

suppression of the DEA due to polarization screening;604

or the reactive role of water admixtures in organo-
metallic precursors.64 The cluster-beam experiments can
be directly compared with surface-based studies where
thin condensed layers of precursor molecules are
irradiated by electrons, and chemical changes in these
layers are analyzed by various surface-science techni-
ques65,606 (see section 5.2.4).

(iii) Astrochemical synthesis on ice nanoparticles. Astrochemical
ice and dust grains offer surfaces for chemical reactions
in the ISM, and the radiation serves as a trigger for such
reactions (see section 6.16). Irradiation-driven chemistry
in space can be explored through experiments with
clusters with a chemical composition similar to the ice
mantles of the interstellar grains.607 Here, an additional
advantage of clusters (created by a supersonic
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expansion) is their low internal temperature resulting
from the evaporative cooling. Again, the comparison
with astrochemically motivated surface-based experi-
ments608,609 is straightforward.

From the point of view of cluster physics, these different
problems share one aspect in common: a need for advanced
experimental methods for the production of heteromolecular
clusters (see Figure 12). Such systems can be created either by
a coexpansion of various samples or by first producing
homomolecular clusters and then picking up guest molecules
on them. Several pickup cells can be arranged in series,
resulting in the formation of clusters, which are good proxies
for chemically diverse environments. Such a cluster beam is
then typically ionized by the required type of ionizing
radiation, e.g., by electron impact, ion impact, or tunable X-
rays. The primary experimental information is typically the
fragmentation pattern (mass spectrum) (see section 5.2.1).

How Can MM Address the Problem: It might be
instructive first to define the time scales of interest. The
typical mass-spectrometric detection time is units to tens of
microseconds after the ionization. The detection times are
prolonged to milliseconds (or longer) in the case of storage
ring experiments. Therefore, even if the MM approach is not
necessarily required for this range of system sizes, it is needed
because of the temporal scales involved. As outlined in section
3, the quantum-mechanical treatment (e.g., by means of ab
initio MD) is typically feasible on the picosecond time scale,
and reactive and classical MD is feasible on a nanosecond time
scale. For clusters, the longer time scales are typically treated
by statistical methods, such as phase-space612,613 or transition-
state614 theories.
A showcase example of how MM can address a cluster

system relevant for RADAM is the suppression of electron-
induced N−H bond cleavage in nucleobases. The isolated
nucleobases are susceptible to DEA;615 however, micro-
hydration experiments have shown that the presence of just
a few water molecules around the base prevents fragmenta-
tion.600 The fixed-nuclei scattering calculations, in combination
with a diatomic-like model for the dissociation, initially
suggested610 that the effect of water should be exactly the
opposite (i.e., DEA fragmentation cross section should
increase), since the water environment lowers the energy and
the width of the electronic resonance responsible for this
process. However, when the dissociation dynamics was
simulated by the combination of DFT and MD,616 the caging
effect due to water molecules was clearly revealed. The

simulations thus explained the experimentally observed
phenomenon. Furthermore, by evaluating the energy transfer
from the base to the solvent (nanocalorimetry via the
combination of experiment and theory), it has been possible
to estimate the enhancement of the LET to the environment
originating from such a caging.
The multiple time scales are nicely demonstrated, e.g., in a

computational study of electron-induced fragmentation of
water clusters.617 Here, the ionization events were identified by
a kinetic MC procedure; subsequently, the fragmentation was
modeled with classical MD simulations calibrated by non-
adiabatic QM/MM simulations, and the fragmentation on
microsecond time scale was modeled with a Rice−
Ramsperger−Kassel (RRK) model. This combination of
approaches yielded a good agreement with experimental
mass spectra.
The combination of MM and cluster-beam experiments also

brings insight into the problem of precursor dissociation in
FEBID. For Fe(CO)5, the most common precursor for the
deposition of iron nanostructures, the gas-phase dissociative
ionization is very fragmentative: the most abundant peak in the
electron-impact mass spectra corresponds to a bare iron ion
Fe+. However, upon clustering, the fragmentation degree is
considerably suppressed: the dominant channel is the removal
of only two ligands from the FeCO5+ molecule.

63 The reactive
MD approach (see section 3.3.5) has elucidated the
mechanism of the quenching of excess energy of the hot
FeCO5+ cation

385 by the molecular environment. Such
quenching alters the view of the elementary mechanisms that
play a role in the FEBID process. Indeed, by comparing the
number of cleaved ligands in the surface-based experiments
with the gas-phase fragmentation spectra, it has been
concluded that the fragmentation is driven by the DEA
process.618 The cluster-beam experiment and MM show that
the same fragmentation degree as in bulk occurs in the
dissociative ionization combined with the environmental
energy quenching.

Future Directions for the 5−10 Year Period: In the
combination of cluster-beam experiments with MM, there are
clear challenges on both sides that should be addressed in the
near future. For a direct comparison of the two approaches, it
is essential to work with well-defined and controlled cluster
targets. The main drawbacks of the present state-of-the-art
experiments are (i) all the experimental techniques can
produce clusters with certain size distributions but not with
a single size, (ii) the thermodynamic state of the clusters is

Figure 12. Examples of clusters recently used for mimicking various environments. (a) Microhydrated thymine,610 (b) Fe(CO)5 embedded into a
large argon cluster,385 and (c) multiple benzene molecules adsorbed on a water cluster as a model system for interstellar ice nanoparticle.611 The
individual panels are scaled arbitrarily. Panel (a) is reproduced with permission from ref 610. Copyright 2014 AIP Publishing. Panel (b) is
reproduced from ref 385. Copyright 2023 American Chemical Society. Panel (c) is reproduced from ref 611. Copyright 2015 American Chemical
Society.
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often unknown, and (iii) it is often challenging to distinguish
the pre- and postinteraction effects. All these problems have
been receiving active attention in recent years. Better-defined
clusters can be produced by an improved control of expansion
conditions. A promising approach is the use of electrostatic
deflectors to select the neutral cluster species according to their
effective-dipole-moment-to-mass ratio.619 Another approach
for better defining the target state is the use of helium
nanodroplets as the confining medium that cools the clusters
down to 0.37 K.620

Apart from the preparation of clusters with controlled
composition, there are also experimental challenges on the
detection side. A mass spectrum carries information about the
fragmentation pattern, while the information about the
bonding patterns is missing. Especially interesting is the
question of which new covalent bonds are formed due to
irradiation. Ion-trapping combined with action spectroscopy or
collision-induced dissociation analysis of the fragmentation
products can answer this question. A pertinent challenge,
mainly in electron-induced reactions, is the detection of the
neutral reaction byproducts. MM often predicts complex
rearrangement reactions in neutral dissociation products.
While there have been initial attempts to characterize neutrals
in electron interactions with gas-phase molecules, such
techniques are yet to be implemented for clusters.
From the theoretical point of view, the main challenge is to

include effects that have been neglected in the models so far.
For reactive MD applied to FEBID precursors, this is, for
example, an “on-the-fly” change of the bonding parameters. As
the precursor molecule loses ligands successively, the bond
dissociation energies and other force-field parameters may
change, strongly influencing the subsequent fragmentation
dynamics. Regarding the theoretical methodology, perhaps the
least developed description is that of the systems where the
electronic energy is in the continuum when resonances are
formed in electron collisions with cluster constituents.599 Here,
the standard methods of quantum chemistry cannot be used,
and the scattering calculations have to be utilized to
parametrize the potentials for the dynamics of nuclei. At the
same time, nonlocal and nonadiabatic effects may play an
important role in the dynamics. While huge advances have
been made in this area in recent years in describing the
dynamics of isolated molecules in the electronic continu-
um,621,622 the application to clusters is yet to appear.

Envisaged Impact: The main purpose of the cluster-beam
experiments in combination with MM is twofold: (i) to
provide insight into elementary-irradiation-induced processes
and (ii) to validate the MM methods on smaller-size systems.
The impact of both of these directions is straightforward. The
knowledge of elementary processes is essential for our ability
to manipulate and control the outcome of irradiation-driven
reactions. An example is the evaluation of the contribution of a
specific bond-cleavage process to the LET in RADAM.623

Validating the modeling methods with cluster experiments
greatly enhances their credibility for simulating irradiation-
driven macroscopic environments. This will bridge the
fundamental gaps in our understanding of such systems and
our abilities to utilize them for technological or biomedical
applications.
6.6. Time-Resolved Ultrafast Radiation Chemistry

The Problem: Linking the dynamic physics and chemistry
generated in the immediate aftermath of ionizing radiation

interactions in matter to long-term chemical and/or biological
changes in the medium is a grand challenge. It has the
potential to unlock our understanding of some of the most
fundamentally important processes in the universe. From the
initial femtosecond-scale (fs, 10−15 s) reaction pathways to
radiolytic yield over picosecond (ps, 10−12 s) and nanosecond
(ns, 10−9 s) timeframes, quantitatively tracking radiation
chemistry over multiple spatiotemporal resolutions (see Figure
4) will allow for the identification and complete character-
ization of ionizing radiation-induced chemical transformations
in matter. Further still, such a capability would permit a
detailed interrogation of the factors that influence these
processes, i.e., ionizing species, material structure on the
nanoscale, instantaneous dose, etc.
Along with growing our understanding of ultrafast processes,

new knowledge in this ultrafast regime can provide a platform
for accessing and developing novel radiation-based technolo-
gies. By tracking the evolution of chemical species in real time,
researchers can determine the intermediate states, energy
transfer pathways, and dynamics involved in radiation-seeded
reactions. This information will, for example, help unravel the
complex network of reactions that underpin water radiolysis
and the yield of cytotoxic species relevant for improving
different modalities of radiotherapy, including FLASH624 and
hadron therapy. Moreover, if the ultrafast radiation chemistry
underpinning these applications can be tracked in real time, it
opens the possibility of controlling chemical reactions for
applications in diverse fields such as catalysis (radiocatalytic
reactions625−628) and drug discovery (radiation-assisted
strategies in nanotherapeutics629). It is also important in the
design of advanced materials where a better understanding of
ionizing species-dependent processes such as charge transfer,
energy transfer, and structural change postirradiation is crucial
for exploring enhanced properties, such as improved
conductivity, efficient energy conversion, or tailored optical
characteristics.

How Can MM Address the Problem: To meet the
challenges outlined in the above paragraphs, a considerable
effort is now underway to reveal how the spatiotemporal
evolution of the instantaneous dose distribution seeds long
lasting, or even permanent, chemical and structural changes in
matter. MM will be an essential part of the toolkit required to
meet these challenges, as it will provide a versatile and robust
methodology to interrogate interactions as they evolve over
multiple resolutions.
However, it is also crucial that experimental methodologies

develop in lock step with advances on the modeling side. First,
providing raw data with minimum uncertainty as the input for
the physics packages that MM will be built around is essential.
Assumptions about material structure (homogeneous vs
heterogeneous) and initial response that average over the
epoch of ultrafast nanophysics can introduce significant
divergence from the true evolution for the interaction as a
whole. Second, benchmarking and testing the predictive power
of MM will be an absolute necessity before high confidence
can be established for sensitive applications such as modeling
for radiotherapy and nuclear engineering.
Unfortunately, tracking radiation chemistry in real time

experimentally is notoriously challenging. This is due to several
reasons. First, the spatiotemporal evolution that underpins the
transition from initial ionization and excitation to long-lived
chemical species and permanent damage center formation is
inherently multiscale. The implication is that detectors with
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resolution that span many orders of magnitude i.e., fs to ns
(10−9 s) and μs (10−6 s), are required. Next, as the initial dose
evolves, a sequence of epochs emerges where different
intermediate species and collective phenomena grow and
dominate. These epochs play a crucial role in determining the
final state of the material post-irradiation but typically require
different detection methodologies. One example would be the
growth and decay of different photoabsorption bands
corresponding to different reactants that partake in the
sequence of water radiation chemistry. Overall, the implication
is that it is challenging to get a single snapshot of the entire
evolution with a high degree of absolute timing accuracy to
investigate the interdependence of these species.
To date, experimental work on ultrafast (fs- and ps-scale)

radiation chemistry has focused on radiolysis using electrons630

and photolysis.631 While there have been attempts to realize
the same performance for ion interactions in matter using
scavenging agents, this tends to result in large uncertainty in

the resulting analysis, as the scavenging agent itself must be
considered in the radiolysis for the high concentrations
required to access early time frames.632 Overall, this approach
is required due to the lack of available ultrafast (picosecond
time scale) sources of ions. In addition, achieving absolute
timing in radiolysis using either electrons or ions is notoriously
difficult, as the electrical jitter associated with conventional
radiofrequency accelerators is on the order of tens to hundreds
of picoseconds, further adding to this uncertainty. Recently,
however, novel experimental approaches using laser-driven ion
accelerators have opened the field of ultrafast radiation
chemistry to proton interactions in matter.633 By exploiting
the ultrafast nature of target normal sheath acceleration
(TNSA) and highly synchronized probes from the driving
laser, it has been possible to perform the first picosecond
radiolysis studies for protons interacting pristine H2O
(solvated electron dynamics with no scavenging agents484,634)

Figure 13. Schematic of the basic principle of chirped pulse optical streaking.

Figure 14. Chirped pulse optical streak: current capabilities and upcoming improvements.(a) Example of raw data from a chirped probe optical
streak taken in pristine H2O. The schematic image underneath shows the laser-target interaction relative to the sample at a distance D. (b and c)
H2O modeled using the SRIM software. The dotted lines show the path of the X-rays in spacetime, while the continuous shaded regions show the
path in vacuum and stopping of the protons.636
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and transparent dielectrics.485,635 The underpinning method-
ology is outlined in Figures 13 and 14.
Figure 13 shows a schematic of the basic principle for

interrogating ultrafast proton interactions in matter, i.e.,
chirped pulse optical streaking.633 A chirped probe i.e., a linear
variation of the instantaneous frequency in time, is incident on
the sample (blue) traveling from left to right (transverse
direction). At the same time, the ionizing species (in this case
ions) is incident from the bottom traveling toward the top
(Figure 13a). As the pulses overlap in the sample (see Figure
13b), the transient opacity (valence band electrons excited into
the conduction band) or photoabsorption due to absorption
bands associated with the dynamic yield of chemical species is
encoded in the spectrum of the chirped probe as a temporally
varying transmission (shaded area of spectrum in Figure 13c).
This spectrum is then analyzed using an imaging spectrometer
to return a spatiotemporal image of the changing transmission
with respect to depth in the sample. While the transform-
limited pulse duration of the probe sets the ultimate temporal
resolution for this technique, in practice the spectrometer
resolution, in combination with the width of the collimating
slit in front of the sample, sets the experimental limit. At the
same time, the spatial resolution is set by the imaging optics
used to transport the beam to the entrance slit of the
spectrometer.
Figure 14a shows an example of raw data from a chirped

probe optical streak taken in pristine H2O and illustrates the
onset of opacity due to both X-rays (X) and, at time ΔT later,
a broadband pulse of TNSA protons (P). The darker color
indicates lower transmission due to photoabsorption by
solvated electrons forming postirradiation in the H2O. Time
increases left to right, and depth into the target increases in the
vertical direction. Below this is a schematic showing the laser-
target interaction relative to the sample a defined distance, D,
away. Figure 14b shows the results of modeling for
instantaneous interaction and demonstrates how the brems-
strahlung X-ray pulse provides a global timing fiducial for the
interaction, allowing absolute time of arrival of the proton
beam to be ascertained. The broadband TNSA proton burst
arrives ∼250 ps later. It is important to note that the sharp
maximum energy cutoff in the TNSA spectrum,637 Emax (here
modeled for 8 MeV), provides a well-defined onset time/
leading edge for the opacity.

Future Directions for the 5−10 Year Period: Future
improvements to the TNSA source are expected that will
permit proton beams with less than 5% energy bandwidth to
be deployed for picosecond-scale pulsed radiolysis. This will be
achieved using advanced coil targets that allow for the selection
and compression of narrow bandwidths of the 100% energy
spread of the original TNSA pulse.638 Such an advance will
permit the production of much clearer optical streaks (see
Figure 14c). The overarching aim here is to increase the
precision achieved in experiments to better match the
conditions that will be investigated using MM. The chirped
pulse optical technique will be deployed for other laser-driven
radiation sources such as heavier ions including carbon and
aluminum, brilliant beams of α-particles from proton-boron
fusion, and narrow energy bandwidth beams of MeV electrons.
Considering that these measurements will all be made with an
absolute timing reference (prompt X-ray pulse), it will allow
the first quantitative comparisons of the effects of different
species on the subsequent ultrafast radiation chemistry. In the
long term, another laser-driven source, high harmonic

generation from relativistically oscillating plasma mirrors,639

will be used to provide highly synchronized probes spanning
from optical to X-ray wavelengths. This will provide
experimentalists with a suite of broadband probes that can
interrogate the dynamics of a wide range of different chemical
species all on a single shot. This in turn will feed back into the
testing and benchmarking of MM.

Envisaged Impact: Advances in ultrafast radiation chemistry
will support the overarching drive toward next generation
radiation-based technologies by growing our understanding of
fundamental processes underpinning ionizing interactions in
matter. From engineering carrier lifetimes in nanostructured
electronics deployed in radiation-harsh environments640 to
investigating novel modalities for radiotherapy in healthcare,12

e.g., NP-enhanced deposition for highly targeted dose delivery
in addition to the development of patient-specific FLASH and
hadrontherapy modalities, the ability to transform existing
technologies will rely on predicting and controlling the
evolution of dose on the shortest spatial and fastest temporal
scales postirradiation. Efficient and thoroughly benchmarked
MM will allow for the rapid identification of optimal
conditions required to realize these goals. This, in turn, will
dramatically narrow the broad parameter space faced when
developing their practical implementation, thereby enabling
well-informed and cost-effective methodologies to be adopted.
6.7. Multiscale Approach for the Radiation Damage of
Biomolecular Systems by Ions

The Problem: The elucidation of fundamental mechanisms of
ion-induced RADAM of biomolecular and biological systems
has attracted strong interest in the past several decades,10,239

motivated by the development of radiotherapy with ion
beams11,641,642 and other applications of ions interacting with
biological targets, e.g., radiation protection in space.643,644

An understanding of the cascade of processes induced by the
irradiation of biomolecular and biological targets by ions and
other radiation modalities requires a MM approach10,11 that
could bridge the (sub)nanoscale atomic and molecular physics
with the macroscale biophysics, biochemistry, and biology (see
Figure 15 and section 1.8).

Figure 15. A space-time diagram of features, processes, and
disciplines associated with hadron- or ion-beam therapy, indicating
approximate scales of the key physical phenomena. Adapted with
permission from ref 11. Copyright 2014 Springer-Verlag.
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The multiscale approach (MSA) to the physics of RADAM
with ions, discussed in section 1.8, has been developed to
quantitatively describe the key physical, chemical, and
biological phenomena underlying molecular-level mechanisms
of biological damage induced by ion-beam radiation.10−12,70 As
described in section 1.8, the key phenomena and processes
treated by the MSA are (i) the propagation of charged particles
in biological media; (ii) the radiation-induced fast quantum
processes within biomolecular environments; (iii) the time and
spatial evolution of track structures and localized energy
deposition into biological media; (iv) slower nanoscale
postirradiation relaxation, chemical, and thermalization pro-
cesses occurring in the irradiated biological media; and (v)
evaluation of ion-induced biodamage and its link to larger-scale
radiobiological phenomena, such as cell survival probabilities,
RBE, etc. (see Figure 3 and refs 10−12 and 70).
An important physical effect predicted by the MSA concerns

the significant RADAM arising due to the nanoscale shock
waves (SWs)79 created by ions in a dense dielectric medium
(such as liquid water or a biological system) at the high LET.
As discussed in section 1.8, this phenomenon arises because
ions can deposit a significant amount of energy on the
nanometer scale, which leads to the strong heating of the
medium in the vicinity of ion tracks. The energy lost by the ion
is deposited into the medium due to (i) the production,
transport, and stopping of secondary electrons and (ii) the
relaxation of the electronic excitation energy of the medium
into its vibrational degrees of freedom via the electron−
phonon coupling mechanism.79 The case study described in
this section continues the case study on the multiscale scenario
for the RADAM of biological systems with ions, described in
section 1.8, with a particular focus on the ion-induced
nanoscale SW phenomenon and the thermomechanical
mechanism of RADAM by the ion-induced SWs.
It was demonstrated within the MSA that the ion-induced

SWs play an essential role in the scenario of RADAM (see
reviews 6, 10, 11, and 645 and references therein). The two
possible mechanisms of DNA damage by ion-induced SW have
been suggested.11,80 First, the SW may inflict damage through
thermomechanical stress and induce covalent bond breakage in
the DNA molecule.80,81,83,85−87,646 As the strength of ion-
induced SWs increases with LET, the SWs substantially
contribute to radiation biodamage around the Bragg peak
region of ion trajectories.80 The recent study87 showed that
thermomechanical stress of the DNA molecule caused by the
ion-induced SW is the dominant mechanism of complex DNA
damage for high-LET (e.g., iron) ion irradiation, resulting in
cell inactivation. Apart from that, the radial collective motion
of the medium induced by the SW helps to propagate highly
reactive molecular species, such as OH radicals and solvated
electrons, to distances up to tens of nanometers from the ion
track, thus preventing their recombination.10,11

The transport of secondary electrons and radicals and
RADAM induced by these particles have been commonly
studied computationally using track-structure MC simula-
tions10,239 (see section 3.2.1). However, such simulations
consider the transport of particles in a static medium at
equilibrium. This transport does not include the complete
physical picture shown in Figures 3, 4, and 15 because
propagating secondary particles transfer the energy further,
making the medium highly dynamic. As shown within the
MSA, nonequilibrium dynamics of biomolecular systems in the

environment play an important role in ion irradiation-induced
damage to biological systems.11

How Can MM Address the Problem: The MSA-based
description of radiation-driven biomolecular damage processes
accounts for the system size, molecular interactions, radiation
dynamics, postirradiation chemistry involved, and their links to
the large-scale biological effects (see Figure 15). A realistic
approach to tackling a problem of such complexity must
involve the multiscale theoretical and computational descrip-
tions of the key phenomena (see Figure 3 in section 1.8) and
elaborate their major interlinks within a unifying MM
framework (see section 4). Several levels of interlinking should
be emphasized: (i) an interlink between quantum-chemistry
methods and MD through the development of reactive force
fields for RMD simulations67 (section 3.3.5 and section 4.2);
(ii) an interlink between track-structure MC methods and
classical MD through the IDMD approach13 (sections 3.3.6
and 4.3), which permits the efficient simulations of irradiation-
driven chemistry processes in complex molecular systems
exposed to radiation; (iii) links of “standard” MD, RMD, and
IDMD with SD to simulate various large-scale dynamical
processes on a probabilistic level (section 4.4); and (iv) links
between the outcomes of RMD and SD with the statistical
methods for the evaluation of probabilities of complex
RADAM events, such as the formation of single- and double-
strand breaks in DNA, complex DNA damages, etc.10,11

(section 4.5).
Further advancement of our understanding of the ion-

irradiation-induced damage mechanisms, including the ther-
momechanical mechanism caused by the ion-induced SWs,
requires further elaboration and widening of the aforemen-
tioned interlinks. This includes:
(i) Linking IDMD simulations (section 3.3.6) with track-
structure MC simulations and analytical particle-trans-
port models (sections 3.2.1 and 3.2.2) for studying the
transport of secondary electrons in the vicinity of an ion
track propagating through biological media, such as
water and DNA (see also a description of the
corresponding interface in section 4.3). This will enable
the time and spatial evolution of ion track structures to
be studied by accounting for the sub-picosecond and
picosecond dynamics of the medium in which the track
is created and the energy is deposited into the medium.

(ii) Studying the dynamics of biological media due to the
ion-induced SW effect using the RMD approach (section
3.3.5) and establishing the role of the thermomechanical
mechanism in different scenarios of RADAM (for
different ions, different LET values, different targets,
etc.).80,83,87

(iii) Linking the outcomes of RMD simulations with SD
simulations (see section 4.4) to analyze the post-SW
relaxation dynamics of biological media on the time
scales from nanoseconds up to seconds, corresponding
to the chemical stage of RADAM.

Future Directions for the 5−10 Year Period: As described
above in this section, a theoretical description of the
production and propagation of reactive species in biologically
relevant media should be extended beyond traditional MC
approaches by accounting for the coupling of the reactive
products with the thermally driven movable biological medium
in which they are produced. This can be done by elaborating
on the interlinks between the theoretical and computational

Chemical Reviews pubs.acs.org/CR Review

https://doi.org/10.1021/acs.chemrev.3c00902
Chem. Rev. 2024, 124, 8014−8129

8072

pubs.acs.org/CR?ref=pdf
https://doi.org/10.1021/acs.chemrev.3c00902?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


methods described in the previous paragraph. Triggered by
multiscale simulations, new radiation-induced biodamage
mechanisms, such as SW-induced damage, should also be
explored experimentally. The first experimental studies of the
effects associated with the complex ultrafast dynamics of the
medium in the vicinity of ion tracks were performed recently
through the exploration of time-resolved picosecond dynamics
of liquid water irradiated with laser-accelerated protons484,634

(see the case study in section 6.6).
The computational MM approach for studying ion-induced

RADAM in biomolecular and biological targets will provide
further nanoscopic insights into the key ion-irradiation-
induced phenomena, particularly the mechanisms of bio-
damage by the ion-induced SWs and the role of thermo-
mechanical mechanisms in the overall scenario of bio-
damage.10,11,87 This knowledge can be integrated into current
clinical radiotherapy planning protocols, which are based on
the concept of “macrodosimetry”, i.e., macroscale calculations
of the radiation energy deposited per unit mass of patient.
Advances in this direction may lead to the optimization of the
currently utilized radiotherapy treatment models by accounting
for the molecular-level phenomena in biodamage (see also the
case study in section 6.11).

Envisaged Impact: Improved understanding of the
fundamental molecular mechanisms that underlie the effects
of ionization radiation on DNA, achieved through MM, will
have direct implications for biotechnological and biomedical
applications of ion-beam irradiation, especially hadron therapy.
At present, there are fundamental gaps in our understanding of
therapeutically relevant issues, for instance, regarding the
functioning principles of radiosensitizing NPs (see section
6.10) or the FLASH mechanism (section 6.11), which uses
ultrahigh dose rate (UHDR) ion-beam irradiation647 to spare
healthy cells. Advanced atomistic and nanoscale understanding
of the aforementioned phenomena will open new horizons for
their efficient exploitation in biomedical applications.
6.8. Innovative Radiation Therapy Strategies Based on
Multiscale Processes Control

The Problem: With available experimental data, the
fundamental basics of processes governing water radiation
chemistry, radiation biology, and radiation therapy to treat
cancers have tremendously been enriched over the last 20
years. The advances were made possible with improved
techniques giving the highest temporal (attoseconds) and
spatial (nanometer) resolutions. Modern experimental techni-
ques rely on probing the initial events by pulsed laser
spectroscopies in microscopic systems after an energetic
particle traverses the biological medium. The key objective
of the success is the perfect control of the series of events from
the beam interaction with the biological materials to the long-
term health recovery of a patient.
Recently, the discovery of the electron FLASH radiation

therapy has boosted the need for understanding and revisiting
the radiobiological mechanisms, including the chemistry and
the physical chemistry stages, under an increase of dose rate
(>40 Gy/s).647 On the other hand, the progress of laser
wakefield accelerators has activated the international race to
the huge dose rate (currently up to 1012 Gy/s), which is
promoted by the ultrashort duration of the electron bunch (a
few tens of femtoseconds) they can provide.648 Using these
electron-bunches in radiation therapy, in an extreme-FLASH
modality of very high energy electrons (VHEE, of few 100s of

MeV),649 is a real challenge. At the first stage, the effects on
living cells must be validated: an improvement over the
FLASH modality is expected. Second, a multitime scale
approach to the physical chemistry that governs the fate of
the initial processes is necessary. The most sensitive step to
depict and control is the initial energy deposition stage
occurring in the first 10−15 s because it influences the chemical
reactions close to the ionization tracks and the long-term
biology.650

Using proton or carbon ions in hadron therapy is another
radiation therapy modality that also evolves to improve the
success of cancer treatments for defeating radiation-resistant
tumors, especially those having hypoxic environments or
localized close to organs at risk.652 Applying the FLASH
delivery combined with spatial dose distribution modulation
like that used in particle minibeam radiation therapy and
carbon ions bring new hopes in hadron therapy.653 The dose
delivery all along the tracks until the ionizing particles stop in
the Bragg peak and at the localization of the tumor is now well
described. However, some issues, such as radio-induced tumor
generation, give rise to several questions. This shows that
something is not fully controlled in the overall multiscale
processes. For example, the radiolysis processes in the Bragg
peak is not well-known because of a lack of experimental data
concerning the chemical reactions occurring in this region.654

Moreover, the complexity of physical chemistry processes is
addressed in every time scale and every compartment of the
cell. For example, Figure 16 shows the H2O2 effect and its

implication in a radioresistant tumor under X-ray treatment,
among the radicals formed under indirect effect (such as OH),
which react with biological materials (such as enzymes, DNA,
mitochondria, etc.) and the direct ionizations of DNA.
Multiscale simulations such as GEANT4-DNA have

significantly progressed and nowadays provide useful data for
treatment and for understanding some experimental out-
comes.235 Nevertheless, they rely on basic experimental data
and regularly raise new questions such as “what is the effect of
oxygen depletion?” or “what is the effect of dose rate on
reactive oxygen species (ROS) production?” This questioning
involves constant multidisciplinary research relying on a

Figure 16. H2O2 effect in a radioresistant cell under X-rays (low-LET
photons). Reproduced from ref 651 published under an open access
Creative Common CC BY license.
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multiscale process, from the physical interaction of particles
toward the tumor cells leading to death or healthy tissue repair.

How Can MM Address the Problem: MM could be used to
address the multidisciplinarity and the interactivity of models
used in the different approaches shown in Figure 4 (quantum
mechanics, molecular dynamics, stochastic dynamics, deter-
ministic approaches, biological models, cell models, organ
models, etc.) that are involved in radiation therapy.12 The
healing of a patient must be deterministic as far as possible and
should be known before its treatment. Due to the complexity
of the MM involved in radiation therapy, it is expected that
artificial intelligence (AI) could help to make the procedures
faster and consider all the parameters depending on the patient
and the therapy method. In particular, AI will have to adapt
radiotherapy procedures to the body’s specificities, its oxidative
stress, etc. Then, radiation therapy will have to rely on the data
provided by an interface AI/MM by using a numerical twin of
the patient. This should be considered the future of the ideal
radiation therapy.
Coming back to the chemistry issues in the Bragg peak of

protons or heavy ions, MM could give an interpretation of new
outcomes becoming more and more time and space resolved.
In particular, it could give an interpretation of the chemical
effect in the distal part of the proton Bragg peak. Similarly, the
questions concerning the FLASH effect should be addressed
by MM. It is presently unknown why FLASH spares healthy
tissues, as it kills tumor cells with the same efficiency as
conventional irradiation using X-rays. MM can address the
complexity of the response at the cell level in the first
approach.

Future Directions for the 5−10 Year Period: To correctly
use MM in radiation chemistry for understanding and
controlling the dose rate-like effect revealed by FLASH, it is
essential to develop a methodology. This methodology must
address the full particle beam, not a single particle track. It
must also address the pulse duration. Every parameter that
represents the beam reality has to be considered in MM, which
is not the case in current simulations. It has been observed that
the results of Geant4-DNA and continuous beam irradiations
did not match.655 The reason for the disagreement is that the
chemistry is complex due to the overlapping of the tracks.
The huge dose rates delivered with the VHEE and the laser

wakefield accelerator currently address a new domain of
energies and very early time where experimental outcomes
remain fragmented and unexplained even if the theory has
been well established since after World War II. An effort
should be made to extend the frontiers in energies and earliest
times to simulate the initial processes using MM.
A fundamental issue in radiation therapy is still to account

for the continuity between the chemistry at the molecular level,
the reactivity of radicals toward the biological materials, and
the biology that models the complex processes over another
time scale, which is often involved in cycles. This should be a
significant challenge for MM in the next 5−10 years.
There are also typically many experimental outcomes from

DNA sequences interacting directly or indirectly with various
particles. Other molecules like proteins, membranes, and
organelles like mitochondria will reveal their reactivity under
radiation. In the near future, the DNA model will evolve into a
more complex but reliable molecular system to provide a
numerical twin-cell to be implemented in MM.
These objectives must reasonably converge to an improved

radiation therapy concomitantly to technical progress and

novel modalities. These therapies should also be considered as
improved if real time diagnostics could be implemented for
each treatment and in the molecular system used under
radiation: multifunction fluorescent systems can play this role
as probes of sensitive changes of the dose, dose rate, pH, or
temperature and by giving signals of good health of the cell.

Envisaged Impact: MM is an essential tool to go further in
radiation therapies. By exploiting and comparing the new
outcomes of the novel experiments to the models, the
refinement of the MM will provide better and better radiation
therapy results. Progress in the coupling of AI/MM is the key
to success since a complete treatment needs to apply an
incredible amount of knowledge, including the association of
numerical twins of an entire body. Reaching this level of detail
means that AI and MM will have made great progress.
6.9. Radiation-Induced DNA Damage Repair and Response
Mechanisms in Cellular Systems

The Problem: In plants, animals, humans, and other
eukaryotic organisms, the cell nucleus contains the whole
program of species genesis, all different cell types of an
individual, cellular functioning and replication, and environ-
mental stress response. This cell nucleus is a complex, self-
organizing biological system656 separated from the cytoplasm
and enclosed by a membrane that allows the trafficking of
molecular complexes in and out. Inside the cell nucleus,
simultaneous reactions and functions take place to keep the
cell as an individualized and specialized well-running
system.657 The cell nucleus contains chromatin consisting of
DNA strands, histones, and nonhistone proteins packed to
various degrees of density. This organization ensures that
different activities are separated in specific volumes of
microscaled chromosome territories, subchromosomal do-
mains, and nanoscaled functional units.658 The base sequence
of the DNA contains all the necessary information for the
species-specific genome program. In addition to the sequence
of the individual bases, information in the form of sequence
motifs and motif arrangements plays a crucial role. In this
context, very short, short, intermediate, and long motifs are
interspersed in the genome, which seem responsible for the
appropriate spatial organization and folding of chromatin
units.659,660 This spatial organization can follow a specific
dynamic regulation, opening and closing reactive chromatin
units and thus controlling cell nuclear and cellular function-
ing.661,662

Between the differently packed chromatin, there is enough
“free” space for floating differently sized molecules, such as
RNAs, proteins, enzymes, ATPs, water molecules, atoms,
differently charged ions, or other entities, which are trafficking
primarily by superdiffusion (i.e., anomalous diffusion supported
and directed by active transport processes) or supradiffusion
(anomalous diffusion hindered, e.g., by macromolecular
crowding) to the correct interaction points where they are
required. Although sometimes ATP-supported, it seems that
this trafficking works somehow self-propelled and drives and
governs the system perfectly.657 The molecular dynamics and
macromolecular organization must follow the chemical and
physical laws of atomic and molecular binding, thermody-
namics, electrodynamics, and physical chemistry within a
limited volume.663

Exposure to UV or ionizing radiation, such as X-rays, γ-rays,
high-energy electrons or protons, high-energy particles or ions,
etc,. causes chromatin damage of different types, for instance,
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base modifications, single-strand breaks (SSBs), and especially
double-strand breaks (DSBs) of different complexity.664,665

The character of DSBs (complexity and multiplicity) strongly
depends on the type, dose and dose-rate of the exposing
radiation, as well as on (cell type-specific) global and local
chromatin organization.666,667 From the perspective of (epi)-
genetics, the DNA damage induces an immediate response in
terms of well-defined protein cascades that step by step repair
the damage and eventually restore the system (functioning) to
its original state.668 These proteins sensor DSBs, cut the
damaged ends of the DNA molecule, clear them to enable
adding of new nucleotides, search for the correct nucleotides,
exchange and incorporate new nucleotides, bind them entirely
into the damaged strand, and finally ligate the interrupted
DNA strand and reorganize the folding of affected chromatin
into the original status.664,669,670 Such (epi)genetic pathways
and control loops seem to follow a master plan, with no master
telling them where and when to interact.664

The rationale described above suggests that the cell nucleus
responds to environmental stress caused by irradiation as a
whole (i.e., as a system) and triggers a damage-specific
(epi)genetic response and molecular trafficking to the
damaged sites in such a way that specific repair processes are
initiated and continue at given sites until the end of restoring a
fully functional and intact system. At the molecular level, many
individual (epi)genetic pathways respond to SSBs and DSBs
and allow repair of these types of DNA lesions.669−671

However, how these responses are embedded into the
coordinated response of the (chromatin) system is often
neglected.

How Can MM Address the Problem: The problem
described above is a typical multiscale problem that begins
with the identification of specific linear DNA sequence motifs,

proceeds to the analysis of their nuclear patterns and the
spatiotemporal organization of individual structurally and
functionally distinct chromatin domains, along with the
analysis of DNA damage and repair mechanisms within these
domains,672−675 and culminates in a complex response to
irradiation at the level of the whole nucleus (chromatin
network) as a system.657 Chromatin folding and compaction
“coded” by various DNA sequence motifs can be modeled
using the laws of physics and chemistry.657,661−663 This appears
to be the starting point for simulating radiation-induced DNA
damage in a more complex chromatin environment and how
the exposure of DSB lesions to a specific surrounding
environment (chromatin and molecules in interchromatin
channels) can trigger and regulate a particular repair
response.666 Finally, this approach needs to be extended in
space and time to include larger parts of the cell nucleus or
even the cell nucleus as a system as a whole. This may in the
future (depending on computational capacity) help to answer
how the chromatin network as a whole responds to the
formation of different numbers of DNA breaks with different
characteristics in different structural-functional chromatin
domains, how specific repair mechanisms are activated at
specific sites of damage, or how different repair pathways
interact and coordinate with each other.666

The MM approach, however, requires a serious basis of
experimental investigations and results that can only be
obtained by the novel but meanwhile established approaches,
such as the alignment-free k-mer search676 and super-
resolution single-molecule localization microscopy
(SMLM),664,666,677 which are briefly described below.
The general concept of finding potentially interesting DNA

sequence motifs and motif patterns is based on: (1) search, i.e.,
finding conserved DNA sequence patterns; (2) analysis, i.e.,

Figure 17. Steps of the search strategy and analyses for k-mer words (i.e., a DNA sequence with a length of k bases). After sequencing, the k-mers
are searched for, their frequencies are counted, and the frequency spectra (histograms) of abundances are correlated pairwise. Finally, they may be
presented as a heatmap with appropriate color-coding for the calculated correlation values. These values may be further condensed by averaging all
the correlation values of a heatmap and giving the resulting distribution of the correlation values together with their mean and standard deviation.
Reproduced from ref 657 published under an open access Creative Common CC BY license.
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looking for associations with functional units; and (3)
interpretation, i.e., determining the relevance for chromatin
organization and function.
The approach of searching for k-mers (all the possible DNA

substrings of length k) and analyzing their distribution along
the DNA sequence, and their abundance is schematically
shown in Figure 17. The results obtained by this approach
show, for instance, that the abundance of k-mers appears to be
highly conserved, especially in the intronic and intergenic
regions of many eukaryotic genomes, indicating the general
importance of particular k-mers for DNA and chromatin
organization.658,662 This prompted a search for a specific
subset of k-mers, called supershort-tandem-repeats, with a
precise number of base pairs, which revealed specific patterns
in, for instance, centromeres and regions known as character-
istic chromatin breakpoints after environmental stress. Probes
based on supershort-tandem-repeats may be applied to label
these regions as indicators. The findings can be compared with
known biophysical parameters of chromatin folding and
arrangement.660

Self-organization of chromatin in the cell nucleus656 results
in function-related networks657 (e.g., heterochromatin or
euchromatin network,662 network of ALU-repeats,657,678 net-
work of L1-repeats,678 etc.) and specific local topologies. ALU
repeats are short interspersed nuclear elements recognized by
the Arthrobacter luteus (Alu) restriction endonuclease. The
distribution of these elements in the genome forms a network
contributing to the chromatin organization in the 3D genome
architecture. L1 (LINE-1) repeats are long interspersed
nuclear elements. These elements play a role in the
organization of heterochromatin and the rearrangements of
heterochromatin during genome functioning. Such networks
characteristically rearranged themselves depending on cell
fate661 and under environmental stress such as exposure to
ionizing irradiation, thereby interacting with epigenetic path-
ways and response loops.663

In order to obtain quantitative parameters for networks and
network dynamics, super-resolution SMLM664 is used as a
method for accurate (to within ten nanometers) registration of
the coordinates of fluorescence labels of specific DNA
sequences/chromatin domains and proteins. The major

Figure 18. (a) An example of the persistent homology workflow. Persistent homology is applied after the measured image stack is converted into a
2D point cloud. The results are represented as barcodes, showing each component (red) and hole (blue) as one bar. The persistent diagram, where
each hole is shown as a point with birth and death as coordinates, is an equivalent representation. To vectorize the persistent diagram, it is
converted into a persistent image by laying a grid over it and counting the holes in each grid cell. (b) Generation of the persistent image (A). In the
first step, the persistent diagram is folded down by 45° (B). The y-axis thus shows the lifetime instead of the disappearance (death) of the hole. The
diagram is converted to a grid (C) in the next step. The color intensity represents the number of points in each grid. The red box shows the path
for one hole in the persistent diagram. Based on persistent images, principal component analysis (PCA) is applied. Multiple persistent images (D)
are transferred into a vector space where each pixel is represented as a dimension. Values for pixels 1 and 2 are shown in the first plot (E). In the
next step, the basis vectors are rotated. The first component (blue) points toward the largest variance. The next component (orange) must be
perpendicular to all previous ones. Under this condition, it points in the direction of the largest variance. In the 2D case shown, only one possibility
exist for the second component. Finally, the measurements are plotted with the new basis vectors (components 1 and 2) (F). Panel (a) is
reproduced from ref 657 published under an open access Creative Common CC BY license. Panel (b) is reproduced from ref 677 published under
an open access Creative Common CC BY license.
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advantage of SMLM depends on this registration process,
which results in a map of molecule coordinates without
primarily processing an image. Such nanoscaled coordinate
matrices of points can be subjected to mathematical operations
that allow for calculations of the geometry and topology of
molecular assemblies of interest (e.g., ionizing radiation-
induced foci (IRIFs) and surrounding chromatin domains).
The suitable mathematical approaches are well established and
often applied beyond biology. They include, e.g., Ripley
distance frequency statistics of pairwise molecular distances,
persistence homology, persistence imaging, principal compo-
nents analysis, etc.677 (see Figure 18).
Ripley statistics was developed by B. D. Ripley in Oxford as

a form of spatial statistics that involves stochastic point
processes, sampling, smoothing, and interpolation of regional
(areal unit) and lattice (gridded) point patterns, as well as the
geometric interpretations of the statistical outcome.
Persistent homology is a well established mathematical

method used in topological data analysis to study and compare
qualitative features of data, for instance, network-like point
patterns that persist across multiple scales. It is robust to
perturbations like rotation or stretching of input data,
independent of dimensions, and provides compact representa-
tions (e.g., by bar codes) of the qualitative features of the input
data. Here, these features are represented by births and deaths
of bars of integrated components or holes of the network-like
point patterns. A representation of this bar code information is
a persistence diagram in which the frequency of lifetimes of
bars is summarized. The conversion of a persistence diagram
into a finite-dimensional vector representation is called a
persistence image.
Principal component analysis is a well-known mathematical

procedure for dimensionality reduction. It is often used to
reduce dimensionality by transforming a large set of multi-
dimensional vector space into a smaller one that still contains
the major information on the large set. The basis is thereby the
original dimension with the largest variability. All further
dimensions maintained are perpendicularly oriented to this
basis. A trick in dimensionality reduction is to trade some
accuracy or biological variability for simplicity.
Irradiation of cell nuclei induces DNA damage, e.g., DSBs,

causing chromatin reorganization, which appears to govern the
repair process at the given site of damage.663,668 Broken ends
in densely packed heterochromatin induce the relaxation of
this part of the heterochromatin672,679 so that the entropy-
driven forces transfer the ends of the strands to the region
between euchromatin and heterochromatin.672,680 After DSB
induction, H2AX histones at DSB sites are phosphorylated at
Ser139 in approximately 2 Mbp chromatin regions around the
lesion. This molecular modification impacts the chromatin
arrangement of the broken ends.681 γH2AX clusters are on
average equally sized682 and have a similar topology if they
originate from heterochromatin.683 This similarity of γH2AX
clusters is also higher early (about 30 min) after irradiation
than in later periods of repair. However, if γH2AX clusters
persist a sufficiently long time (24 h) due to insufficient or
impossible repair, they again maintain their topological
similarity.684 Proteins associated with DSB repair (e.g.,
53BP1, Mre11, pATM, Rad51, etc.) that attach the DSB
sites in the frame of a given repair pathway also show a typical
spatial arrangement.685 This may indicate that a particular
repair process and involved proteins require not only a special
chromatin architecture allowing them to bind the damage site

but also individual repair proteins in a time and spatially
orchestrated way induce changes in a local environment that
promote further steps of the particular repair pathway. In other
words, the chromatin architecture at the sites of individual
DSBs may (co)determine the activation of a particular repair
mechanism by influencing the efficiency of transport and
binding of specific proteins, whereas the accumulation of these
proteins may further stimulate the selected repair mechanism
through dynamically inducing changes in chromatin architec-
ture.
With the algorithms and approaches described above, local

changes in chromatin architecture at damage sites were
investigated. In addition, our analyses revealed that different
cell types can be distinguished by the principal components of
the topological characteristics of their heterochromatin and
ALU networks.657 The ALU repeats form a network657

complementary, for instance, to heterochromatin or euchro-
matin networks. ALU repeats are involved in chromatin
reorganization, especially after exposure to ionizing radiation
that causes DNA damage response and repair.686 The number
of ALU network signals decreases with dose in a linear-
quadratic way.678,687

Systematic changes in the chromatin architecture topolog-
ically expressed by mesh sizes of chromatin networks indicate
rearrangements of chromatin architecture associated with
repair activities. During the repair of DNA DSBs, the whole
chromatin revealed a cyclic movement in the topological space
of the two major principal components.

Future Directions for the 5−10 Year Period: The recent
advances in the application of DNA sequence pattern analysis
by k-mer search and the application of Ripley distance
frequency statistics of pairwise molecular distances, persistence
homology, persistence imaging, and principal components
analysis on SMLM data sets will offer novel perspectives for
MM in order to investigate effects of ionizing radiation-
induced chromatin damage response and repair processes of
the cell nucleus as a complex system as a whole. Such a model
is currently lacking but is essential if we want to understand
these processes on different scales and obtain a predictive tool
on how an irradiated cell nucleus would react.
It is envisaged that a complex MM approach for studying

physical processes in the cell nucleus will be developed to
create a new predictive model capable of interpreting
investigations of DNA sequence motif patterns in relation to
(topological and geometrical) SMLM data. Such a model can
first be developed to assess chromatin damage and later
extended to include DNA damage response with different
repair mechanisms operating in different chromatin environ-
ments. Overall, this may provide a more accurate model for
describing the individual sensitivity of cells to radiation and the
risk of a cell becoming cancerous in the event of incomplete
and/or incorrect chromatin repair.

Envisaged Impact: MM can contribute significantly to
unravelling the relationships between chromatin architecture
from the microlevel688,689 to the nanolevel666,677 and
biophysical processes in cell nuclei. Thus, this approach can
potentially bring about a tremendous shift in our under-
standing of the functional organization of chromatin as a
system and the questions of how chromatin responds to and
controls protein trafficking following exposure of cells to
radiation (or environmental stress in general).
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6.10. Mechanisms of Nanoparticle Radiosensitization

The Problem: The radiotherapy tumor dose is restricted by
the highest tolerated dose to the surrounding healthy tissue,
since both cancer and adjacent healthy cells have similar
radiation interaction properties. Nanoparticles (NPs) can be
designed to have higher radiation interaction properties (for
example, high Z) and offer the potential for preferential uptake
in tumor cells due to the enhanced permeability and retention
(EPR) effect of nanoscale entities and their high surface area-
to-volume ratio, offering a platform to conjugate cancer
targeting moieties. Nanoparticle-enhanced radiotherapy
(NERT) thereby offers the potential to increase the
therapeutic ratio of radiotherapy toward reduced side effects
and enhanced tumor control.690 Many preclinical studies of
metallic NPs have demonstrated radiotherapy enhancement
factors on the order of 10−100% at clinically feasible
concentrations.691 However, it is challenging to ascertain the
relative advantages of the NERT strategies studied by the
community owing to the high variation of NP and radiation
characteristics, preclinical models, and experimental read-outs
reported throughout the literature.692 To date, only two metal-
based nanoformulations have translated to NERT clinical
trials: gadolinium-based polysiloxanes theranostic particles
(AGuIX, NH TherAguix SAS) and hafnium oxide particles
(Nanobiotix SA).
The choice of experimental read-outs of NERT enhance-

ment measurement is generally not driven by the latest
knowledge of NP radiosensitization mechanisms, often
focusing on physical dose enhancement as calculated through
microscale MC simulations. MC simulations can be used to
calculate the physical dose enhancement on the microscale
stemming from photoelectrons and Auger electrons.693 Such
physical models underestimate the experimentally measured
biological enhancement in cellular systems.694 A potential
reason is the lack of chemical interactions in MC simulations;
chemical reactive oxygen species produced via water radiolysis
have demonstrated a significant role in NP radiosensitation.
Additional mechanisms have been suggested, including NP-

induced cellular oxidative stress and modification of the cell
cycle to radiosensitive phases.695 However, there is still neither
consensus nor significant evidence regarding the fundamental
science governing these processes, and additional mechanisms

may yet be at play. The layer surrounding the NP is known to
impact NP radiosensitization,696 influencing reactive oxygen
species production and the energy profile of emerging
electrons. However, this factor is less widely studied than the
NP core, and its incorporation into predictive modeling must
be considered.
To fully exploit all the engineerability and tunability offered

by NPs and their coatings, we need to understand the
mechanisms of NP radiosensitization and the role played by
the different components of the nanosystem (core, coating and
environment) toward optimized NP design and improved
experimental test platforms to benchmark developing nano-
formulations.

How Can MM Address the Problem: NP radiosensitization
involves a range of initial fast interactions of radiation with NPs
and biological tissue, slower postirradiation relaxation, thermal-
ization and track structure processes, and downstream
biological processes (see Figure 19). These processes occur
over a range of time, space, and energy scales.10,11 No
particular mechanism or process can fully model NP
radiosensitization; instead, a MM approach is essential. Pulling
together the quantum physics and radiochemistry processes
within a multiscale model offers the potential to determine the
distribution of molecular damage (DNA single, double, and
complex strand breaks) to feed into biological models toward
evaluating DNA repair mechanisms post irradiation and
eventually modelling cell survival.
A computational platform based on MD simulations has

demonstrated the ability to model at the atomic level the
components of the NP−biological environment system (NP
core, NP coating, and biomolecular environmental sur-
round).697 Understanding the impact of bioconjugation
coatings on the resulting hydrodynamic and hemodynamic
radii of NPs upon entering biological media can give
information on radiosensitization capacity, forming inputs to
models of energy spectra of low-energy electrons escaping the
coating and the resulting free radicals. Systematically modeling
the structural components of the nanosystem will enable a
more detailed description of radiochemistry effects in the
vicinity of irradiated NPs, with the potential to inform future
NP development.

Figure 19. Physical, chemical, and biological mechanisms of gold NP radiosensitization. Reproduced with permission ref 691. Copyright 2017
Elsevier.
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Future Directions for the 5−10 Year Period: The
multiscale model has shown good agreement with exper-
imental data in predicting the survival probability of a broad
range of cell lines under ion irradiation and demonstrated the
capability to model hypoxic conditions and predict phenomena
such as the oxygen enhancement ratio.93 Once the mechanisms
of NP radiosensitization have been incorporated, this work can
be extended to modeling cell survival in the presence of NP
radiosensitizers for a range of cell lines (radiosensitive and
radioresistant) and environmental conditions to predict the
effects of therapeutic ratio enhancement. This could inform
treatment planning strategies for patient treatments.
MM should be developed in parallel with experimental

efforts to determine appropriate preclinical models that
represent the mechanisms, environments, and readouts of the
model toward benchmarking against future experimental work
as it presents. Experimentalists are working toward introducing
molecular analysis to this field, including genomics and
proteomics, which are a step change away from the
fundamental physical/chemical/biological damage inputs
contained with the multiscale model; however, insights gleaned
from such next-generation molecular studies can be fed back
into future versions of multiscale models toward a system’s
computational biology component to incorporate molecular
mechanistic pathways.

Envisaged Impact: An understanding and model of the
fundamental mechanisms of NP radiosensitization and the
impact of each component of the nanosystem (core, coating,
and environment) on downstream radiochemical effects has
the potential to inform optimized NP design (size, shape,
elemental composition, and chemical coating). NP design is
moving away from focusing on one mechanistic optimization
(e.g., physical dose enhancement requiring high-Z elemental

composition). In addition to modeled mechanistic design
optimization, NP design must also be guided by factors that
affect in vivo NP microdistribution and radiation enhancement,
including stability and aggregation, protein corona changes in
vivo, cellular and intracellular targeting moieties, circulation
time, 3D penetration into tumor tissue, toxicity profile, and
clearance pathways.692 In addition, for translation, the design
must also incorporate scalability of manufacture and
potentially multifunctional components for imaging and drug
delivery. A multidisciplinary team from the clinic, pharmacy,
experimentalists, and modelers should input into the MM
process to determine the pertinent NP features to model with
potential translational capability.
An improved understanding of mechanisms driving NERT

will inform appropriate experimental read-outs, enabling study
comparison throughout the community and satisfactory
benchmarking of newly developed nanosolutions. A more in-
depth understanding of the mechanisms of NP radiosensitiza-
tion will uncover the spatial ranges of therapeutic action
toward informing optimal microdistribution and NP uptake
concentration levels. This has the potential to guide clinical
infusion protocols in addition to other methods of NP delivery,
including implantation and direct injection. It will also inform
the choice of targeting moieties for conjugation to the NP
surface, with the potential to link to cell- and cell organelle-
specific (e.g., nucleus and mitochondria) seekers.
6.11. Medical Application of Radiation in Ion-Beam Cancer
Therapy

The Problem: Radiotherapy, one of the three major
components of trimodal cancer care, has been demonstrated
to improve overall survival, spare healthy organs, and improve
quality of life for select patients.698 Indeed, the Royal College

Figure 20. Comparison of conventional X-ray and ion-beam dose distributions for cranio-spinal radiotherapy. Ion beams spare healthy organs
anterior to the target.

Figure 21. Clinical beam delivery for IBCT: (a) superposition of modulated and weighted pristine Bragg peaks, resulting in a spread-out Bragg
peak (SOBP); (b) beam shaping and modulation using passive scattering; and (c) modulated beam delivery using pencil beam scanning.
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of Radiologists (RCR) in the UK has estimated that of those
cancer patients who are cured, 40% are cured by radiotherapy.
The significance of accurate and efficacious radiation-based
techniques for treating cancer cannot be overstated. Radio-
therapy aims to target the tumor within a patient with a
sufficient dose of ionizing radiation for tumor control while
simultaneously reducing the risk of radiation-induced toxicities
in surrounding healthy tissues. The use of proton and heavier-
ion beams for radiotherapy continues to grow globally due to
their favorable depth−dose distributions compared to tradi-
tional photon-based techniques. Depth−dose profiles for ion
beams are characterized by a sharp increase in dose, the Bragg
peak, near the end of the beam range, beyond which little to no
dose is delivered, thus sparing healthy tissue distal to the tumor
(Figure 20).
The clinical practice of IBCT involves the acquisition of an

X-ray computed tomography (CT) image of the patient on
which the gross tumor volume (GTV) is delineated. The GTV
is defined as the extent of the malignant disease that is palpable
or visible on imaging. A margin extended beyond the GTV
defines the clinical target volume (CTV), which encompasses
the GTV and subclinical microscopic disease, that may have to
be eliminated. The treatment planning process involves the
optimization of dose distributions from multiple ion-beams
based on the CT data set. Initial beam energies are selected
such that beam ranges coincide with the target depth along
each beam path, and beams are modulated to create so-called
spread-out Bragg peaks (SOBP) to cover the extent of the
CTV with dose maxima (Figure 21a). Historically, clinical
SOBP ion beams were delivered using a passive scattering
technique whereby the narrow ion beams transported from the
accelerator to the delivery system are broadened and
modulated by passing through scattering foils and a rotating
range modulator wheel. The resulting broad-beam is shaped to
conform to the CTV by the use of field-specific apertures,
typically manufactured from brass, and wax compensators to
shape the distal edge of the SOBP, see Figure 21b.
Contemporary systems use a discrete pencil beam scanning
technique to cover the target. With pencil beam scanning beam
delivery, narrow ion-beams from the accelerator system are
magnetically scanned across the target in the plane positioned
perpendicular to the beam direction. This is repeated layer-by-
layer by changing the incident beam energy until the entire
target volume is covered by discrete Bragg peaks (see Figure
21c). The clinical treatment planning process for IBCT is
described by Zeng et al.699 Due to a number of uncertainties,
however, we have yet to fully exploit the physical character-
istics of ions in the clinical practice of IBCT.
The calculation of ion range by the clinical treatment

planning system assumes a continuous slowing down
approximation, which integrates the total stopping power
from zero energy to the initial energy of the ion-beam. This
forms the basis of an analytical model of the depth−dose
curve. However, uncertainties in converting from the Houns-
field units (HU) of the CT data set to relative stopping powers
for the ions lead to inaccuracies in the calculated beam range.
HU, also known as CT numbers, are assigned to each voxel of
a CT image and are defined as the fractional difference of the
X-ray linear attenuation coefficient of the tissue in any voxel
relative to water. However, relative stopping power is related to
the rate of energy loss by charged particles that traverse the
medium, which is dependent on the beam energy and the
composition of the medium. These uncertainties in the

calculated ion-beam range often dictate clinical practice
(Figure 22). Furthermore, lateral fluence distributions of the

beams are essentially approximated analytically by a Gaussian
function. The inaccuracies of these analytical models
contribute to the margins required beyond the CTV for
robust coverage, leading to the exposure of healthy tissue in the
proximity of the tumor. MC simulations potentially improve
accuracy by considering the physics of the ion interactions;
however, this approach has yet to be adopted for routine
clinical practice.
Another source of uncertainty in ion-beam treatment

planning is related to increasing LET along the particle
paths. As the ions lose energy along their path and slow down,
their rate of energy loss as a function of distance increases and
thus the LET increases. An increase in the LET at the Bragg
peak corresponds to an increase in RBE caused by the
clustering of ionization events leading to increased DNA
damage. This is not accounted for in contemporary clinical
proton beam therapy, and there is a lack of consistency in
biological models used for carbon-ion therapy.701

In general, for clinical IBCT, only the location and quantity
of energy deposition from the primary beam are modeled. MC
simulations can help improve this accuracy, particularly by
tracing the tracks of secondary particles.702 However, these are
only the physical components of the ionizing interaction
process, with detailed chemical, biological, and other modes of
energy transfer, such as thermal and acoustic, not accounted
for. Consequently, the prescribed dose for a particular type of
cancer is defined by population-based outcomes and is not
personalized for any particular patient. Having the ability to
deliver personalized IBCT based on individual patients’
biochemical kinetics and also being able to adapt therapy as
a function of response to treatment are highly desirable clinical
goals.703

How Can MM Address the Problem: With personalized
precision IBCT as a clinical goal, it is necessary to account for
all physical, chemical, biochemical, and biological processes
associated with the interaction of ions at the subcellular,
cellular, and microenvironment levels. The use of MM presents
a methodology for achieving this.10−12 The MM approach
model could model these processes with the appropriate time
scales and potentially predict the radiation response as a
function of individuals’ physiology, incorporating oxygenation

Figure 22. Impact of ion beam range uncertainties on clinical
treatment planning. A single en face beam can cover the target in the
shown breast cancer example while sparing healthy breast tissue.
However, uncertainty in the range (region of uncertainty shown in the
color wash) risks a high dose to ribs and lungs. This risk is mitigated
by including a second tangential beam, but this reduces the optimal
sparing of healthy breast tissue. Adapted from ref 700 published under
an open access Creative Common CC BY license.
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and immune response, for example. This approach could
enable in silico design of preclinical experiments to verify
simple end-points such as cell death in vivo, development of
personalized IBCT regimens based on appropriate biomarkers,
and development of adaptive IBCT strategies as a function of
tumor response.

Future Directions for the 5−10 Year Period: Advanced
imaging techniques are enabling the application of imaging
biomarkers to theragnostics in the field of radiotherapy. Such
biomarkers, used in conjunction with MM, will contribute to
the development of personalized IBCT over the next decade.
Data generated by MM as a function of input biomarker data
will contribute to the development of AI-aided predictive
models of clinical outcomes for patients and guide clinicians in
choosing personalized treatment strategies.
The MM approach will also contribute to the development

of drugs for use in combination with ion-beam radiation.
Modeling molecular pathways that may be pharmacologically
targeted in combination with radiation will lead to the
development of radiation−drug combination strategies includ-
ing the use of DNA damage response inhibitors, survival
signaling pathway inhibitors, hypoxic cell sensitizers, immune
modulators, and others.704

The use of NPs to enhance radiation dose to cancer cells
and improve the therapeutic ratio is of great interest to the
radiotherapy community.705 The development of NPs
optimized for the ion species used for irradiation and their
targeted delivery agents will continue to be investigated over
the next 5−10 years using the MM approach.
Boron neutron capture therapy (BNCT) is a radiotherapy

modality currently experiencing a renaissance due to the
development of accelerator-based BNCT sources for hospital
use.706,707 Boron neutron capture therapy requires the delivery
of 10B preferentially to cancer cells within the patient. External
beams of thermal neutrons targeting the tumor volume are
captured by 10B atoms, resulting in a decay reaction yielding
4He- and 7Li-ions that deliver dose within 5−9 μm. The
challenge is the development of targeting agents to optimize
10B uptake in cancer cells. This modality offers great
therapeutic potential for highly radioresistant tumors, and
MM can contribute significantly to its development in the
coming years.
Novel delivery techniques for IBCT will be translated into

clinical practice over the next 10 years. Of particular interest is
the use of ultrahigh dose rate (UHDR) (>40 Gy/s) ion beams.
Early evidence suggests that UHDR radiation has a sparing
effect on healthy cells while maintaining tumor control.708 This
effect has been termed the FLASH effect and is believed to
represent a potential paradigm shift in radiotherapy practice.
After having established accurate dosimetry for clinical trials,
the world’s first in-human trial for proton beam FLASH
radiotherapy was completed in 2022.709,710 However, the
underlying mechanisms of the FLASH effect are not yet
understood. Applying a MM approach to studying UHDR ion-
beam interactions will contribute to understanding the FLASH
mechanism, potentially expediting clinical translation from
bench-to-bedside. The same arguments hold for electron beam
UHDR treatments, which are also at an early stage of
development.
Another emerging technique for IBCT delivery is the use of

spatial fractionation. This involves the delivery of mini-beams
of ions in grid-like patterns, creating peaks and valleys in the
dose profile across the target. Again, early evidence suggests

that spatially fractionated IBCT may enhance tumor
control,711 but the underlying mechanisms for these
observations are not understood. Using MM to study the
spatially fractionated ion-beam delivery processes will help
develop that understanding.

Envisaged Impact: The development of precise personal-
ized treatment regimens is the Holy Grail across the medical
field, including radiotherapy for localized cancers. Improving
the targeting of disease with radiation−drug combinations,
adopting radiotherapy protocols to adapt to tumor response,
and understanding the biological mechanisms underlying
advanced IBCT techniques can all be realized by incorporating
the MM approach to clinical treatment planning and
preclinical investigations. The application of MM to develop
precise personalized IBCT regimens will ultimately improve
outcomes for cancer patients indicated for targeted radio-
therapy. This will not only save lives and/or improve quality of
life for cancer patients but also alleviate the burden on
healthcare systems by reducing radiation-related toxicities
among the cancer patient population.
6.12. Plasmon-Induced Chemistry

The Problem: Nowadays, humanity is facing the tremendous
challenge of transitioning from energy- and resource-intensive
processes into energy neutral and sustainable ones. This also
concerns the production of chemicals, which gives about 2% of
the global greenhouse gas emissions. Two prominent examples
of future challenges in this context are finding ways to produce
green hydrogen and convert CO2 into high-value chemicals.
Photochemistry can help to convert molecules using the
energy of light, but most of the photochemical transformations
require UV light and suffer from low specificity. In order to
create new and valuable chemicals in an energy-neutral way, it
is necessary to harvest the energy in the visible part of the solar
spectrum, which corresponds to photon energies of about 1.6−
3.0 eV. In order to exploit the visible spectrum for
photochemical transformations, substances that absorb pho-
tons in this range are required, such as dye molecules,
transition metal complexes, semiconductors with a small band
gap, or plasmonic NPs.712−714 Plasmonic NPs such as gold
NPs are particularly interesting in this context because they
possess a very large absorption cross section that exceeds the
extinction cross section of organic molecules by about five
orders of magnitude.715 At the same time, it was demonstrated
recently that plasmonic nanomaterials can mediate chemical
processes upon excitation of their surface plasmon resonance
(SPR).716 The SPR represents the collective oscillation of free
electrons in the metal; for AuNPs, the SPR lies around 520 nm
for single spherical particles but can be shifted by size and
shape.714

The decay of SPRs typically takes place within 10−100 fs
and can result in the formation of hot electron−hole pairs
(Figure 23).714 These charge carriers can interact with
molecules adsorbed on the NPs. A charge transfer from the
NP to a molecule can result, for instance, in the formation of a
transient molecular anion. This anion can release the extra
electron but remain in an excited state, which then leads to
further chemical transformations. A reported example is the
oxidation of ethylene using photoexcited silver NPs, where the
transient oxygen anion formed is assumed to be the critical
intermediate.717 Alternatively, the transient ion itself is
unstable toward dissociation, resulting in a bond breakage
and further reactions. A prominent example is the hydro-
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dehalogenation of brominated adenine on photoexcited gold
and silver NPs.718−720

SPR can not only decay through charge transfer but also lead
to the thermalization of excess energy in the picosecond time
scale through electron−electron scattering, and electron−
phonon coupling then leads to a temperature increase of the
NP lattice and eventually also heating of the environment,
including adsorbed molecules.714 Such a temperature increase
can drive chemical processes in the electronic ground state.
While there are many examples of plasmon-induced

chemical transformations,716 it is still a matter of debate
which mechanism prevails, i.e., whether charge transfer or
simple heating leads to the observed reaction outcomes.721−725

This is due to, on the one hand, the complexity of the involved
NP−molecular systems and, on the other hand, experimental
and theoretical challenge to probe the different suggested
mechanisms.726

The chemical processes reported so far that can be initiated
by plasmonic excitation include simple dissociation reactions,
isomerizations, dimerizations, and other organic coupling
reactions, as well as polymerizations.727−730 Nevertheless, a
systematic exploration is needed to identify which molecules
can be plasmonically activated under which conditions (i.e.,
nanostructure, excitation conditions, and environment) and
how the further reaction pathways can be modified. An
important aspect in this context is the interaction between a
molecule and the nanoscale metal. It is known that small
variations of the chemical structure might have a notable
impact on the reaction rate of plasmon-induced reactions.731

At the same time, it is important to exploit the respective
reactions, whether molecules are strongly bound to NPs (e.g.,
via thiols) or unspecifically and rather loosely connected to the
nanostructure. The latter is a prerequisite to use such NPs as
catalysts.
Another important challenge concerns the exploration of

new plasmonic materials that do not contain Au or Ag but

instead contain earth-abundant and low-cost elements and at
the same time support SPRs and provide favorable photo-
catalytic properties.732

There is great potential that chemical pathways can be
controlled using the above-listed parameters; however, a
holistic approach is required to assess the influence of each
aspect on the reaction products.

How Can MM Address the Problem: The processes
described above cover many time and length scales, so MM is
ideally suited to address these challenges. The experimental
parameters that lead to a specific reaction outcome (defined by
the nanostructure, reactant molecule(s), excitation conditions,
and environment) are typically difficult to describe accurately
using theory and computations, and simplifications are needed.
MM provides the chance to identify the most relevant
parameters and elementary steps determining the product
formation. Particularly relevant are aggregates of NPs, which
give rise to nanoscale interparticle gaps referred to as hot spots.
The modeling of plasmonic properties needs to consider the
size of nanostructures, ranging from about 1 to about 100 nm,
and the NP−molecular interface, especially within the
interparticle gaps. Structural information such as NP facets
and specific molecular adsorption geometries might strongly
influence plasmonic reactivity and needs to be considered by
MM. The decay of SPR takes place within femtoseconds, but
the rate-limiting steps might be the charge transfer between
NPs and molecules or desorption and diffusion of molecules,
which requires much longer time scales of up to seconds.

Future Directions for the 5−10 Year Period: A particular
challenge in the theoretical description of plasmonic chemistry
is combining the classical nature of the plasmonic excitation
process (which can be described by classical electromagnet-
ism) with the quantum mechanical nature of the molecules and
specific charge transfer processes. Furthermore, the interaction
of the molecular system with the nanostructured surface poses
significant challenges for computations. While in recent years
significant advancement was made in the description of the
plasmonic excitation and calculation of, e.g., energy distribu-
tions of charge carriers, more extensive models need to be
developed that consider specific molecules and describe the
elementary steps beyond the formation of hot charge carriers.
Plasmonic chemistry is expected to provide unprecedented

control handles to tune and steer the energy flow from
plasmonic excitation to a specific chemical transformation.
However, convincing examples for controlling selective bond
activation need to be identified and applied to interesting
chemical problems. Plasmonic synthesis in the sense of the
synthesis of chemical compounds with a high Gibbs free
energy driven by light needs to be developed, one important
example being the synthesis of valuable organic chemicals from
CO2.

733

Envisaged Impact: Plasmonic chemistry has the potential to
offer energy-neutral ways to produce value-added chemicals.
Hydrogen production and CO2 conversion are important
prototypical reactions that could be driven by sunlight and
plasmonic NPs, thereby contributing to CO2 reduction.
However, other chemical reactions relevant for organic,
pharmaceutical, and polymer chemistry can be run under
milder conditions using light-irradiated plasmonic NPs to
reduce the energy consumption of the chemical industry. Apart
from synthesizing relevant molecules, other emerging fields
could be explored, such as plasmonic water remediation.734

Many pharmaceutics present in water as micropollutants are

Figure 23. Illustration of the interaction of a molecule with a
plasmonic NP. Adapted with permission from ref 714. Copyright
2018 Nature Research.
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prone to charge-induced degradation, and consequently
plasmonic NPs represent an interesting strategy to get rid of
these substances using visible light as a driver. Finally,
plasmonic NPs are fascinating structures because they enable
light to be concentrated at a nanoscale, which can, for example,
be exploited to functionalize NPs with nanoscale resolution
and to create novel functional materials. All this requires a solid
mechanistic understanding of the underlying multiscale
phenomena, which can be provided by MM combined with
a broad range of experiments that cover the different time and
length scales.
6.13. Self-Organization, Structure Formation, and
Nanofractals

The Problem: Energy demand is constantly increasing, and
the accompanying environmental penalties are intensifying.
Proton exchange membrane fuel cells (PEMFCs) are among
the most promising next-generation energy devices for clean
power generation.735 Over the past 30 years, PEMFC
technology has rapidly developed, culminating in the first
commercial sales of fuel-cell powered cars in 2015. Although a
great success, mass market penetration by these zero-emission
vehicles is currently hindered by a dependence on expensive
platinum (Pt)-based catalysts, which are responsible for ∼46%
of the stack cost.736 Of the platinum-group metals (PGMs), Pt
has attracted particular attention because of its unique stability
in acidic conditions, which makes it the best cathodic
electrocatalyst candidate for the oxygen reduction reaction
(ORR) in PEMFCs. However, despite this, the intrinsic cost
considerations surrounding Pt are exacerbated by its large
overpotential and correspondingly poor ORR kinetics, which
necessitates a high metal loading to achieve a practical energy
density.737 Furthermore, Pt-based cathode durability needs
further improvement.737

To address the issues mentioned above, several strategies
present themselves. First, metal combinations can be
employed.738 In the current case study, a catalytically active
noble metal (such as a PGM) can be combined with a much
cheaper, earth-abundant transition metal (TM). Creating
intermixed PGM/TM systems can reduce the loading of
noble metal, promote activity and durability by modifying
surface electronic structure,739 and change reaction inter-
mediates to prevent or limit poisoning.740

A second strategy for improving performance lies in
controlling morphology. This offers a channel to develop
more active and stable architectures by exposing more reaction
sites and/or higher-activity (111) crystal facets.739 At the
nanoscale, a range of morphologies have been reported. Those
likely to be particularly important are highly branched 3D
nanostructures such as pods741 and fractals.742 In particular,
the latter potentially display vast surface-to-volume ratios with
many more active sites, typically allowing superior performance
and the use of smaller loadings than traditional or
pseudospherical nanomaterials. Complex 3D structures like
nanofractals have also shown better resistance to corrosion.743

Combining the self-organization of highly branched species
such as nanofractals with control over composition promises a
new generation of active materials with huge potential.
However, this remains experimentally challenging; in practice,
changing the composition induces changes in the morphology
and vice versa.744 This problem has persisted because
researchers have had an incomplete understanding of general
growth mechanisms for complex nano-objects and nano-

fractals. The corollary of this is that the synthesis of
nanofractals has generally been empirical.745 For straightfor-
ward geometries, temperature, chemical reductant, and
reaction time have all been harnessed to direct particle growth
into the kinetic regime. However, the lack of a strategy for
independently varying composition and shape has proved a
major problem. That is, having manipulated one parameter e.g.,
to control morphology, varying a second parameter e.g., to
change composition, has caused the morphology to change
further. What is only now emerging is the understanding that
variables are synergistically related. This recognition is
beginning to allow the design of compositionally controlled
nanofractals by balancing the rate at which precursors react
with the growth rate of the emerging particles. For nano-
fractals, nanopods must first be created under kinetic control,
triggering fractal formation when a critical nanopod concen-
tration is achieved (see Figure 24). Meanwhile, compositional

control requires that a thermodynamic reaction pathway be
available. Understanding how and why to balance these factors
is only now enabling the emergence of an embryonic strategy
for nanofractal synthesis.746

How Can MM Address the Problem: Only recently, a
strategy has been suggested for non-empirical nanofractal
preparation and the integration of this with multimetallic
compositional control.746 Despite this recent advance, the
formation mechanism remains poorly understood. While time-
resolved electron microscopy has offered insights into the
agglomeration of NPs to give anisotropic architectures and the
atomistic rearrangement of (hetero)junctions to explain
oriented attachment,747 a complete understanding of such
self-organization processes necessitates MM.
The importance of MM lies in its ability to probe nanofractal

development at different scales. At the most basic level, how do
adatom processes occur, and how do the relative rates of
atomic deposition on individual crystal facets and adatom
migration between facets vary with conditions? More complex,
how do multiatom rearrangements of (hetero)junctions occur?
In terms of nano-fractals, what dictates the critical concen-

Figure 24. (a) Scope for NP formation under kinetic or
thermodynamic control; the latter is vital for varying the composition
in heterometallics. (b) The regimes available as a function of
feedstock supply and under increasingly forcing reaction conditions
highlight the window of opportunity for nanofractal self-organization.
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tration of nanopods required for diffusion-controlled agglom-
eration? Furthermore, why is there an upper limit on this
critical concentration? The particular appeal of MM lies in the
use of stochastic dynamics to probe models of the random
diffusion events that underpin the formation of a range of NPs.
The ability to understand dynamic processes occurring on
sufficiently large time scales so that fast microscopic degrees of
freedom can be regarded as noise is a vital precursor to the
predictive development of nanofractal chemistry.

Future Directions for the 5−10 Year Period: MM is now
capable of explaining some hugely complex hierarchical
nanochemistry. It can interrogate systems of very different
levels of complexity and at different scales, enabling visual-
ization of atomistic processes through to the collision/
attachment/reorientation of preformed many-atom bodies.
MM will allow us to understand the patterns of behavior
emerging in PGM/TM systems and harness these for the wider
nonempirical formation of complex anisotropic nanomaterials.
As preliminary structural data from which information on
forming anisotropic nanocatalysts can be extrapolated begins
to emerge,746 validation can be sought from ORR tests.
Preliminary data suggest the significant outperformance of
commercial Pt NPs by Pt/TM nanofractals in terms of mass
activity (A/mgPt) and the onset and half-wave potentials (V).
Establishing that these systems return impressive performance,
it becomes logical to model their creation. This is likely to
come to fruition over the next five years, providing a predictive
tool for interpreting observations around catalyst creation.
Closely linked to this, the evolution (reorganization) of
anisotropic nanocatalysts during applications can be expected
to form a major vector of study thereafter−a vital area as the
principles of catalyst reuse and recycling grow in importance.
In the current case, these ideas are beginning to be applied
synthetically across the Pt/TM (TM = Fe, Co, Ni) series for
PEMFC applications. More widely in the energy sector, new
electrolysis systems will emerge for hydrogen production from
water splitting, with diverse bimetallic and trimetallic
combinations explored.748 There will also be implications for
the synthetic chemical industry in catalysis and the production
of platform and fine chemicals.749 In the automobile industry,
new generations of catalytic converters will become possi-
ble.750 Electronics applications will likely focus on new
electrode materials for devices like supercapacitors and sensors.
Lastly, in environmental remediation, we will see the more
effective degradation of volatile organic compounds and other
pollutants.751

Envisaged Impact: MM offers massive potential in
augmenting our understanding of the hierarchical propagation
of nanofractals. There is a vital need to understand processes
from the atomistic level (conversion of reagents and irradiative
degradation of reagents), combinatorial level (nucleation,
interaction of intermediates, and collisional particle growth),
and structural level (surface morphology, composition,
modification, self-organization, and reorganization) in iso-
lation, according to the diagrams shown in Figures 4 and 24.
However, the interplay of processes at the same or different
scales must be understood. Doing so will revolutionize the
control we can exert at the boundaries of atomistic chemistry
and materials science, impacting not only our ability to
fabricate complex materials that offer currently unachievable
levels of stability, efficiency, activity, and durability in energy
production and storage but also the fields of chemical
synthesis, transport, environmental remediation, and sensing.

6.14. 3D Nanofabrication using Focused Beams of
Charged Particles

The Problem: As already discussed in section 1, the
fabrication of nanometer-size devices is the major goal of the
nanotechnology industry due to the unique electronic,
magnetic, superconducting, mechanical, and optical properties
that emerge at the nanoscale.752,753 However, the fabrication of
three-dimensional (3D) nanostructures in a highly controllable
manner (3D-nanoprinting) remains a considerable scientific
and technological challenge. As the size of the structures falls
below ∼10 nm, traditional fabrication methods (e.g., plasma
etching or plasma-enhanced chemical vapor deposition)
cannot control material properties and produce structures of
desired size, shape, and chemical composition. Hence, there is
currently a strong need to develop new nanofabrication
methods based on “bottom-up” rather than traditional “top-
down” etching processes, as discussed in section 1.7.
Focused electron beam-induced deposition (FEBID),44,48

introduced in section 1.7, is one of the promising technologies
for 3D-nanoprinting, since it enables the controlled direct-
write fabrication of complex, free-standing 3D structures with
feature sizes already produced down to ∼10 nm.425,754 The
principle of FEBID is based on a nanometer-sized focused
electron beam impinging onto a surface exposed to a stream of
precursor (typically organometallic) molecules52 (see also
section 1.7). The decomposition of precursors is primarily
induced by low-energy secondary electrons produced as the
primary beam impinges on the substrate’s surface. The electron
beam can be controlled in both position and pulse duration,
with subnanometer and submicrosecond precision, such that
complex structures can be fabricated in a single step.425

The capability to navigate the charged-particle beam in a
well-defined manner is also attributable to the related
technique of focused ion beam-induced deposition
(FIBID),44,48,755 where the adsorbed precursor molecules are
decomposed as a result of irradiation with a focused ion beam
(typically Ga+ but also lighter ions such as He+).756−759 Since
FEBID and FIBID are based on the similar principle of
charged-particle beam-induced deposition, they can comple-
ment each other, e.g., regarding the growth dynamics for 3D
fabrication, achieving different material properties and
structure resolutions.425

The reliable transfer from an initial 3D design into the
delivery of real nanoarchitectures in a routine way remains a
significant challenge. The current major roadblock is a lack of
molecular-level understanding of the irradiation-driven chem-
istry (IDC) that governs nanostructure formation and growth
during the FEBID and FIBID processes.13,760 Of particular
relevance is the incorporation of unwanted chemical elements
(such as carbon) in the fabricated metal nanostructures,761

which can reduce or even mask the intended material
properties. Most of the available postprocessing purification
procedures developed to alleviate this drawback are not readily
applicable for 3D structures due to the severe structural
deformations resulting from the high volume loss during
impurity removal.762,763

The advancement of the methods for irradiation-driven 3D
nanofabrication should be based on a deeper understanding of
the molecular interactions and the key dynamical phenomena
in nanosystems exposed to irradiation. This goal can be
achieved by utilizing modern computational MM tools
combined with experimental studies to validate such
simulations.
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How Can MM Address the Problem: The study of the
physicochemical phenomena that govern the formation and
growth of nanostructures (both coupled to radiation and
without irradiation) is a complex multiparameter problem, as
already highlighted in section 1. Indeed, in the case of FEBID
and other radiation-induced nanofabrication techniques such
as FIBID, different precursor molecules, substrates, irradiation,
replenishment and postprocessing regimes, and additional
molecular species facilitating the decomposition of precursors
can be explored to improve the purity of fabricated deposits
and increase their growth rate.44,48

An understanding of the IDC in the FEBID process can be
advanced using a computational MM approach that describes
the whole set of FEBID-related processes occurring over
different time and spatial scales and by establishing procedures
for experimental validation of the MM results. The MM
approach should embrace together different spatiotemporal
stages and the corresponding processes and phenomena shown
in Figure 4. Such an approach should combine the following:
(i) ab initio and DFT methods (see sections 3.1.1 and 3.1.2) to
evaluate parameters of irradiation- and chemically induced
quantum transformations occurring in the systems at the
molecular level; (ii) classical and reactive MD (sections 3.3.1
and 3.3.5) to study the fragmentation of precursor
molecules384,385 and their interaction with the substrates on
time and spatial scales accessible in classical MD; (iii)
evaluation of cross sections of relevant collision-induced
quantum processes (e.g., electronic excitation, ionization,
dissociative ionization, and DEA) via ab initio calculations
and analytical estimates (section 3.1.4) or using data available
in atomic and molecular databases; (iv) track-structure MC
simulations (section 3.2.1) to study the fluxes and fluences of
primary and secondary electrons in order to evaluate the
probabilities of the aforementioned quantum processes; (v)
IDMD (section 3.3.6) to model random interactions of the
electron beam and secondary electrons with the growing
nanostructure, taking into account possible chemical trans-
formations therein; and (vi) the SD method (section 3.5.1) to
model the evolution of many-particle systems over the time
scales significantly exceeding those accessible in MD
simulations.
Different parts of the MM methodology have been

successfully interlinked in MBN Explorer68 to explore the
mechanisms of formation and growth of metal-containing
nanostructures under the action of focused electron
beams.13,14,53,54,416,764

Figure 25 illustrates the capabilities of the MM methodology
for the atomistic-level characterization of grown nanostruc-
tures, as well as the prediction of their morphology, growth
rate, and geometrical (e.g., lateral size, height, and volume) and
chemical (metal content) characteristics. The morphology of
deposits is an important characteristic that governs many
physical properties, such as electrical and thermal conductivity
and magnetic properties.765,766 Figure 25a shows snapshots of
the IDMD simulations54 of the FEBID process for Fe(CO)5,
one of the most common FEBID precursors used to fabricate
magnetic nanostructures. Variation of the electron current
during the FEBID process significantly changes the deposit’s
morphology (Figure 25a) and elemental composition (Figure
25b). At a low beam current corresponding to a low degree of
precursor fragmentation, the deposits consist of isolated small-
size iron clusters surrounded by organic ligands (see the top
panel in Figure 25a). In this irradiation regime, metal clusters

formed as a result of electron-irradiation-induced fragmenta-
tion of precursor molecules do not agglomerate with increasing
electron fluence, resulting in relatively low metal content in the
deposit. Higher beam current facilitates the precursor
fragmentation, and the metal clusters coalesce into dendrite-
like structures with the size corresponding to the PE beam (see
the bottom panel of Figure 25a). In this regime, the deposit’s
metal content increases twofold compared to the case of low
current, as shown in Figure 25b.
The outcomes of atomistic simulations of the FEBID

process using the IDMD approach can be used to construct
stochastic models of FEBID using the SD methodology
introduced in section 3.5.1. An illustration of the application of
SD for modeling the FEBID process was presented recently.416

It was demonstrated that the FEBID process can be described
through step-by-step transformations occurring to particles of
different types, representing intact and fragmented precursor
molecules, ligands, isolated metal atoms, and the substrate.
The probabilities of the underlying processes occurring in the
system can be determined through atomistic MD simulations
(see section 3.3) and track-structure MC calculations (section
3.2).

Future Directions for the 5−10 Year Period: A molecular-
level understanding of the IDC in the FEBID process,
including the mechanisms of electron-induced molecular
fragmentation and the mechanisms of nanostructure formation

Figure 25. Results of the IDMD simulations54 of the FEBID process
for Fe(CO)5. (a) Snapshots of the simulated iron-containing
nanostructures: side view on diagonal cross sections indicated by
dotted lines (left) and top view (right). The top and bottom
snapshots in panel (a) correspond to electron currents of 1 and 4 nA,
respectively. Only iron atoms are shown for clarity. Topologically
disconnected metal clusters containing more than 100 iron atoms are
shown in different colors. Smaller clusters containing less than 100
iron atoms are shown in gray. Boundaries of the primary electron
beam, halo, and peripheral regions are indicated by dashed lines in the
left column and by circles in the right column. Grid line spacing is
equal to 1 nm in all dimensions. (b) Atomic Fe content of the grown
iron-containing structures as a function of the number of simulated
irradiation-replenishment FEBID cycles for electron currents of 1
(left) and 4 nA (right). Adapted with permission from ref 54.
Copyright 2022 Royal Society of Chemistry.
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and growth, can provide a deeper understanding of the
relationship between deposition and irradiation conditions and
their impact on the physicochemical characteristics of
fabricated nanostructures (size, shape, purity, crystallinity,
etc.). Developing such understanding is essential for broader
exploitation of the FEBID 3D-nanoprinting technology.
From the MM side, future directions toward achieving this

goal require the construction and validation of SD models,
which enable simulations of the nanostructures’ growth and
the characterization of their properties on the time and spatial
scales much larger than those accessible in pure atomistic MD
simulations. Parameters of the SD models should be
thoroughly validated through “lower-scale” modeling (e.g.,
through quantum-mechanical calculations or IDMD simula-
tions) and experimental data (see section 5).

Envisaged Impact: As discussed above in this section and in
section 1.7, FEBID is considered one of the most promising
technologies for the controlled direct-write fabrication of
complex nanostructures with nanometer resolution.425 Nano-
structures created using this method can be used in electronic
devices and other applications, including catalysis and
nanoelectrochemistry;50,51 as sensors, nanoantennas, and
magnetic devices; in surface coatings; and in thin films with
tailored properties.
An advantage of FEBID 3D-nanofabrication is that it can be

performed using a conventional scanning electron microscope
(SEM) with a mounted gas-injecting system to inject gaseous
precursor molecules inside the SEM vacuum chamber.
Considering the large number of SEMs installed at universities
and research centers worldwide, the development of a reliable
and easy-to-use methodology for 3D-nanofabrication using
SEMs would open great opportunities for fundamental and
applied research.
Further development and broader exploitation of a MM

approach for molecular-level studies of the physicochemical
processes behind FEBID would enable the prediction of the
elemental composition (particularly metal content) as well as
the nano- and microstructure of the growing nanostructures,
e.g., their granularity properties and morphological transitions
therein. Therefore, the MM approach for the description of
FEBID 3D-nanofabrication can provide the necessary insights
into the fundamental knowledge of the radiation chemistry

required for optimizing the FEBID regimes and thus setting up
a routine methodology for FEBID 3D-nanofabrication of new
nanostructured systems with desired architecture and proper-
ties, e.g., electrical, magnetic, superconducting, plasmonic,
mechanical, or thermomechanical ones.
Novel and more efficient methods of 3D-nanofabrication

will allow for the miniaturization of the created electronic
nanodevices and their cost-effective production. A better
understanding of the mechanisms of radiation-induced
formation, growth, and modification of nanostructures will
enable effective optimization of existing nanofabrication
technologies, allowing more precise/better-controlled fabrica-
tion and targeting specific compositions and morphologies of
the fabricated nanostructures with tailored properties.
Finally, multiscale models similar to those applied for FEBID

simulations can be utilized for simulations of other nano-
fabrication techniques using focused beams of charged
particles, such as FIBID, or for other nanoprocessing methods
exploiting ion beams, e.g., focused ion beam-induced
etching.45,767 Further technological applications of the multi-
scale models include simulations of nonirradiative chemical
synthesis746 (see section 6.13) for the formation of nano-
fractals and other complex nano-objects.
6.15. Deposition and Quality Control During the
Deposition Process of 2.5−3D Structures as Close as
Possible to the Design

The Problem: As the world of nanotechnology moves forward,
more and more applications begin appearing where we explore
the third dimension and the properties standing from this
approach. So far, most 3D structures are created by masking
the surface and using different techniques such as selective
etching, deep reactive ion etching, and filling the space created
by sputtering or electrochemistry. Nanowires can be grown by
exploring the self-assembly properties of selected materials. All
of these approaches are great at what they can achieve, but
they still miss one fundamental property of the 3D structures,
that is, complexity.
Novel nanostructures like double helix antennas in the field

of plasmonics, tungsten nanowires for alternative electron
sources in the field of nanoelectronics, and precise cobalt, iron,
or nickel−iron nanowires as tips for scanning probe
microscopy in the field of magnetic are just few examples of

Figure 26. (a) The standard process for MM usage in the deposition process. This process normally requires multiple repeated steps to produce
the originally designed device. (b) Process where the MM is combined with imaging during the deposition process, feeding the geometrical
information back to the MM and adjusting the model and parameters until the desired result is achieved.
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complex structures that not only require precise control of
chemical composition but also shape fidelity.48,425,426,768−784

Retaining a complex 3D shape using an electron or ion beam
requires controlling several parameters;785−794 without model-
ing these complex interactions, it comes down to a long
process of testing ideas and adjusting the processes based on
the results.

How Can MM Address the Problem: To shorten the time
to result and improve the final quality of the devices, one could
apply MM to control the changing parameters of the
deposition to retain the desired shape. The main parameters
involved here are the precursor chemical composition, the flow
of the precursor, the distance to the sample, the surrounding
pressure, the beam current, the species, and the focus point of
the beam itself.
Not all of these parameters can be changed in all the existing

systems from different manufacturers, adding additional
complexity to the MM, where some parameters might become
easier to predict with the model but much more challenging to
change in the real environment.
This property of the specific FIBSEM producers hardware

limitation adds another level of complexity to the MM for the
simulation and requires a large group of users to provide the
initial data for the fine-tuning of the process.

Future Directions for the 5−10 Year Period: At the
moment, the most common approach for 3D deposition would
be, as shown in the Figure 26a, to use MM simulation to
calculate all the deposition parameters based on the provided
design by creating a 3D patterning file with the beam position,
used precursors, dwell time, and focus length. This approach
then creates the structure in one uninterrupted process, and
only after this can the design fidelity be checked;795 if the
structure does not have the desired shape, this information can
be used to adjust the MM and try again.
A head of the field solution is shown in Figure 26b to apply

the same logic as in the previous approach but set a series of
checks during the deposition process, analyze the geometrical
properties of the structure,795 use this data to adjust the MM,
get updated deposition 3D file, and repeat. This process should
be repeated until the final desired shape is achieved.

Envisaged Impact: The envisioned impact of the MM on
the community of 3D depositions driven by electron or ion

beams is to use it in thre process described in Figure 27, where
the data gathered from the process is not only geometrical but
also chemical data. This can be achieved using time-of-flight/
secondary ion mass spectrometry analysis during the
deposition to check for residues507,796,797 of the precursors
and simulate the decomposition of precursor molecules. The
novel approach, coupled with cutting-edge technologies like
gas-injection systems with controllable flow and a mixture of
molecules, will be used to achieve more complex 3D structures
for the next generation of nanodevices.
6.16. Exploring New Frontiers: Space Chemistry

The Problem: Humanity is entering a new and exciting era of
space exploration and exploitation (an era that has come to be
known as Space 4.0) where an authoritative exploration
program of the planets and moons in and beyond our own
solar system will be conducted and a permanent presence of
humans in space such as on lunar bases or platforms in Earth
and lunar orbit will be established.798 With the commissioning
of ground- (e.g., the Atacama Large Millimeter/submillimeter
Array and the Extremely Large Telescope) and space-based
(e.g., GAIA, Eucid, and James Webb Space Telescope)
observatories and a suite of space missions (e.g., ExoMars to
study Mars, JUICE to study moons of Jupiter, and the
exoplanet missions Plato and Ariel), the next two decades will
provide a comprehensive view of the cosmos that may indeed
allow us to address fundamental questions such as (i) how
stars and planets form and (ii) how life began on Earth
whether it is prevalent elsewhere.
Compared to the terrestrial surface, space represents a

hostile environment characterized by a wide range of
temperatures, extreme vacuum conditions, and an active
radiation environment, all of which influence the physical
(and chemical) processes that occur there.609,799 This requires
a new understanding (and, often, reinterpretation) of many
basic physical phenomena that, to date, have been assessed and
defined purely in the terrestrial context. For example, there is a
need to broaden the study of collision processes to include
conditions relevant to space (e.g., low temperatures where
tunnelling may be prevalent to overcome reaction barriers), as
well as to study functional changes in space-borne materials
(e.g., tensile strength, creep, and fatigue) due to the altering of
basic properties such as density, conductivity, and melting

Figure 27. Adjusted deposition process with the ability to collect both geometrical and chemical data from the process and use it for the MM and
the process adjustments.
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points caused through the broader accessibility of the phase
diagram under space-relevant conditions (i.e., away from
standard temperature and pressure). Indeed, new materials,
such as novel alloys, are envisaged to be manufactured in space
environments that could not be otherwise produced in
terrestrial facilities.800

Replicating the conditions in space environments remains a
significant challenge for the experimental community. While
modern cryogenic techniques allow the low temperatures of
interstellar space and planetary/lunar surfaces to be replicated,
the ultrahigh vacuum conditions inherent in space are seldom
met in any simulation facility (being <10−12 Torr).442 Thus, in
the ISM, the accretion of molecules on micrometer-sized dust
surfaces is very slow, one molecule per month or longer.
However, these ice-covered dust surfaces act as “chemical
factories” for synthesizing the more complex molecules that are
the prebiotic compounds leading to the evolution of life.
Similarly, while all bodies (planets, moons or spacecraft) are
subject to irradiation (from solar wind and cosmic rays), the
flux at any one time is low but the accumulated dose over
many years is high. It is impossible to replicate the long time
periods over which physical and chemical processes occur in
any laboratory. Thus, a major challenge for astrochemistry and
astrophysical studies is how and whether laboratory studies can
accurately reflect the processes occurring in space.

How Can MM Address the Problem: Faced with the
inability to replicate space conditions accurately in the
laboratory, it is necessary to develop detailed models of the
space environment, which can then be used to test the
accuracy (or otherwise) of the less-than-perfect laboratory
simulations. For example, is the morphology of ices formed by
very slow deposition in space replicated by deposition at higher
and faster flux rates in an experimental simulation? Are the

chemical processes induced by low fluxes the same as high flux
if the total dose received is the same?801−804

These questions can be answered using a MM approach.
Indeed, MM is the perfect methodology for addressing the
different time scales of experiments and space since, as
demonstrated in Figure 4, it can model molecule-by-molecule
impact on a replicate of a micrometer dust surface, with each
molecule being allowed to diffuse across the surface to create
the “ice layer”.
The flux of incident absorbing species may be readily altered

in the MM to determine how (or if) the final morphology of
the ice is controlled by the flux rate. Indeed, a MM model is
the only methodology by which we can explore the
morphology of the ice under ISM conditions. By coupling
particle transport over different length and time scales, MM
can reveal, for the first time, the morphology of astrochemical
ices on ISM dust grains.
Having established an ice layer on ISM dust, the synthesis of

new species arising from various processes (as shown in Figure
28) can be explored. Atom−atom (e.g., H + H to form H2) or
atom−molecule chemistry (e.g., H accretion reactions) driven
by the Langmuir−Hinshelwood mechanism may create the
simplest hydrocarbon species such as CH3OH. Once again,
MM is ideal for such studies through the coupling of radiation-
induced quantum processes (photon and radiation-induced
chemistry in Figure 28) to determine the nonequilibrium
chemistry (e.g., creation of radicals (OH) and secondary
electrons) that leads to the synthesis of complex molecular
species, which may be detected by remote observations either
as spectral features within the ice or as gaseous species released
by thermal processing of the grain or by shocks. MM allows
the ice-covered dust grain to be exposed to various processes
over different times, since sequential events are often separated

Figure 28. Schematic diagram of five different mechanisms that can lead to physical and chemical alteration on an ice-covered interstellar dust
grain. Reproduced with permission from ref 609. Copyright 2014 Royal Society of Chemistry.
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by months or even years in the low pressure of space. Only
through MM and its validation with experiments and
observations can we “cycle” a representative ISM ice through
its “life” in the ISM dust cloud (e.g., deposition−irradiation−
thermal processing−fresh deposition−irradiation). MM may
then be used to understand whether a “Digital Twin” approach
to space studies is feasible in which the MM model derives the
chemical (and thermodynamic) equilibrium achieved in the
observed ISM dust cloud. MM ISM ice-dust models may then
be integrated into (form the basis of) star and planet formation
models.

Future Directions for the 5−10 Year Period: The recent
advances in replicating the chemistry in MM and the addition
of stochastic dynamics are important in building a more
detailed model of the effects of irradiation of materials (be they
ice-covered surfaces or spacecraft materials).805−807 Such a
model is lacking at present. Therefore, a MM model of
physicochemistry occurring during irradiation of ice covered
dust grains in the ISM is one of the most urgent challenges for
MM.
Furthermore, the forthcoming establishment of a permanent

structure on the moon requires an assessment of how
structural and operational materials (e.g., those used to extract
water and oxygen from lunar regolith) are altered by radiation
over periods of 10−20 years (a deliverable and commercially
necessary lifetime for their use).808 At present, we have little
experience with how structural materials that may be used to
construct a lunar base will be altered under lunar conditions
where cosmic radiation is coupled to dramatic changes in
temperature (the lunar surface varying from +150 to −150 °C)
and the γ-ray flux inherent on the moon. MM of such materials
is a feasible methodology for acquiring such data in the next
decade, allowing materials to be preselected for deployment in
any lunar base or be specifically designed for such a role. Given
the high cost of transporting materials to the moon, the use of
in situ resources is recommended, requiring feasibility studies
of using lunar regolith as a construction material. MM of
irradiation of such material to explore its activation and
physical properties when sintered into “lunar bricks” is a high
priority,
It is therefore to be envisaged that a complete MM approach

to the study of physical and chemical processes in space
environments will be developed in the next five years, with the
objective of creating a new predictive model capable of both
interpreting observations of chemical inventories on planetary
and lunar surfaces (such and the Jovian moons to be explored
by ESA and NASA missions in next decade) and interpreting
the observations of chemical species found in regions of the
ISM by the James Webb Space Telescope. Such a model may
also be developed for the assessment and selection of materials
to be used in the construction of the next generation of space
stations (in Earth and lunar orbit) and the first lunar bases with
the future design of Martian missions, with such a strategy
being enshrined in ESA and NASA strategies.
A combination of MM of space environments and MM of

radiation of DNA and cells (as discussed for ion-beam cancer
therapy in section 1.8) may also provide a more accurate
model of the risk to astronauts when in space and determine
mitigation strategies for their exposure to space radiation
during the longer term space missions now envisaged as
humans establish a permanent presence in space.809,810

Envisaged Impact: The exploitation of MM in revealing
physical and chemical processes in space has the potential to

have an enormous impact on our understanding of how stars
and planets form and how life has evolved on Earth (and
whether it is likely to have evolved elsewhere in the universe).
MM will also provide the most extensive test of whether we
can replicate structures and mechanisms in the ISM and on
planetary/lunar bodies in terrestrial laboratories, determining
the future direction of laboratory astrochemistry. MM of
irradiated materials and the development of a biological
damage model may play a core role in determining how
humanity establishes itself in space and the next stage of
humanity’s engagement in space exploration and exploitation:
“Space 5.0”, humanity’s settlement beyond the Earth.
6.17. Construction of Novel Crystal-Based γ-ray Light
Sources

The Problem: The development of light sources (LSs)
operational at wavelengths λ well below one angstrom
(corresponding photon energies ℏω > 10 keV) is a challenging
goal of modern physics.17,18 Subangstrom-wavelength, ultra-
high-brilliance, and tunable LSs will have a broad range of
exciting and potentially cutting-edge applications. These
applications include exploring elementary particles, probing
nuclear structures and photonuclear physics, and examining
quantum processes, which rely heavily on γ-ray sources in the
MeV to GeV range.17,18,811,812 Modern X-ray free-electron
lasers (XFELs) can generate X-rays with wavelengths λ ∼ 1
Å.813−817 Existing synchrotron facilities provide radiation of
shorter wavelengths but orders of magnitude less inten-
sive.818−820 Therefore, to create a powerful LS in the range λ
≪ 1 Å, new approaches and technologies are needed.
The practical realization of novel γ-ray LSs that operate at

photon energies from ∼100 keV up to the GeV range can be
achieved by exposing oriented crystals (linear, bent, and
periodically bent) to the beams of ultrarelativistic charged
particles.17,18 In this way, novel γ-ray crystal-based LSs (CLSs),
such as crystalline emitters of channeling radiation, crystalline
emitters of synchrotron radiation, crystalline undulators
(CUs), and others, can be constructed.17,18 The practical
realization of such crystal-based LSs is the main goal of the
currently running European Project “Emerging technologies
for crystal-based γ-ray light sources” (TECHNO-CLS).405 The
realization of this goal is possible through (i) the development
of breakthrough technologies needed for manufacturing the
high-quality crystals of desired geometry and crystalline
structure, (ii) creating the high-quality beams of ultra-
relativistic electrons and positrons, and (iii) designing an
apparatus for the generation, tuning, and output of the beams
of intensive γ-rays with wavelengths significantly shorter than 1
Å, i.e., within the range that cannot be reached in existing LSs
based on magnetic undulators. Additionally, using a
prebunched beam, a CU LS has the potential to generate
coherent super-radiant radiation of superenhanced inten-
sity.17,18

The motion of a projectile and the radiation emission in
bent and periodically bent crystals are similar to those in
magnet-based synchrotrons and undulators. The main differ-
ence is that in the latter the particles and photons move in a
vacuum, whereas in crystals they propagate in a medium, thus
leading to a number of limitations for the crystal length,
bending curvature, and beam energy. However, the crystalline
fields are so strong that they steer ultrarelativistic particles
more effectively than the most advanced magnets. Strong fields
bring the bending radius in bent crystals down to the cm range
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and the bending period in periodically bent crystals to the 100
or even 10 μm range. These values are orders of magnitude
smaller than those achievable with magnets.821 As a result, the
CLSs can be miniaturized, thus dramatically lowering their cost
compared to conventional LSs.
The Horizon Europe EIC-Pathfinder Project TECHNO-

CLS405 is a representative example of a high-risk/high-gain
science-toward-technology breakthrough research program
addressing the physics of the processes, which accompany
the exposure of oriented crystals to irradiation by high-energy
electron and positron beams, at the atomistic level of detail
required for the realization of the aforementioned TECHNO-
CLS goals. A broad interdisciplinary and international
collaboration was previously created in the frame of the FP7
and H2020 projects, which performed initial experimental tests
to demonstrate the CU idea822 and production and character-
ization of periodically bent crystals (see refs 17 and 18 for
references).
The aforementioned developments have been driven by the

theory of CLSs and related phenomena,17,18 as well as by the
advanced computational methods and tools.68,98,399 These
theoretical and computational studies have ascertained the
importance of the high quality of the CLS materials needed to
achieve strong enhancement effects in the photon emission
spectra.17,18 By now, several methods for creating periodically
bent crystalline structures have been proposed and/or realized
(see refs 17 and 18 and references therein).
Advanced atomistic computational modeling of the channel-

ing process, channeling and undulator radiation, and other
related phenomena beyond the simplistic continuous potential
framework has been carried out using the multipurpose
computer package MBN Explorer68,98 and the special multitask
software toolkit with graphical user interface MBN Studio.399

The MBN Explorer package is introduced in sections 3 and 4.
For simulations of the channeling and related phenomena, an
additional module has been incorporated into MBN Explorer
to compute the motion of relativistic projectiles along with
dynamical simulations of their environments, including the
crystalline structures. MBN Explorer enables such simulations
for various materials, including biological ones.5,6 The
computation accounts for the interaction of projectiles with
separate atoms of the environments, whereas many different
interatomic potentials implemented in MBN Explorer support
rigorous simulations of various media. This methodology,
called relativistic MD, and its interfaces with other theoretical
and computational methods are discussed in detail in sections
3 and 4, demonstrating that MBN Explorer can be considered
as a powerful tool to reveal the dynamics of relativistic
projectiles in crystals and other materials including amorphous
bodies, as well as in biological environments. Its efficiency and
reliability have been benchmarked for the channeling of
ultrarelativistic projectiles (within the sub-GeV to tens of GeV
energy range) in straight, bent, and periodically bent
crystals.17−19,242 In these papers, verification of the code
against available experimental data and predictions of other
theoretical models was carried out.
The radiometric unit frequently used to compare different

LSs is brilliance, B. It is defined in terms of the number of
photons ΔNω of frequency ω within the interval [ω − Δω/2;
ω + Δω/2] emitted in the cone ΔΩ per unit time interval, unit
source area, unit solid angle, and bandwidth (BW) Δω/ω; for
details see refs 17 and 18.

This quantity is utilized to compare different light sources
based on different physical principles and technologies. Figure
29 demonstrates such a comparison of the brilliance evaluated

for CU LSs with that for modern synchrotron facilities and free
electron lasers (FELs) indicated by solid lines with various self-
explanatory legends. Dashed lines present the peak brilliance
calculated for positron-based diamond(110) CUs. The CU LSs
curves refer to the optimal parameters of CUs, i.e., those that
ensure the highest values of brilliance of the corresponding CU
for each positron beam indicated; for further details, see
Appendix B in ref 18.
The radiation emitted in an undulator is coherent (at the

harmonics frequencies) with respect to the number of periods,
Nu, but not with respect to the emitters, since the positions of
the beam particles are not correlated. As a result, the intensity
of radiation emitted in a certain direction is proportional to
Nu

2 and the number of particles, I N Np uinc
2 (the subscript

“inc” stands for “incoherent”). In conventional undulators, Nu
is on the level of 103 to 104 (ref 824); therefore, the
enhancement due to the factor Nu

2 is large, making undulators
a powerful source of spontaneous radiation. However, the
incoherence with respect to the number of radiating particles
causes a moderate (linear) increase in the radiated energy with
the beam density.
More powerful and coherent radiation will be emitted by a

beam in which the position of the particles is modulated in the
longitudinal direction with the period equal to an integer
multiple to the radiation wavelength λ. In this case, the
electromagnetic waves emitted by different particles have
approximately the same phase. Therefore, the amplitude of the
emitted radiation is a coherent sum of the individual waves so
that the intensity becomes proportional to the number of
particles squared,825 I N Np ucoh

2 2. Thus, the increase in the
photon yield due to the beam prebunching (other terms used
are “bunching”826 or “microbunching”817) can reach orders of

Figure 29. Peak brilliance of spontaneous CU Radiation (CUR,
dashed lines) and super-radiant CUR (thick solid curves) from
diamond(110) CUs calculated for the SuperKEKB, SuperB, FACET-
II, and CEPC positron beams versus modern synchrotrons,
undulators, and XFELs. The data on the latter are taken from ref
823. Reproduced with permission from ref 18. Copyright 2020
Springer-Verlag.
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magnitude relative to radiation by a nonmodulated beam of the
same density (for more details, see refs 17 and 18). Following
ref 827, let us use the term “super-radiant” to designate the
coherent emission by a prebunched beam of particles. Methods
preparing a prebunched beam with the parameters needed to
amplify CU Radiation (CUR) are described in ref 828 and in
section 8.5 in ref 19. The parasitic effect of the beam
demodulation in a CU LS has been studied in ref 829.
Figure 29 illustrates an increase in peak brilliance due to

beam modulation. Thick curves correspond to super-radiant
CUR calculated for fully modulated positron beams (as
indicated) propagating in the channeling mode through a
diamond(110)-based CU. In the photon energy range from
10−1 to 101 MeV, the brilliance of super-radiant CU LSs
exceeds that of the spontaneous CU LS (dash-dotted curves)
emitted by the random beams by orders of magnitude (up to
eight orders in the case of CEPC). A remarkable feature is that
the super-radiant CUR brilliance can not only be much higher
than the spontaneous emission from the state-of-the-art
magnetic undulator (see the curves for the TESLA undulator)
but also be comparable with the values achievable at the XFEL
facilities (LCLC (Stanford) and TESLA SASE FEL), which
operate in a much lower photon energy range.
The results shown in Figure 29 demonstrate that the CU-

based LSs possess exceptional characteristics capable of
extending significantly the ranges of the currently operating
LS. It is also important to emphasize that other suggested
schemes for generating photons with comparable energies, e.g.,
based on the Compton backscattering of photons by the
ultrarelativistic beams of electrons, result in LS parameters that
are much less favorable as compared to those achievable for
the crystal-based γ-ray LSs (see refs 17 and 18 and references
therein).

How Can MM Address the Problem: The practical
realization of the novel γ-ray CLSs is the goal of the large
European project TECHNO-CLS.405 The experimental and
technological developments toward this goal are mainly driven
by theoretical predictions and computational model-
ing.5,6,17−19,68,98,242,399 The utilization of MBN Explorer and
MBN Studio plays a crucial role in this process because these
software packages have unique methodological and algorithmic
implementations enabling relativistic MD of charged particles
in all kinds of condensed matter systems, including oriented
crystalline structures. The relativistic MD provides atomistic
details for the propagation of ultrarelativistic particles through
condensed matter systems, including coherent effects in the
interaction of the particles with the medium, scattering
phenomena, radiation, radiation-induced damage, etc. Rela-
tivistic MD has already been discussed above in this section
and in more detail in sections 3 and 4, where references to the
original papers and recent reviews in this field have been made.
Efficient algorithms and numerical solutions of the relativistic
equations of motion of the propagating particles can provide
such a description for the macroscopically large particle
trajectories with all the necessary atomistic details. Such
simulations contain all the necessary information needed to
describe γ-ray CLSs with desired properties and find the
optimal technological solutions in their practical realization.
Thus, one can describe both the photon emission process by
propagating charged particles and study the effects of crystal
geometry in crystals (i.e., macroscopic characteristics such as
crystalline plane curvature radii, periods and amplitudes of
periodical bindings) on this process with an atomistic level of

detail. Important is that the predictions of theory and MM of
CLSs can be verified and validated in various experiments
upon exposure of oriented crystalline structures to beams of
electrons and positrons with the energies ∼1 GeV and above
(see refs 17 and 18 and references therein). Therefore, such a
MM approach possessing predictive power becomes an
efficient and validated computational tool required for driving
the science and technology of the γ-ray CLSs toward their
practical realization. This tool is only one component among
many other components assembled within the universal and
powerful software packages MBN Explorer and MBN
Studio.5,6,17,18,68,98,399

The MM approach based on relativistic MD is also
applicable in numerous research areas beyond the field of γ-
ray CLSs. Thus, the interface of relativistic MD with IDMD,
implemented in MBN Explorer and MBN Studio and
discussed in detail in section 4, provides unique possibilities
for studying the effects of radiation-induced molecular
transformations or damages in different condensed matter
systems, including biological ones, within a multiscale
approach linking the atomistic level descriptions with larger-
scale phenomena (see section 2.6). Such an analysis is required
in many applications in which condensed matter systems
(including sensitive parts of electronic devices, samples
analyzed by means of electron microscopy, and materials in
space or those utilized in reactors and biological systems) are
exposed to radiation.
Radiation-induced phenomena in most systems mentioned

above stretch across temporal and spatial scales and lead to the
large-scale phenomena discussed in section 2.6. Relativistic
MD provides a possibility to develop MM descriptions not
only for the propagating relativistic charged particles but also
for the medium in which the propagation takes place. The
possibility to link IDMD-based descriptions of the medium
dynamics with the descriptions of large-scale processes based
on the stochastic dynamics (as discussed in section 3.5.1)
opens many more possibilities for MM and its applications in
various research fields and technological advances.

Future Directions for the 5−10 Year Period: The future
developments in the γ-ray CLS research area will lead to the
practical realization of CLSs in a short-term perspective, at
least on the prototype level. This goal is expected to be
achieved within the TECHNO-CLS project within the next 2−
3 years. It should open many new directions for further
research and technological advances toward the optimization
of the already developed technologies, the development of new
technologies that should enable the operation of γ-ray CLSs in
the super-radiant regime, the exploration of possibilities of γ-
ray CLSs with more energetic electron and positron beams (up
to 100 GeV and above), the manufacture and characterization
of crystals with desired properties for γ-ray CLS applications,
and the construction of infrastructure/facilities for the
exploitation of γ-ray CLSs suitable for their end-users for
both academic and industrial communities. The utilization of
positron beams in γ-ray CLSs provides advantages in their
practical realization. Therefore, they should be preferably
developed and utilized in the future for the construction of γ-
ray CLSs.
Subangstrom-wavelength, ultrahigh-brilliance, and tunable γ-

ray CLSs will have a broad range of exciting potential cutting-
edge applications.811 These applications include exploring
elementary particles, probing nuclear structures and photo-
nuclear physics, and examining quantum processes, which rely
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heavily on γ-ray sources in the MeV to GeV range. γ-rays
induce nuclear reactions by phototransmutation. For exam-
ple,830 a long-lived isotope can be converted into a short-lived
one by irradiation with a γ-ray bremsstrahlung pulse. However,
the intensity of bremsstrahlung is orders of magnitude less than
that of CUR. Moreover, to increase the effectiveness of the
phototransmutation process, it is desirable to use photons
whose energy is in resonance with the transition energies in the
irradiated nucleus.831,832 By tuning the energy of CUR, it is
possible to induce the transmutation process in various
isotopes. This opens the possibility for a novel technology
for disposing of nuclear waste. Another possible application of
the CU-LSs concerns photoinduced nuclear fission, where a
heavy nucleus is split into two or more fragments due to the
irradiation with γ-quanta, whose energy is tuned to match the
transition energy between the nuclear states. This process can
be used in a new type of nuclear reactor, namely, the
photonuclear reactor.831,832 Phototransmutation can also be
used to produce much-needed medical isotopes. Powerful
monochromatic radiation within the MeV range can be used as
an alternative source for producing beams of MeV protons by
focusing a photon pulse onto a solid target.830 Such protons
can induce nuclear reactions in materials producing, in
particular, light isotopes that serve as positron emitters to be
used in positron emission tomography (PET). The production
of PET isotopes using CUR exploiting the (γ; n) reaction in
the region of the giant dipole resonance (typically 20−40
MeV) is an important application of CLS, since PET isotopes
are used directly for medial PET and for positron emission
particle tracking experiments.
Irradiation by hard X-ray strongly decreases the effects of

natural surface tension of water.833 The possibility to tune the
surface tension by CUR can be exploited to study the many
phenomena affected by this parameter in physics, chemistry,
and biology, such as, for example, the tendency of oil and water
to segregate.

Last but not least, a micrometer-sized narrow CLS photon
beam may be used in cancer therapy10 to improve the
precision and effectiveness of the therapy for the destruction of
tumors by collimated radiation, allowing delicate operations to
be performed in close vicinity of vital organs.
These developments will lead to the establishment of close

links and cooperation between the TECHNO-CLS consortium
and industrial companies that might be interested in these
developments. The first steps in this direction have already
been made at the recent highly successful TECHNO-CLS
workshop held in October 2023 in Ferrara, Italy, with the
participation of several leading companies representing some
of the technological areas mentioned above.
The successful realization of the TECHNO-CLS project

should be continued with the larger scale technological and
industrial developments in the field along the aforementioned
directions.

Envisaged Impact: Development of γ-ray CLSs will have
enormous potential for both scientific and social-economic
impact, providing European academic researchers and industry
with internationally leading innovation capacity and unique
possibilities for the exploration of physical, chemical, and
biological properties of condensed matter systems exposed to
γ-rays. As a result of the TECHNO-CLS project, the European
Community will gain a core group of specialists who will
pioneer the development of this novel and highly important
field of research and technology with a wide range of
applications. The radically new technology realized within
TECHNO-CLS will ensure European R&D is the first to
create novel γ-ray CLSs operating over a broad range of
radiation wavelengths inaccessible by means of magnet-based
synchrotrons and undulators. This will provide the European
industry with the (once in a lifetime) opportunity to pioneer a
new technology with all the commercial advantages such
leadership provides. To quantify the scale of the impact within
Europe and worldwide that the development of radically novel

Figure 30. Overview of approximate length and time scales of the most common methods for the simulation of plasma−surface interactions. The
abbreviations stand for particle-in-cell simulations with Monte Carlo collisions (PIC-MCC), kinetic Monte Carlo (KMC), and direct-simulation
Monte Carlo (DSMC). Adapted with permission from ref 834. Copyright 2021 AIP Publishing. Adapted with permission from ref 835. Copyright
2019 Springer.
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γ-ray CLSs might have, let us draw historical parallels with
synchrotrons, optical lasers, and FELs. In each of these
technologies, there was a time lag between the formulation of a
pioneering idea, its practical realization, and follow-up
industrial exploitation. However, each of these inventions has
subsequently launched multibillion dollar industries. γ-ray
CLSs have the potential to become the new synchrotrons and
lasers of the mid to late 21st century, stimulating many
applications in basic sciences, technology and medicine and
opening a myriad of markets with their inherent employment
opportunities and wealth creation.
6.18. Application of Plasma-Driven Processes

The Problem: Condensed matter systems in contact with
plasma exhibit complex phenomena due to irradiation by
photons, electrons, ions, and other particles from the plasma.
These phenomena range from atomic-level physical and
chemical interactions to macroscopic material responses. The
multiscale nature of these processes has been appreciated for
decades. However, the development of multiscale models
poses challenges to the theoretical understanding of underlying
processes and computational capabilities. The classical
approach is often used to collect basic data on specific
submodels (e.g., sputtering yield and collision cross sections)
through experiment or simulation, then the results as constants
or functional data sets are used as input for a larger-scale
model.
Yet, multiscale models have been developed in different

plasma physics and technology areas. Recent reviews
summarize the progress and various approaches.834−841 Figure
30 presents an overview of the approximate length and time
scales of the most common methods for the simulation of
plasma−surface interactions (see also Figure 4 in section 2).
Atomistic simulations typically target quantum effects and
individual particle−surface reactions. These simulations
include DFT (section 3.1.2), TDDFT (section 3.1.3), non-
equilibrium Green’s functions, classical MD (section 3.3.1),
Born−Oppenheimer MD (section 3.3.4), the quantum
Boltzmann equation, and the binary-collision approxima-
tion.834,835,837,842−844 The limitations regarding the system
sizes and simulation times achievable in classical MD have
been indicated in Figure 4 and described in section 3.3.1.
Mesoscale models, such as kinetic Monte Carlo (KMC), use
faster coarse-grained descriptions to overcome the computa-
tionally expensive atom-based simulations.835,845 Finally, the
macroscale models like fluid models based on computational
fluid dynamics, direct-simulation Monte Carlo, or particle-in-
cell simulations with Monte Carlo collisions abandon the fine
details for a continuum representation of the entire
system.835,838,841,846−851 Hybrid models combine macroscopic
fluid and kinetic approaches on a similar spatial scale using
various time scales.852−854

The utilized models also vary in the nature of plasma and
surface interactions. For example, thermal plasma applications
(e.g., arc welding, plasma cutting, arcs in circuit breakers, etc.)
mostly use computational fluid dynamics tools, including data
obtained from Boltzmann equation solvers and chemical
kinetics models. The approaches are based on either local
thermal equilibrium or in some cases non-equilibrium
approaches.847,848,850

Atmospheric discharges, ranging from streamers to partial
corona, breakdown, and dielectric barrier discharge, as well as
lightning in the atmosphere, are important but rather complex

and challenging phenomena.836,840,855 Here, especially chal-
lenging multiscale problems are related to plasmas that shrink
to filaments and exhibit large electric fields and density
gradients of charged particles at the head (streamers, leaders,
and sprites).855−857 Surface flashover discharges on solid
insulators are prone to branching and are sometimes described
using fractal theory.
Plasma shrinking to narrow space is also typical for cathodic

and anodic spots of an arc. The constriction to a cathodic spot
and switching to an arc has been a challenge in glow discharge-
type plasmas, especially in magnetron sputtering and high-
power impulse magnetron sputtering. This imposes challenges
on power generators for these processes. However, other types
of effects858−862 and plasma instabilities in high-power impulse
magnetron sputtering have also been studied in recent
years,859−861 presenting challenges in building multiscale
models.
Plasmas with cathodic spots are directly used in vacuum

(vacuum interrupters and vacuum circuit breakers) and at low
pressures (cathodic arc evaporation860,863) and are also
important in the arcs at atmospheric and higher pres-
sure.847,849,850

The cathode spot has extremely high current and plasma
density, with fractal features in time and space, resulting in
high charge states of metal ions even at low discharge voltages.
Quantum phenomena play a significant role there.863 There
were multiple studies of cathode spots during the second half
of the 20th century, both experimental and theoretical.
However, this is one of the challenging topics for novel
multiscale models with current computing and atomistic
simulation capabilities.
Other issues related to arc plasma concern the plasma−wall

interactions. The flux of ablated wall material (metal, plastic,
etc.) alters the arc column and its chemistry, temperature, and
fluid and radiation properties, which in turn affects the heat
transfer to the walls.847,850 Proper modeling of the arc−wall
interaction is another challenge for the MM.

How Can MM Address the Problem: Recent review and
roadmap papers835,837−840,864−866 underlined the importance
of MM combining plasma diagnostics, theory, modeling, and
simulations of plasma−surface interactions with data-driven
approaches.271,407,576,866−869 MM can work hand in hand with
the data-driven approaches that vary from using data sets from
libraries (see also section 7) to collecting and combining
experimental data and the generation of data by modeling and
ML. In this section, we will focus more on these data-driven
approaches based on ML.
If the MM needs input data like energy and angular

distributions of sputtered particles for a wide range of incident
angles and energies, various approaches can be consid-
ered.834,870 An example of using ML with artificial neural
networks for this goal is given in ref 870. The paper deals with
modeling the energy and angular distributions of reflected and
sputtered particles for Ar+ projectiles bombarding a Ti−Al
composite. Interestingly, the artificial neural network trained
with reference distributions obtained by TRIDYN simulations
using a limited sample of 104 projectiles was shown to reliably
generalize: the predictions of energy and angular distributions
also represented large, smooth sample data obtained using 106
projectiles with good accuracy.870

An illustration of the suggested setup for a data-driven
approach866 for process optimization is depicted in Figure 31.
The approach is based on theoretical knowledge ranging from
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surface interaction in the features up to the bulk plasma and is
also supported by computation at all scales. Together with
experimental data, a virtual experiment is created with the
support of ML or AI. Coupling MM with experimental
techniques such as in situ microscopy, spectroscopy, and
diffraction enables model validation, parametrization, and
optimization of the process.
Many papers appeared recently dealing with ML that

includes equations of physics, referred to as physics-informed
ML or physics-informed neural networks (PINNs).871−875

This development has also been reflected in plasma physics
and plasma−surface interactions.866,876−878 The models have
been used to solve the Boltzmann equation,866,878 for radiative
transfer, for heat transfer with the Stefan problem,879 for the
Poison equation with gas and a solid insulator,880 and for arc
plasma.881

According to Karniadakis et al.,872 there are three basic
approaches to introducing physics into ML, namely,
observational, inductive, and learning biases. The observational
biases rely on large amounts of data used during the training
phase of the ML model. These observational data should
reflect the physics to be modeled. The inductive biases
represent prior assumptions incorporated by direct interven-
tions to an ML model architecture. They should guarantee the
satisfaction of given physical laws, typically the conservation
laws. The learning biases are introduced, e.g., by choice of loss
functions that softly modulate the training phase of an ML
model to converge toward solutions that satisfy the laws
underlying physics, such as the ordinary or partial differential
equations.
Kawaguchi et al.866,878 explored the evaluation of an

anisotropic electron velocity distribution function in SF6
using PINNs. They used PINNs (depth NL = 4 and width
NU = 100) with 41 700 parameters. The storage needed for
calculation using the direct numerical solution was 3D arrays

with the size 10000 × 45 × 720. Other reports of
implementing PINNs to plasma−related modeling are
approaches to solving the Poisson equation.875 One motivation
for this is that PINNs methods are, in principle, gridless: any
point in the domain can be taken as input, and mesh definition
is not required. Moreover, the trained PINNs model can be
used for predicting the simulation values on different
resolutions without retraining. Therefore, the computational
cost in this case does not scale favorably with the number of
grid points like many traditional computational methods.
These examples highlight the potential of ML, especially using
PINNs for MM.

Future Directions for the 5−10 Year Period: The
implementation and further development of multiscale
methods can help advance the integration of different length
and time scales to simulate the propagation plasmas like
streamers. Similarly, it will be possible to model radiation-
induced effects at solid surfaces by integrating models at
different length scales from the atomic scale to the mesoscale
and continuum.

Envisaged Impact: The utilization of data-driven methods,
including data mining and ML, is expected to expand,
especially the PINNs embedding physical constraints in data
analysis. However, these techniques must first prove their
effective power in single-scale problems. The envisaged power
is either increased computing power after the model has been
trained or better memory usage, especially in multidimensional
problems. The ability of PINNs to solve constrained
optimizations and inverse problems has already been shown.874

Another challenge lies in embedding the approach using
PINNs in multiscale models. PINNs may fail in problems of a
highly multiscale nature with large local gradients.874 There-
fore, these methods may be first applied in submodels that
solve similar tasks often. Data obtained in these solutions by
standard methods like finite elements could be used for
training the neural networks, and then the prediction using
PINNs can take over the rest of the calculation.
A limited list of the wide variety of multiscale problems

encountered in plasma in contact with solid surfaces reviewed
in this section indicates that the approaches will be highly
diverse. Various levels of implementation of multiscale
modeling and virtual experiments will improve predictive
capabilities for material response under irradiation and
especially accelerated development of new processes, nano-
structures, and materials.

7. DATABASES FOR MULTISCALE MODELING
Major inputs in all of the multiscale models discussed in this
roadmap paper are the data sets used to describe the nanoscale
process. These include atomic and molecular data defining
scattering cross sections, photoabsorption and dissociation
(which drive much of the local chemistry), chemical reaction
rates, diffusion coefficients, absorption, and desorption times/
probabilities (e.g., the LXCat database).882 Such data are often
distributed across many reviews and papers such that the data
used is often selected by each modeling team and hence
subject to personal choice (and thus bias).
The outputs of the MM may be strongly dependent upon

the selected data inputs, and it will often be difficult to
compare the underlying physics and chemistry in the different
multiscale models when the input data is so varied.
Accordingly, in recent years, there has been a major effort to
create databases where data are assembled and recommended

Figure 31. Finding optimal process conditions using coordination
between theory, computational methods, and experimental data with
the aid of virtual experiments employing artificial intelligence.
Reproduced from ref 866 published under an open access Creative
Common CC BY license.
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data sets are provided to allow cross-comparison of multiscale
models. This is particularly true in the atmospheric community
where the HITRAN database is used as a standard.
HITRAN883 is a compilation of spectroscopic parameters
used by various computer codes to simulate the transmission
and emission of light in the atmosphere and derive radiative
forcing of aeronomic molecules.884 HITRAN provides a self-
consistent set of parameters (a mixture of calculated and
experimental ones) that are widely adopted by the atmospheric
community. Similarly, the fusion community, through IAEA,
has developed the ALADDIN database,885 providing numerical
atomic, molecular and plasma-material interaction data of
interest to fusion research. The data on ALADDIN are divided
into (i) atomic and molecular data and (ii) particle−surface
interactions. They are compiled mainly from commissioned
IAEA data series, Atomic and Plasma-Material Interaction Data
for Fusion.
Knowledge of nascent atomic and molecular data is

fundamental to understanding and monitoring many plasmas.
Therefore, the plasma industry has been particularly active in
developing databases886−890 to support models and simula-
tions, for example, to design the next generation of
semiconductor chip manufacturing systems, with the simu-
lations being described as “virtual factories”. A comprehensive
list of databases providing atomic and molecular data can be
found in ref 891.
Most of our understanding of the universe is through

observational astronomy. Therefore, that community has
invested heavily in data compilation to interpret the huge
sets of observational data being generated by the space
telescopes. These include the Virtual Atomic and Molecular
Data Centre (VAMDC),434,435 which provides access to 39
databases, and the Virtual European Solar and Planetary
Access (VESPA) platform436 with access to 50 data sets. Both
VAMDC and VESPA provide single-point portal access to a
wide range of data sets primarily used for the interpretation of
astronomical observations (identification of spectral lines) but
also provide data necessary to model planetary atmospheres
and star and planet formation in the ISM. The growing study
of exoplanets and the search for biosignatures requires
enormous data sets from the infrared spectroscopy of
atmospheric molecules, which can only be generated by
theory. These are then compiled in databases, such as the
ExoMol database892 of molecular line lists, which can be used
for spectral characterization and as input to atmospheric
models of exoplanets, brown dwarfs, and cool stars, as well as
other models, including those for combustion and sunspots.
The RADAM portal893,894 provides access to a network of

RADAM (radiation damage) databases containing data on
interactions of photons, electrons, positrons, and ions with
biomolecular systems, as well as on radiobiological effects and
related phenomena occurring at different spatial, temporal, and
energy scales in irradiated targets during and after the
irradiation.
Some databases may be more specific; for example, the

ChannelingDB portal895 is an interface to a database for
collecting data on channeling and related phenomena. It
provides data on beam deflection angles, channeling radiation,
and characteristic channeling lengths of different projectiles in
various crystalline media.

Limitations and Challenges: While there is a high demand
for databases, the compilation of data sets and support for
establishing and maintaining such databases remains poor, with

few funding opportunities. Thus, databases are often developed
by small groups or even individuals. Many databases become
obsolete as they are not updated with the latest results, and the
supporting platform may become more challenging to integrate
into new MM codes.
In order to meet this data need, some commercial software

packages such as Quantemol896 and semiempirical methods897

have been developed that may allow “users” to derive their
own data sets. However, without a good knowledge of the
underlying physics, there is a risk of producing erroneous data,
which may percolate through the research community. Thus,
there is a need for “database management” with recommen-
dations for “approved” data and even “policing” of data.
Most recently, with the growth in ML and AI, there have

been attempts to derive new data,868,869 but, to date, these
attempts have been only partially successful and require further
evaluation before being widely adopted.
When inputting data into any multiscale model, it is essential

to quantify any uncertainties in such values. While
experimental data are standardly presented with uncertainties,
this has only recently been the case for theoretically derived
data.898,899 Such uncertainties are an important part of any
sensitivity analysis of a multiscale model (see above) and may
identify crucial parameters and data that need to be refined and
quantified, providing inspiration for new experiments and
calculations.
A key role in developing databases is to provide

“recommended data sets”, which should be self-consistent.
For example, in defining a set of electron scattering cross
sections (total, elastic, momentum transfer, excitation, and
ionization), the summation of the individual cross sections
should be consistent with the recommended total cross
section. Similarly, sums of individual photoabsorption cross
sections of atmospheric species should be consistent with a
total atmospheric opacity. Reviewing data and selecting
recommended data sets is challenging and requires a detailed
understanding of the field, the methods used to produce such
data, and often personal knowledge of the limitations and
approximations used. Thus, the emphasis for such data
compilation and recommendations must be placed on the
research community itself, even if financial support is often
lacking.

8. EXPECTED BREAKTHROUGH
This paper has highlighted the advances made in the last ca. 15
years in the field of MM of condensed matter systems exposed
to radiation and how the MM approach may address
fundamental scientific and technological challenges. While
there are many disparate systems (as illustrated by the 18 case
studies presented in section 6), the fundamental phenomena,
such as the quantum processes initiated by the incident
radiation and the propagation of radiation-induced damage, are
common and can be understood based on the same
fundamental theoretical principles and computational ap-
proaches (see sections 2 and 3). Thus, studying such processes
requires a multiscale approach that incorporates different
disciplines, such as physics, chemistry, biology, materials
science, nanoscience, and biomedical research, allowing the
interlinks between them to be accommodated in a single
embracing model.
Computational MM methodologies, such as those espoused

by MBN Explorer,68 have provided a new and powerful tool
for exploring many complex systems,5,6 including irradiated
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condensed matter systems, through coupling five stages that
define the processes and phenomena occurring over time scales
from attoseconds to seconds and spatial scales from Angstroms
to centimeters (see Figure 4).
The potential of MM in the study of various irradiated

condensed matter systems has been demonstrated through
case studies discussed in section 1 and section 6. The
applicability of the MM approach to many other scientific and
technological challenges is apparent. The implementation of
MM is therefore expected to have a significant impact in the
future decades, with MM being adopted by the broad research
community as a critical tool.
Looking forward into the next decade, we foresee the full

potential of MM to be realized. As discussed in sections 3.5.2
and 4.5, macroscopic theories describe the characteristics of
molecular and condensed matter systems in the large scale
limit of MM. For many systems, establishing a complete MM-
based theory for condensed matter systems exposed to
radiation, which goes across all the spatiotemporal scales
depicted in Figure 4 and links nano- and microscopic effects of
radiation with macroscopic observables and large-scale
phenomena, is a significant scientific challenge. It is a topic
of intensive current investigations in many different areas of
research discussed throughout this paper. Therefore, establish-
ing such inclusive MM theories for each class of systems and
processes will lead to a breakthrough in our fundamental
understanding of multiscale radiation-driven phenomena
occurring in such systems and the exploitation of this
understanding in technological applications. Particular exam-
ples discussed throughout this paper include
(i) optimization of the existing treatment planning tools and
protocols for radiotherapies (see sections 6.11);

(ii) degradation of materials upon irradiation (as illustrated
in section 6.3);

(iii) nanotechnologies, such as the sustainability of function-
ality of nanosystems and nanodevices exposed to
irradiation, e.g., in connection to 3D nanofabrication
(section 6.14), plasmon-induced NP catalysts (section
6.12), or NP radiosensitization (section 6.10);

(iv) the development of novel crystal-based light sources of
intensive γ-rays (section 6.17), which is driven by the
theoretical and computational modeling and, in
particular, by the MM approach;

(v) technological applications of plasma-driven processes
(section 6.18).

As demonstrated through case studies presented in this
paper, the MM approach has also enabled the discovery and
interpretation of new phenomena occurring in complex
systems exposed to radiation, such as the formation of
nanoscale shock waves induced by heavy ions passing through
a biological medium and their role in the thermomechanical
mechanism of ion-induced biological damage (sections 1.8 and
6.7), magnetoreception phenomena driven by quantum
processes occurring in biological systems (section 6.1), and
nanoscopic mechanisms behind the NP radiosensitization
(section 6.10).
Moreover, the MM approach is also powerful in exploring

systems that cannot be studied directly by experiments. For
example, as discussed in section 6.16, the time scales and
physical conditions in which chemistry occurs in the regions of
the ISM may not have a terrestrial analogue and cannot be
genuinely replicated within the laboratory. By computationally

exploring the inherently slow dynamical and irradiation-driven
processes in space, MM may provide a unique digital twin of
ISM molecular dynamics predicting the ISM ice morphologies
that will influence star and planet formation.
The ultimate goal for the further development of the area of

MM-based research covered by this roadmap is to ensure the
adoption of the general MM methodology (see section 2 and
Figure 4) in diverse scientific areas, e.g., radiation damage and
protection research (sections 2−6), materials design (sections
6.14), radiobiology (sections 6.9), astrochemistry (section
6.16), quantum biology (section 6.1), processes involving
plasmas (section 6.18), etc., and the application of MM to a
large number of case studies discussed throughout this paper.
Within the next 5−10 years, the MM approach should then
become a general methodology with massive utilization. This
goal can be achieved by broadening the interfaces between the
different stages of the multiscale scenario of the radiation-
induced processes in condensed matter systems and related
phenomena (see sections 2 and 4 and the discussion below in
this section).
MM of condensed matter systems exposed to radiation is

achieved through interlinking different theoretical and
computational methods for studying different stages of the
multiscale scenario of radiation-induced processes (see
sections 2 and 4). Further elaboration of the interlinks
(through the development of novel computational algorithms)
and their broader application to other systems and fields of
research (including those represented by the case studies in
section 6) will allow an increase in the number of physical and
chemical systems and radiation-induced processes therein that
could be explored using MM. This will open many new
possibilities for developing this whole field of research.
MM combining different theoretical and computational

methods (section 3) involves the transfer of large amounts of
data generated by one group of computer programs to another
group of programs where these data are usually used as input.
Particular examples include the interlinks between the
quantum chemistry and MD programs or between the MC-
based particle transport codes and MD software, as described
in section 4. For most interlinks discussed in section 4, there
are no established standards for data transfer between the
different classes of computer programs. The formulation of
such standards and their utilization by the research community
in the field of MM of condensed matter systems exposed to
radiation will inevitably lead to a breakthrough in computa-
tional MM methodologies, as it will enable more efficient use
of different computer programs and tools.
The practical realization of the MM approach can be

facilitated through the development of specialized computa-
tional instruments enabling the efficient interlinking between
particular computer programs (or groups of programs) for
studying radiation-induced processes and phenomena at
different spatiotemporal scales of the multiscale diagram
shown in Figure 4. One of such examples is the VIKING
web-interface,306 which was introduced and discussed in
section 4.
As the amount of data generated at�and required for�

different stages of MM could be huge, it is essential to set up
and maintain dedicated databases (see section 7), which store
the key input parameters for multiscale models of a specific
class of systems and physical and chemical processes. The use
of specialized multitask MM toolkits, such as MBN Studio399

or VIKING,306 and their ability to retrieve the necessary
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information from different atomic and molecular physics and
chemistry databases (see section 7) can secure further
advances in MM by enhancing the level of automatization of
multistep MM simulation procedures.
Further advancement of computational algorithms for high-

performance computing (HPC) on HPC clusters, including
computations using graphics processing units (GPUs), will
open new, more efficient paths toward MM-based exploration
of a larger number of scientific problems inaccessible with the
conventional CPU-based computational technology. Cloud
computing technology will enable more widespread utilization
of MM through dedicated online services supporting the various
theoretical and computational methods described in section 3
and the corresponding interlinks (section 4).
Many theoretical breakthroughs in the understanding of

radiation-driven phenomena in different condensed matter
systems are expected to occur through the formulation and
further development of SD models,16 which permit the
exploration of novel and challenging physical, chemical, and
biological phenomena taking place in many different complex
systems and involving a broad range of spatial and temporal
scales (see Figure 4 and section 3.5.1).
Finally, theoretical and computational breakthroughs are

expected within the next 5−10 years with further technical
development of computational MM tools, such as MBN
Explorer68 and MBN Studio,399 and their application in various
technological areas (e.g., biobased, nanobased, material-based,
and plasma technologies). In particular, such technical
developments will aim to create new (or further elaborate
the existing) modules dedicated to specific application areas of
the software.
ML approaches have recently garnered significant attention

across various scientific disciplines, offering promising avenues
for advancing research in complex systems such as condensed
matter under radiation exposure.900−909 One of the advantages
of ML lies in its ability to extract patterns and insights from
large data sets, facilitating the discovery of novel correlations
and predictive models that may not be readily discernible
through traditional analytical methods. In studying condensed
matter systems exposed to radiation, ML algorithms could
offer valuable tools for identifying subtle trends in experimental
data, elucidating underlying mechanisms of radiation-induced
phenomena, and predicting material responses under different
irradiation conditions.900,910

Furthermore, ML techniques can potentially enhance
computational efficiency and accuracy in modeling complex
systems. By leveraging algorithms such as neural networks and
support vector machines,911 researchers can streamline the
process of analyzing vast amounts of data, leading to more
robust and scalable simulations of radiation−matter inter-
actions. This computational advantage is particularly valuable
in tackling the multiscale nature of radiation effects, where
traditional simulation methods may need help to capture the
intricacies of phenomena occurring across different spatial and
temporal scales.
However, it is essential to recognize that adopting ML

approaches in the study of condensed matter radiation effects
is still nascent, and several challenges and limitations persist.
One notable concern is the interpretability of ML models, as
complex algorithms may obscure the underlying physics or
chemistry governing radiation-induced processes. Additionally,
the quality and quantity of available data in this field may need
to be improved to implement ML techniques effectively.

Unlike certain domains with extensive data sets, such as image
recognition or natural language processing, condensed-matter
radiation research often grapples with limited experimental
data and heterogeneous data sets, posing challenges for
training accurate and generalizable models.
Moreover, developing ML approaches explicitly tailored to

the unique characteristics of condensed matter radiation
research requires careful consideration and domain expertise.
Researchers must navigate issues such as data preprocessing,
feature selection, and model validation within the context of
radiation−matter interactions, which may differ substantially
from other application domains of ML.
In summary, while ML holds great promise for advancing

our understanding of condensed matter systems under
radiation exposure, its integration into this field requires
careful evaluation of its advantages and limitations. Future
research efforts should address the specific challenges posed by
radiation−matter interactions and develop tailored ML
methodologies to effectively leverage the available data and
advance scientific knowledge in this critical area.
The aforementioned theoretical and computational advances

will be necessarily accompanied by experimental develop-
ments, which will proceed in parallel and will be closely
interconnected with each other. Indeed, the development of
MM has motivated and been influenced by experimental
studies, as discussed in section 5.2. The ongoing challenging
experimental work in different scientific disciplines�physics,
chemistry, biology, material science, and space research�has
been presented in section 6. These examples highlight
similarities of multiscale phenomena that occur in very
different systems and involve very similar spatial and temporal
scales. A significant part of this experimental work was
centered around quantifying the predicted multiscale phenom-
ena or providing the necessary experimental evidence to
validate multiscale models.
In the next 5 to 10 years, many of the new concepts and

methodologies outlined in this Review are expected to come to
fruition and offer new analytical tools that may be used to
validate MMs and provide new data suitable for MM.
However, as described in section 5, existing experimental
methods for studying different multiscale phenomena occur-
ring in condensed matter systems exposed to radiation have
certain limitations. Going beyond these limits will be a
breakthrough in exploring the new dynamical regimes of
condensed matter systems, achieving new spatial and temporal
scales, and studying new types of condensed matter systems.
Particular examples include, e.g., the development of new
analytical methodologies, such as next-generation mass
spectrometry, spectroscopy, and microscopy techniques for
structural and chemical analysis and radiation-induced
phenomena in biological systems, clusters and NPs, nano-
systems, and materials (see section 5.2). This includes the
advancement of experimental techniques for producing
complex (bio)molecular systems with a specific conformational
state (section 6.2), molecular clusters of well-defined size in a
given thermodynamic state (section 6.5), and liquid jets and
surfaces.
Absolute cross sections and rate constants of various

radiation-induced quantum processes play a key role in the
fundamental understanding of the radiation phenomena in
condensed matter systems. Their calculation and measurement
in different environments are highly important for the field.
Advances in this direction could be expected from the
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measurements of such quantities in the collision of particles,
including photons, with well-defined and controlled systems,
such as atomic and molecular clusters (section 6.5), NPs
(section 6.10), complex (bio)molecules (section 6.2), DNA
origami targets (section 6.3), etc., being in the gas phase or on
a surface.
Differences in cross sections in the gas and the condensed

matter phases can be understood, for instance, because the
excitation energy and propagation of electronic states are very
different in these phases. However, the electronic state
excitation and ionization energies in a liquid or on a liquid
surface are largely unknown, and the ability of Rydberg states
to be sustained in liquid media is not obvious.
Another obstacle concerns substantial challenges for the

existing experimental techniques to detect neutral fragments
produced in collision processes involving the aforementioned
molecular and condensed matter systems. Advances in the
detection and analysis of neutral and reactive species will
undoubtedly provide new insights to the physical and chemical
processes discussed in this roadmap.
The overview of the experimental techniques in section 5

elucidates that there are ranges of temporal and spatial scales at
which experimental measurements of the structure and
dynamics of irradiated condensed matter systems are currently
not feasible. For example, direct measurements of the
radiation-induced phenomena in condensed matter systems
on the temporal scales from femtoseconds to hundreds of
picoseconds are problematic with the available experimental
techniques. Typically, such processes involve spatial scales up
to tens of nanometers.
In such cases, the MM techniques described in sections 3

and 4 provide unique opportunities for predicting and
quantifying the radiation-induced phenomena. Examples of
such phenomena include ion-induced shock waves generated
in the vicinity of the Bragg peak due to the deposition of large
amounts of energy into the medium in the vicinity of the ion
tracks (see sections 1.8 and 6.7) or the atomistic character-
ization of the complex structure and physicochemical proper-
ties of radiosensitizing NPs (section 6.10).
The number of novel radiation-induced phenomena in the

entire field presented by this roadmap that can be observed
through the development of the existing and novel
experimental techniques is very large. Let us mention several
examples of such ongoing work.

(i) Atomic and molecular clusters have been used to study
single-particle and collective irradiation-driven phenom-
ena. These systems enable elucidation of the role of the
environment in the elementary quantum processes
involved, the emergence of the collective response of
the system upon its irradiation, and the evolution of the
system properties from atomic toward bulk.

(ii) Experimental studies are being conducted for isolated
aerosols, liquid droplets, and liquid jets480−482,912 using
acoustic913,914 and optical levitation915 systems. Within
the condensed-matter field, the liquid phase remains the
least studied, and the transition of physical and chemical
properties across the phases requires characterization.
The development of new experimental systems to create
liquid jets, in which one or more species may be present
and can be probed by the spectroscopic methods
described in sections 5.2 and 5.2.1, is expected to
open a new era in the study of molecules in the liquid

state, including probing electron and ion collisions in
this phase.481,482,916

(iii) New experimental methods for studying time-resolved
radiation chemistry, discussed in section 5.2.3, are being
developed to validate nonequilibrium chemistry and
molecular transformations (see stage 3 in Figure 4).
Through such techniques, the spectroscopy, chemical
reactivity, and the role of transient species in many
irradiation processes may be quantified and MM models
validated.

(iv) A large area of research concerns studies of various
processes in biological systems under irradiation
conditions. These studies are conducted with both
animate and inanimate biological systems. The popular
inanimate biological systems include DNA origami
(section 6.3), plasmid DNA (section 6.2), proteins,
lipid bilayers, etc. Animate biological systems vary from
a single living cell (section 6.9) to a whole organism
(section 6.11).

The inanimate biological systems can be utilized for
experimental measurements of the key processes that may
take place in animate biological systems affecting the large-
scale phenomena therein (see Figure 4 and sections 2 and 3.5).
An example of such processes could be the formation of
complex DNA damage in DNA origami or plasmid DNA
systems and the impact of such events on the survival cells and
larger biological systems upon their irradiation.11,87,93 Other
examples may concern studies of the mechanisms of NP
radiosensitization in biological systems (section 6.10),
dynamics of proteins, transport properties of cell membranes,
etc.
Finally, the research area covered by this roadmap could be

extended further in its scope. Thus, the large-scale
thermomechanical properties of materials, conductivity, fluid-
ity, and other classical phenomena in condensed matter
systems exposed to radiation could be studied using relevant
experimental and theoretical methods. It is also interesting to
study the large-scale quantum phenomena (superconductivity,
superfluidity, and magnetism) in condensed matter systems in
the presence of radiation. These and many other possible
extensions of the presented studies will be conducted within
the next decade.

9. CONCLUSIONS AND OUTLOOK
In conclusion to this roadmap, let us emphasize that the
multiscale methodology and its applications have developed
rapidly over the past decade, providing new opportunities for
many disciplines to advance their understanding of the
fundamental processes and their applications. Studies of
multiscale phenomena in condensed matter systems exposed
to radiation are now widely recognized as a rapidly emerging
interdisciplinary research area. To profile and highlight these
achievements, the international community has worked
together to produce this detailed roadmap summarizing
progress to date and outlining the potential for ground-
breaking fundamental research, related innovation break-
throughs, and economic and societal impacts for the next
decade should MM, its experimental verification, and its links
to technological applications be fully developed.
The roadmap is addressed to (i) the scientific community

studying the behavior of condensed matter systems exposed to
radiation, (ii) young researchers willing to advance their
careers in the areas of modern interdisciplinary research, (iii)
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stakeholders such as funding agencies (including the European
Commission who are already supporting several projects in this
area and looking for the consolidation of research efforts of
different but relevant groups or even research communities),
and (iv) the broader public. Therefore, the style and content of
the paper in different sections differ by being adapted to these
diverse “audiences” of potential readers.
This Review has discussed the state-of-the-art method-

ologies applicable to describing the behavior of irradiated
condensed matter systems at different spatial and temporal
scales (section 3) and their interlinks (section 4) to form a
harmonized universal multiscale approach. Experimental
techniques utilized in the field for measuring multiscale
phenomena, providing the key input parameters of the
multiscale models and their validation (section 5.2), have
also been reviewed, with an emphasis on the existing
challenges and potential breakthroughs as well as their links
to the novel and emerging technologies (section 8).
The Review presents a collection of 18 case studies, each can

be seen as a possible direction for further development within
the research area covered by this roadmap. There are many
more case studies in the area, some of which have been
mentioned but not presented. It is obvious that even more case
studies will emerge in the area within the next 10−15 years.
Important is that most of them, if not all, have many
similarities and common features. They can be understood on
the basis of the methodologies reviewed in section 3, and all
contribute to the fundamental understanding of condensed
matter systems exposed to radiation through the multiscale
approach (see Figure 4 and related discussion in section 2) and
explore this knowledge in different technological applications
or medicine.
The Review provides a roadmap for the development of the

field for the next decade in terms of the fundamental tasks,
computational methods and their practical realization in MM,
MM validation, experimental methods, and technological and
medical applications. The further development of the already
identified applications in presented research area is coupled
with enormous marketplace dealing with the large number of
new products, services and technologies.
A fundamental understanding of radiation-induced multi-

scale processes and phenomena in condensed matter systems
can facilitate technological advances in many different areas,
including space research (e.g., the design and characterization
of space-borne materials, and radiation protection), renewable
energy (e.g., capacitors, batteries, photovoltaics, solar panels,
and novel catalysis for green technologies), radiotherapy
applications, nanomedicine, crystal-based light sources, fab-
rication of nanodevices (e.g., 3D nanoprinting and (nano)-
sensors), fabrication of new materials with tailored properties
(including biomaterials, membranes, and radiosensitizing
NPs), plasma-driven technologies, and others. Each techno-
logical advance is necessarily linked to a specific multiscale
scenario (see Figure 4 and sections 1 and 2) because
applications operate at the macroscale, but the fundamental
physical and chemical processes behind them often occur on
the molecular, atomistic or nanoscopic scales, as discussed in
detail in sections 1 and 6.
Several examples of technological advances envisaged

through the exploitation of the MM approach have been
discussed in greater detail in this roadmap. Below, we highlight
some of them in the context of future developments.

(i) The exploitation of the full potential of FEBID 3D-
nanofabrication for the vast diversity of materials and
their desired properties requires significant advances in a
molecular-level understanding of the IDC in the FEBID
process13,14,53,54 (see sections 1.7 and 6.14). Such
knowledge is essential for transferring initial 3D designs
into the fabrication of real nanoarchitectures with
desired properties (section 6.15). An understanding of
IDC will provide a deeper understanding of the
relationship between deposition and irradiation param-
eters and their impact on the physical characteristics of
fabricated nanostructures (e.g., size, shape, purity,
crystallinity, etc.), which is an essential step toward
commercial exploitation of FEBID 3D-nanofabrication.

(ii) Another new technology that has only become possible
through the development of MM is the prospect of
creating novel crystal-based sources of intensive γ-ray
radiation17,18 through exposing oriented crystals to the
collimated beams of ultrarelativistic electrons and
positrons. The design of such light sources similar to
the UV and X-ray sources delivered by synchrotrons and
free electron lasers but operating at much higher photon
energies with comparable intensities (see section 6.17)
opens the possibilities for new imaging techniques for
nanostructures while establishing new technologies,
including the role of intensive γ-rays in biomedical
applications, unique solutions for the nuclear waste
problem, and many more.17,18,405

(iii) Through MM, the next generation of radiation treat-
ment protocols can be developed to bring the full
benefits of hadron therapies to the clinic. Developing a
complete MM-based model of radiation-induced bio-
logical damage and related phenomena10,11,79,80,87 may
create the next generation of models for radiotherapy
treatment planning based on nanoscale dosimetry rather
than the macroscopic-scale dosimetry used today (see
section 1.8 and sectionss 6.7−6.11). Similarly, new
multiscale models of radiation-induced processes under
space conditions, where low-flux, long-time-scale irradi-
ation induces chemical and physical changes in materials
and affects human health on long space journeys, may be
developed.

(iv) Current macrodosimetry significantly underestimates the
radiosensitizing effects of metallic NPs under X-ray and
particle-beam irradiation.692 Hence, there is a need for a
new theoretical background to determine the biophys-
ical-chemical mechanisms involved in radiation−NP
interactions10,917 (section 6.10). MM methods combin-
ing nanoscale descriptions of radiation-driven molecular
modifications/phenomena with larger-scale radiobiolog-
ical effects are therefore central to developing such “next
generation” radiotherapy treatments.

It is important to stress that MM enables the analysis of
multidimensional parameter spaces relevant to the aforemen-
tioned and other technologically relevant case studies and the
discover of the optimal parameters more efficiently than could
be achieved through experiments. Indeed, in many case studies
presented in this roadmap, a systematic exploration of each of
the parameters involved on the molecular/nanoscopic scale is a
formidable and costly experimental task. However, it can be
addressed using the MM approach, thus lowering the cost of
such studies and facilitating technological advances. The
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demonstration of the full potential of RMD, IDMD, and SD
methodologies for MM of complex condensed matter systems
coupled to radiation, their dynamics, and IDC will open
pathways toward broad exploitation of these methodologies by
both academic and industrial communities (e.g., plasma
research, radiation research, software development, etc.).
The community that can benefit from the broad utilization

of the MM approach to achieve technological advances is
extensive and comprises numerous interdisciplinary and
intersectoral stakeholders (see section 6). It is, therefore, of
great importance to create a community building international
platform to coordinate joint efforts toward a multiscale
understanding of the fundamental processes arising due to
the interaction of radiation with matter on the European level.
Some efforts toward the creation of such a platform have been
made through the ongoing European collaborative projects,
such as the COST Action CA20129 “MultIChem”,918

European projects supporting academic-industry interchange
and direct applications of MM (e.g., RADON and N-LIGHT
research and innovation staff exchange (RISE) projects919,920),
and the TECHNO-CLS Pathfinder project.405

In Europe, we are fortunate to have the opportunity to build
the MM user community and engage with stakeholders
through national, bilateral, and pan-European-supported
initiatives. Due to the importance of radiation-induced
processes, we suggest a new EU scientific initiative: the
RADIATION Flagship, which may be set up in the next
Horizon Europe program following the recently finished or
ongoing large-scale initiatives, the Graphene Flagship,921 the
Human Brain Project,922 and the Quantum Technologies
Flagship.923,924 We plan new EU programs dedicated to
training (Doctoral Networks) and staff exchange schemes
(Marie Curie RISE program and COST Actions). We envisage
MM Clusters of Excellence (supported through Research
Infrastructure and COFUND initiatives) and, as exemplified in
the use of MM to develop crystal-based light sources,405

exploiting this new methodology to create new technology
innovation programs through the EIC. Last but not least, MM
should also be adopted as a tool of choice in the larger
European Science programs led by the European Space Agency
(ESA) and EUROATOM.
The major breakthroughs in the research and technological

areas covered by this roadmap will necessarily have significant
economic and societal impacts. Several examples of techno-
logical developments with high economic and societal impacts
have been presented in sections 1 and 6. Below, let us briefly
evaluate the dimension of some of these impacts.
As explained above in this section, using validated MM

methods and advanced experimental techniques, one can
achieve a breakthrough in understanding the key nano- and
larger-scale phenomena underpinning radiation damage in
general and radiation biodamage in particular.10,11,87,93 This
achievement has a tremendous societal impact because such
knowledge is urgently required in many important application
areas, such as radiotherapies, radiation protection, space
missions, materials research, etc.
Each year, hundreds of thousands of patients undergo

particle therapy to treat cancer. Although the treatment is
successful in many cases, one has to accept that its efficiency
could still be considerably improved. This issue can be
addressed if a more fundamental understanding is available
when designing the radiation treatment protocols. A more
fundamental understanding will be delivered by the research

community represented by this roadmap and is expected to
have a considerable impact on society, as it would help save
lives while improving the quality of life of hundreds of
thousands of patients globally.
Further optimization of existing radiotherapy protocols on

the MM basis and the development of “next generation”
radiotherapy treatments will have enormous economic and
technological impact. Indeed, there are over 100 operational
proton therapy centers worldwide, which delivered over
300 000 treatment cases by the end of 2022. A typical cost
for such treatment is on the scale of €50−100 thousand.
Optimizing radiotherapy treatment protocols can significantly
impact the efficiency of treatments and the overall techno-
logical operation of these centers, thereby reducing the
treatment costs and making them more economically feasible.
Similar benefits can be presented for other radiation
technology areas involving RADAM phenomena.
Novel and more efficient methods of 3D-nanofabrication

will allow for the miniaturization of the created electronic
nanodevices and their cost-effective production. A better
understanding of the mechanisms of the radiation-induced
formation, growth, and modification of nanostructures will
enable the effective optimization of existing nanofabrication
technologies, allowing more precise/better-controlled fabrica-
tion and targeting of specific compositions and morphologies
of the fabricated nanostructures with tailored properties (see
the discussion of technological advances above in this section).
As a natural consequence, these technological developments
will allow the next generation of nanoscale devices to be
developed and produced, which will have a solid socio-
economic impact in the medium to long term. These processes
will allow the industry to grow, thus creating more jobs and
wealth.
The MM methodology, once approbated and validated, will

also encompass and facilitate the near-future development of a
wide range of societally significant end-products and
applications in (i) the virtual design and engineering of
nanostructured materials; (ii) the electronic and chemical
industry for constructing highly efficient batteries and catalysts;
(iii) the avionics and automobile industry for designing
nanostructured functionalized surface coatings, as well as the
cosmic industry for radiation protection; (iv) radiotherapy and
nanomedicine; (v) the pharmaceutical industry for drug
design, etc. In most of these applications, it is necessary to
identify and design the properties of specific systems
determined by their molecular structure on the nanoscale
and to ensure their transfer to the macroscopic scale to make
them functional and usable. Such a transition implies MM
methods widely discussed in this roadmap, which rely on
combining different methodologies with interlinks relevant to
different temporal and spatial scales (see Figure 4 and sections
3 and 4).
Similar evaluations of economic and societal impact can be

made in connection with most of the case studies presented in
section 6, e.g., in section 6.17, which discusses the practical
realization of novel crystal-based light sources. Such challeng-
ing ideas, once they are realized, will open incredible
opportunities for the commercialization of new products, the
development of new markets, and the launching of multi-
billion-euro industries. We can only overview some such
opportunities in this paper. Instead, let us conclude by stating
that the research area presented by this roadmap, once
developed within the next 10−15 years through the advance-

Chemical Reviews pubs.acs.org/CR Review

https://doi.org/10.1021/acs.chemrev.3c00902
Chem. Rev. 2024, 124, 8014−8129

8100

pubs.acs.org/CR?ref=pdf
https://doi.org/10.1021/acs.chemrev.3c00902?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


ment, validation and exploitation of MM techniques, will have

an enormous overall economic and societal impact.
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editing; Geŕard Baldacchino data curation, funding acquis-
ition, validation, writing-review & editing; Brendan Dromey
data curation, funding acquisition, validation, writing-review &
editing; Martin Falk data curation, funding acquisition,
validation, writing-review & editing; Juraj Fedor data curation,
funding acquisition, validation, writing-review & editing; Luca
Gerhards data curation, validation, writing-review & editing;
Michael Hausmann data curation, funding acquisition,
validation, writing-review & editing; Georg Hildenbrand
data curation, validation, writing-review & editing; Milos ̌
Hrabovsky ́ data curation, funding acquisition, validation,
writing-review & editing; Stanislav Kadlec data curation,
funding acquisition, validation, writing-review & editing;
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ABBREVIATIONS
AI artificial intelligence
AIMD ab initio molecular dynamics

AIREBO adaptive intermolecular reactive empirical bond-
order

AFM atomic force microscope
BEB binary-encounter-Bethe
BED binary-encounter dipole
CC coupled cluster
CG coarse graining
CI configuration interaction
CLS crystal-based light source
CS cross section
CT computed tomography
CTV clinical target volume
CU crystalline undulator
CUR crystalline undulator radiation
DEA dissociative electron attachment
DFT density functional theory
DFTB density functional-based tight binding
DHF Dirac−Hartree−Fock
DOS dipole oscillator strength
DSB double-strand break (in DNA)
EDX energy-dispersive X-ray spectroscopy
EELS electron energy-loss spectroscopy
EPR enhanced permeability and retention
ESI electrospray ionization
ET electron transfer
FAD flavin adenine dinucleotide
FEBID focused-electron-beam-induced deposition
FEBiMS focused-electron-beam-induced mass spectrometry
FEL free electron laser
FEM finite-element method
FIBID focused-ion-beam-induced deposition
GGA generalized gradient approximations
GPU graphics processing units
GTV gross tumor volume
HF Hartree−Fock
HPC high-performance computing
IAEA International Atomic Energy Agency
IBCT ion-beam cancer therapy
IC (air-filled) ionization chamber
IDC irradiation-driven chemistry
IDMD irradiation-driven molecular dynamics
IMS ion mobility spectrometry
IRIF ionizing-radiation-induced focus
ISM interstellar medium
KMC kinetic Monte Carlo
KS Kohn−Sham
LC long-range correction
LDA local density approximation
LET linear energy transfer
LIC liquid-filled ionization chamber
LS light source
MBPT many-body perturbation theory
MC Monte Carlo
MD molecular dynamics
ML machine learning
MM multiscale modeling
MP Møller−Plesset
MS mass spectrometry
MSA multiscale approach to the physics of radiation

damage with ions
NERT nanoparticle-enhanced radiotherapy
NP nanoparticle
ORR oxygen reduction reaction
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PE primary electron
PEMFC proton exchange membrane fuel cell
PES potential energy surface
PES photoelectron spectroscopy
PET positron emission tomography
PGM platinum-group metal
PINN physics-informed neural network
PME particle mesh Ewald
QM/MM quantum mechanics/molecular mechanics
RADAM radiation damage
RBE relative biological effectiveness
REBO reactive empirical bond-order
REELS reflected electron energy-loss spectroscopy
RMD reactive molecular dynamics
ROS reactive oxygen species
RP radical pair
SD stochastic dynamics
SDCS singly differentiated cross section
SE secondary electron
SEM scanning electron microscope
SERS surface-enhanced Raman scattering
SMLM single-molecule localization microscopy
SOBP spread-out Bragg peak
SPR surface plasmon resonance
SSB single-strand break (in DNA)
STEM scanning transmission electron microscope
SW shock wave
TA transient absorption
TAS transient absorption spectroscopy
TDDFT time-dependent density functional theory
TEM transmission electron microscope
TM transition metal
TNSA target normal sheath acceleration
TOF time-of-flight
UHDR ultrahigh dose rate
UPS ultraviolet photoelectron spectroscopy
UV ultraviolet
VAMDC Virtual Atomic and Molecular Data Centre
VESPA Virtual European Solar and Planetary Access
VUV vacuum ultraviolet
XFEL X-ray free-electron laser
XPS X-ray photoelectron spectroscopy
XUV extreme ultraviolet
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(118) Zhang, I. Y.; Grüneis, A. Coupled Cluster Theory in Materials
Science. Front. Mater. 2019, 6, 123.
(119) Szalay, P. G.; Müller, T.; Gidofalvi, G.; Lischka, H.; Shepard,
R. Multiconfiguration Self-Consistent Field and Multireference
Configuration Interaction Methods and Applications. Chem. Rev.
2012, 112, 108−181.
(120) Knowles, P. J.; Handy, N. C. A Determinant Based Full
Configuration Interaction Program. Comput. Phys. Commun. 1989, 54,
75−83.
(121) Rontani, M.; Cavazzoni, C.; Bellucci, D.; Goldoni, G. Full
Configuration Interaction Approach to the Few-Electron Problem in
Artificial Atoms. J. Chem. Phys. 2006, 124, No. 124102.
(122) Joecker, B.; Baczewski, A. D.; Gamble, J. K.; Pla, J. J.; Saraiva,
A.; Morello, A. Full Configuration Interaction Simulations of
Exchange-Coupled Donors in Silicon Using Multi-Valley Effective
Mass Theory. New J. Phys. 2021, 23, No. 073007.
(123) Xu, E.; Uejima, M.; Ten-no, S. L. Full Coupled-Cluster
Reduction for Accurate Description of Strong Electron Correlation.
Phys. Rev. Lett. 2018, 121, No. 113001.
(124) Purvis, G. D., III; Bartlett, R. J. A Full Coupled-Cluster Singles
and Doubles Model: The Inclusion of Disconnected Triples. J. Chem.
Phys. 1982, 76, 1910−1918.
(125) Cullen, J. M.; Zerner, M. C. The Linked Singles and Doubles
Model: An Approximate Theory of Electron Correlation Based on the
Coupled-Cluster Ansatz. J. Chem. Phys. 1982, 77, 4088−4109.
(126) Raghavachari, K.; Trucks, G. W.; Pople, J. A.; Head-Gordon,
M. A. Fifth-Order Perturbation Comparison of Electron Correlation
Theories. Chem. Phys. Lett. 1989, 157, 479−483.
(127) Møller, C.; Plesset, M. S. Note on an Approximation
Treatment for Many-Electron Systems. Phys. Rev. 1934, 46, 618−622.
(128) Cremer, D. Møller−Plesset Perturbation Theory: From Small
Molecule Methods to Methods for Thousands of Atoms. WIREs
Comput. Mol. Sci. 2011, 1, 509−530.
(129) List of Quantum Chemistry and Solid-State Physics Software.
Wikipedia. https://en.wikipedia.org/wiki/List_of_quantum_
chemistry_and_solid-state_physics_software (accessed 2023-11-15).
(130) Kühne, T. D.; Iannuzzi, M.; Del Ben, M.; Rybkin, V. V.;
Seewald, P.; Stein, F.; Laino, T.; Khaliullin, R. Z.; Schütt, O.;
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(605) Lengyel, J.; Kocǐsěk, J.; Fárník, M.; Fedor, J. Self-Scavenging of
Electrons in Fe(CO)5 Aggregates Deposited on Argon Nanoparticles.
J. Phys. Chem. C 2016, 120, 7397−7402.
(606) Landheer, K.; Rosenberg, S. G.; Bernau, L.; Swiderek, P.;
Utke, I.; Hagen, C. W.; Fairbrother, D. H. Low-Energy Electron-
Induced Decomposition and Reactions of Adsorbed Tetrakis-
(trifluorophosphine)platinum [Pt(PF3)4]. J. Phys. Chem. C 2011,
115, 17452−17463.
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(728) Schürmann, R.; Ebel, K.; Nicolas, C.; Milosavljevic,́ A. R.;
Bald, I. Role of Valence Band States and Plasmonic Enhancement in
Electron-Transfer-Induced Transformation of Nitrothiophenol. J.
Phys. Chem. Lett. 2019, 10, 3153−3158.
(729) Sprague-Klein, E. A.; Negru, B.; Madison, L. R.; Coste, S. C.;
Rugg, B. K.; Felts, A. M.; McAnally, M. O.; Banik, M.; Apkarian, V. A.;
Wasielewski, M. R.; et al. Photoinduced Plasmon-Driven Chemistry in
trans-1,2-Bis(4-pyridyl)ethylene Gold Nanosphere Oligomers. J. Am.
Chem. Soc. 2018, 140, 10583−10592.
(730) Ding, T.; Mertens, J.; Lombardi, A.; Scherman, O. A.;
Baumberg, J. J. Light-Directed Tuning of Plasmon Resonances via
Plasmon-Induced Polymerization Using Hot Electrons. ACS Photonics
2017, 4, 1453−1458.
(731) Koopman, W.; Titov, E.; Sarhan, R. M.; Gaebel, T.;
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