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Simple Summary: We utilized publicly available perturbation phosphoproteomic data to construct
models elucidating cell state transitions across multiple breast cancer and normal breast tissue-derived
cell lines. Employing a hybrid methodology, which integrates machine learning and mechanistic
modeling, we separated luminal, basal, and normal cell states and revealed core networks that control
cell state transitions. We determined causal connections within the core networks and developed
interpretable mechanistic models that elucidated the drivers of cell phenotypes. Significantly, these
models can predict synergistic drug combinations capable of potentially reversing oncogenic trans-
formation in breast cancer cell lines. Our methodology will enable designer approaches to identify
targeted perturbations that convert cell states and mechanistically underpin therapeutic interventions.

Abstract: Understanding signaling patterns of transformation and controlling cell phenotypes is a
challenge of current biology. Here we applied a cell State Transition Assessment and Regulation
(cSTAR) approach to a perturbation dataset of single cell phosphoproteomic patterns of multiple
breast cancer (BC) and normal breast tissue-derived cell lines. Following a separation of luminal,
basal, and normal cell states, we identified signaling nodes within core control networks, delineated
causal connections, and determined the primary drivers underlying oncogenic transformation and
transitions across distinct BC subtypes. Whereas cell lines within the same BC subtype have different
mutational and expression profiles, the architecture of the core network was similar for all luminal
BC cells, and mTOR was a main oncogenic driver. In contrast, core networks of basal BC were
heterogeneous and segregated into roughly four major subclasses with distinct oncogenic and BC
subtype drivers. Likewise, normal breast tissue cells were separated into two different subclasses.
Based on the data and quantified network topologies, we derived mechanistic cSTAR models that
serve as digital cell twins and allow the deliberate control of cell movements within a Waddington
landscape across different cell states. These cSTAR models suggested strategies of normalizing
phosphorylation networks of BC cell lines using small molecule inhibitors.

Keywords: breast cancer; cSTAR; mathematical modeling; machine learning; signaling networks;
network reconstruction; digital twins

1. Introduction

In the past, biochemistry and biophysics “decomposed” a living cell to focus on single
proteins, enzymes, ion channels, and receptors, whereas classic physiology explored the
responses of an entire organ or organism to stimuli, treating the objects under study as
systems. The rise of omics technologies has revived the systems view of classic physiology
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by emphasizing the fundamental challenge of understanding how a vast compendium of
gene and protein expressions and activities is integrated in cellular networks that generate
cell fate decisions and phenotypes. A key challenge of 21st century biology is to predict a
cell’s phenotypic behavior from molecular profiles that can be generated by the ever more
prolific omics technologies. However, at present, the precise prediction of drug responses,
cell fate decisions, and transitions between cell states, based on cell molecular profiles is
elusive. Although omics data acquisition advances at a formidable pace, our ability to
mechanistically interpret omics datasets and elucidate how they dictate cellular phenotypes
is still trailing behind.

Recent advances in single cell RNA sequencing (scRNAseq) led to the development
of elegant machine learning (ML) and dynamics-based approaches to predict cell trajecto-
ries in the RNA space and extract information about gene interactions [1-4]. Yet, simple
genotype—phenotype associations are often flawed because they neglect the impact of the
complex regulatory networks that connect the genotype with the phenotype. External
and internal cues processed by cell-surface receptors and downstream signaling path-
ways and resulting changes in posttranslational protein modifications, such as protein
(de)phosphorylation, connect a cell’s biological responses and state transition dynamics
with a cell’s omics profiles. The current challenge of systems biology, network analysis,
and computational approaches is to predict the perturbation outcomes and cell fate de-
cisions by extracting dynamical and mechanistic information from a limited number of
(phospho)proteomic and transcriptomic snapshots.

Here we explore a strategy to study and deliberately control the cellular phenotype
using a cell State Transition Assessment and Regulation (cSTAR) approach [5]. We utilized
a mass cytometry (CYTOF) dataset, which describes single cell phosphoproteomic patterns
of 62 breast cancer (BC) and five normal breast tissue cell lines under five different kinase
inhibitor perturbations [6]. Based on these data, cSTAR unambiguously separates the
phosphoproteomic states of BC cell lines and the cell lines developed from normal breast
tissue, as well as luminal BC cells vs basal BC cells. The segregation of a huge variety of cell
states is demonstrated to be robust (see Sections 3.3 and 3.4 in Results). Following cell state
separation, we delineated core signaling networks that control phosphoproteomic and phe-
notypic states across both BC and normal cell lines. We then reconstructed causal network
connections, as accurately as the available CYTOF data allowed. Finally, using ¢cSTAR we
built mechanistic models describing signaling and phenotypic responses to drug perturba-
tions. It has enabled us to establish ways of controlling cell phenotype, such as switching
BC cells between different subtypes and reversing or promoting oncogenic transformation.

The analysis of ¢<STAR data-driven models reveals intriguing molecular features
of BC cells. Although 33 different luminal BC cell lines have distinct mutational and
expression profiles, the inferred architecture of causal connections of core networks in
these cell lines is similar, and oncogenesis is mainly driven by the mTOR pathway. In
sharp contrast, the inferred connection circuitries of core networks among 28 distinct basal
BC cells exhibit significant qualitative differences, partitioning into mainly four different
classes with different driver pathways. Surprisingly, the inferred connection circuitries
within core networks of non-malignant breast epithelial cells are also separated into two
qualitatively distinct classes. Our ¢STAR models have allowed digital cell twins to be
created that describe how oncogenic states are maintained in each BC cell class, analyze
cell maneuvering in Waddington’s landscape [7], and suggest experimental strategies
of normalizing the cell’s phosphoproteome. We discuss how these new strategies are
supported by the available data. We describe each cSTAR step in detail to demonstrate
that it is a new generalizable framework, which enables biologists to unravel the cell fate
decision machinery using systematic perturbations, precisely predict cellular network
responses, state transitions, and ultimately deliberately control cell phenotypes. We also
show that cSTAR can be applied to biological problems that feature multiple cell states.
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2. Materials and Methods
2.1. Pre-Processing the CYTOF Data

We used the raw CYTOF data in the fcs-format available at Mendeley Data (https:
//doi.org/10.17632/gvh2vtg86r.1, accessed on 26 June 2024) [8]. The uploaded fcs files
had outputs of 29 antibodies. The data were sorted into multiple batches [8]. Each batch
included (i) a full set of perturbation data for one or two cell lines under Epidermal Growth
Factor (EGF) stimulation of serum-starved cells, (ii) data from the same cells growing in
serum, and (iii) the data for HCC70 cell line measured under serum-starved conditions For
each sample, each antibody and every batch, we calculated the average intensity value, and
normalized it to the average signal level for this antibody in the batch control, i.e., HCC70
cell line data within the same batch.

All CYTOF data after normalization and pre-processing are given in Supplementary
Table S1.

2.2. Building the STVs and Calculating the DPD Scores

We applied the SVM algorithm with a linear kernel to the data from cells growing in
serum to separate (1) BC cell lines and non-malignant breast epithelium tissue-derived cell
lines and (2) BC cell lines of luminal BC subtype and BC cell lines of basal BC subtype. Cell
line labeling, both normal vs cancer, and luminal vs basal breast cancer, were taken from
the original publication [8]. The confusion matrix was diagonal in both cases, indicating
flawless separation of cell states. After we built the two separating, maximal margin
hyperplanes, we constructed the two unit vectors that are normal to these two separating
hyperplanes. We called these vectors the State Transition Vectors, the STVyn and the STV g
(often, the STVs can also be derived using the vectors that connect the centroids of clouds
of data points [5]). After building the STVs, ¢STAR calculates the Dynamic Phenotype
Descriptor (the DPDypc and the DPDy ) scores, which describe the changes in the cell
states that would occur when the data point crosses the separating hyperplanes. The
absolute value of each DPD score is defined as the signed distance function from a cell
data point to the separating hyperplane. The positive or negative sign of the DPD score
indicates if the direction from the data point to the hyperplane is parallel or antiparallel to
the corresponding STV [5]. Formally, the separating hyperplane built by SVM is defined
as follows:

X -ng = kg, @)

The corresponding DPD score, DPD;, is calculated for each data point x; using the
following expression: '
DPD;, = —(hs — x; - ng) ()

“"_
S

Here n; is the corresponding STV, and index corresponds to either DPDgp, or to
DPDy g. The vector ng and the scalar /i, are supplied by the SVM algorithm. Supplementary
Tables S2 and S3 contain components of the STV vectors and the calculated DPD scores.

In line with the cSTAR approach [5], after determining components of a core network
(see main text), we removed the proteins related to the core network modules from the
dataset and re-calculated the STV vectors and the DPD scores. To improve the classification
of cell states, we left pS6 and pSTAT3 both in the DPD module and in the core network due
to the low number of measured analytes (low dimensionality of the data of only 29 anti-
bodies). To maintain the modular insulation condition [9], the Bayesian Modular Response
Analysis (BMRA) perturbation matrix [5] denotes that mTOR inhibitors perturb both the
mTOR and DPD modules. Nevertheless, a minor amount of non-zero, non-diagonal ele-
ments in the confusion matrix was present for DPDy g, indicating slight inaccuracy in the
classification of BC subtype cell states, brought about by the low data dimensionality.
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2.3. Reconstruction of Core Networks

A complete description of the BMRA network reconstruction algorithm is given in

Ref. [5]. Briefly, BMRA requires the following matrices as an input: the global response

matrix Rj;, a prior for network topology and the perturbation matrix, which specifies the

nodes that were directly perturbed for each sample. The perturbation matrix was calculated
based on the description of perturbation experiments in ref. [6].

For the core network components, the elements of the global response matrix R;; were
calculated as follows [10]:

X1~ Xo

ij = zm 3)

Here xg and x; are the module outputs for the same time point (after EGF stimulation)

with no and with drug perturbation, respectively. The list of module outputs is presented

in Supplementary Table S4.
For the DPD modules, elements of the global response matrix were calculated as below:

DPD! — DPD?

R (4)
‘DPDS

ij =

Here the DPDY and DPD! are the DPD values for the same time point following EGF
stimulation without and with drug perturbation, respectively.

For building consensus networks, we constructed the global response matrix R;; by
concatenating the global response matrices corresponding to different cell lines. We slightly
modified the BMRA algorithm by allowing both to add to and delete connections from a
prior network. To prevent prohibited connections, as delineated in cSTAR, from the DPD
modules to signaling modules [5], we incorporated the table of forbidden connections
in the input to BMRA. We constructed the prior network topology matrix assuming the
absence of pathway cross-talk and allowing BMRA to identify the most important cross-
talk connections. The prior network topology matrix is presented in Supplementary
Table S5. The python code preparing the BMRA input is available in the supplementary
archive “BC_CYTOF_preprocessing.zip”. We used a 20% Occam’s window in BMRA
sampling. Matlab code implementing BMRA is provided in the supplementary archive
“BMRA.zip”. BMRA-reconstructed local response matrices were used for further analysis
and model development.

2.4. Model Construction and Simulation

We used the BMRA-reconstructed networks to build nonlinear dynamical models
for different cell lines. The models were constructed using the PySB framework [11]. In
these models, core network modules/proteins can be in active and inactive states, and
cross-talks between modules are generally described by the hyperbolic multipliers [12].
We consider interactions exclusively between those modules where the BMRA-inferred
connection coefficients demonstrate statistically significant non-zero values.

To recapitulate better the existing experimental data on the activation of the MAPK/ERK
pathway, a connection from EGFR to ERK was modelled in greater mechanistic detail.
We included the following biochemical events into a description of the EGFR to ERK
pathway (see Supplementary Figure S1: (1) EGE-EGEFR interaction, (2) EGFR dimerization
and autophosphorylation, (3) SOS recruitment to the plasma membrane by active EGFR,
(4) RAS-GDP to RAS-GTP exchange by SOS, (5) RAF activation by RAS-GTP, (6) MEK
phosphorylation by active RAF, (7) ERK phosphorylation by active MEK, (8) ERK phospho-
rylation on SOS and RAF that suppress activities of these proteins.

To replicate the experimental setup of EGF stimulation following serum-starvation,
the model was initially simulated without EGF until reaching equilibrium. We took the
final state of the initial equilibrium simulation and used it as the initial condition of new
simulations with growth factors and kinase inhibitors. These simulations were used for a
fitting procedure to determine model parameters. Specifically, time-series data for pMKK4,
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pAKT, pGSK3B, pRSK, pS6, pSTAT3, and the DPD values were collected under EGF
treatment conditions, both with and without kinase inhibitors. Models were simulated
using the ScipyOdeSimulator provided by the PySB framework. The experimental data
were fitted using a sum of squared residuals objective function. Because the optimization
problems can contain multiple local optima, to minimize efficiently the objective function,
we used the differential evolution method [13] provided by SciPy [14]. The matplotlib [15]
and seaborn [16] packages were used for the visualization of the results.

2.5. Parameter Estimation of Cell Line-Specific Models

We utilized the time courses of the phosphorylation levels of MKK4, AKT, GSK343,
RSK, STAT3, RPS6, and the two DPD modules (DPDone and DPDy ) post-EGF stimulation
to estimate the model parameters (Supplementary Figures 52-54). For each cell line-specific
model, this was achieved by minimizing the sum of squares of the differences between the
experimental and simulated data points using the Differential Evolution algorithm [13]
provided by SciPy [14]. Five optimization runs were performed in parallel using randomly
sampled initial parameter values. We selected the parameter set with the smallest objective
function value for the simulations. The resulting model parameters are available in the
SBML files in the Supplementary Materials.

2.6. Construction of Waddington’s Landscape

Our ¢STAR models include the DPD modules that describe how the upstream signaling
modules affect cell states [5]. The DPD modules are governed by two different types of
forces: the signaling force and the gradient restoring force. The signaling force o (t) is
determined by the activation dynamics of the signaling modules that directly affect the
DPD modules:

Sstst

ot = Ers 55 )0 ®
] ]

Here, S is the DPDonc or DPDyp, x/(t) are the activation dynamics of signalling

modules, rgj are the corresponding BMRA-inferred connection coefficients to the DPDgpc or

DPDy g, and Sgt ¢t and x;t'St are the initial steady state values of S and X; before perturbations.

The restoring force f(S) is the gradient force given by the derivative of the poten-
tial (U): ;
u
f8)=~-—% (6)
We assume that each phenotype corresponds to a stable steady state and apply the
parabolic potential (U), which is widely used in the field of physics [17]. The potential U
has two minimums, which correspond to the two steady states that are characterized by the
DPD scores, Sp and S1. These steady states are stable; therefore, after small disturbances,
the system returns to the original stable state. The scores Sy and S; take negative and
positive values, respectively. There is an unstable steady state at the boundary between the
Sp and S; attractor regions.
Accordingly, the restoring force is modelled using a piece-wise linear approximation:

350+ S
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2 2
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Here, the stable steady state positions Sp and S; correspond to (i) normal and onco-
genic, or (ii) luminal and basal states for the DPDyn and DPDy g scores, respectively. The
DPD trajectory is obtained from the following equation:

ﬁzﬂa+do:{g+;m(%“%w> ®)

st.st
x°
]

This gradient force field and the field of external forces shape the evolving Wadding-
ton’s landscape (W), as follows:

W=U—Zm(§§)mwao ©)

] ]

The slope parameters (xg and «1), stable steady state positions (Sp and S1), and the

coefficients B; = r; i 3t ) are estimated from phosphoproteomic time-course data during
]

model parameterization.

3. Results
3.1. Combining Machine Learning, Network Reconstruction and Mechanistic Modeling to
Understand and Manipulate Cell States—The cSTAR Approach in Action

A comprehensive catalogue of somatic mutations and copy number aberrations in-
volved in BC pathogenesis is currently available [18-20]. However, how these mutations
affect biochemical network functions in the cancer cells, and specify disease manifestation
is unknown [21,22]. Cellular identity arises from a myriad of combinatorial interactions
between molecules in the cell. The concentrations or activities of these molecules, termed
analytes, determine cell states and can be measured by different omics techniques. Here we
show that the ¢STAR approach allows us to create digital cell twins of cells that accurately
describe and distinguish complex cellular phenotypes and help us to deliberately control
cell fate decisions.

3.2. Applying Supervised ML to Separate Distinct States of BC and Non-Malignant Breast Cells

The first step in the cSTAR pipeline is to distinguish different cell states employing
ML-based classifiers. Unsupervised learning is often applied to reveal cell states using
omics data. Various methods are frequently used, including principal and independent
component analyses (PCA and ICA, respectively), hierarchical clustering, the minimum
spanning tree, Monocle, and other related techniques [23-26]. These methods assume the
equal importance (weight) of each measured analyte, and the directions of the highest
data variation often reveal main features underpinning different cell states. These unbi-
ased assumptions are logical and justified, if there is no a priori knowledge about cell
features. Yet, additional information often exists. For instance, morphological features are
widely used to characterize cell states and phenotypes under different conditions and to
identify transformed cells [27,28]. Also, mutations that are known oncogenic drivers may
change weights or scores that describe the importance of analytes. By applying supervised
algorithms, such as K-Nearest Neighbors (KNN), Support Vector Machines (SVM) with
different kernels or Random Forests (RF), we can accurately estimate the weight of each
analyte and design nearly flawless cell state classifiers. In RF, the analyte weight is built
into the algorithm [29], whereas in the SVM and KNN it can be determined by temporar-
ily removing each analyte and estimating the precision of classification [30]. The SVM
with a linear kernel is the best performer when the data dimensionality greatly exceeds
the number of observations [31], as it is always the case for omics data. When the data
dimensionality is comparable with the number of observations, then KNN or SVM with
different non-linear kernels show the most accurate results.
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To test the performance of these classifiers to distinguish different cell states we
reanalyzed a single-cell phosphoproteomic dataset of serum and EGF stimulated 61 BC and
five normal tissue-derived lines (following data normalization, 61 from 62 BC lines were
left) [6]. Distinct cell states were hardly separable [6]. Hierarchical clustering could not
distinguish BC from non-cancer and luminal from basal cell subtypes, using the median
values (see Supplementary Figure S2 in reference [6]) or average values (Supplementary
Figure S5) of mass cytometry intensities of each antibody. Likewise, PCA is unable to
separate the signaling patterns of BC cell lines growing in serum (Figure 1A). Of note, only
the total protein expression profiling proteomic data allowed PCA separation of luminal vs.
basal BC cells [6]. However, this separation is limited to changes in protein abundance and
does not allow us to understand signaling processes controlled by phosphorylation, which
play major roles in cell fate decisions [32].
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Figure 1. A failure of PCA to separate cell states and their robust separation by cSTAR. (A) PCA fails
to separate different cell states for CYTOF dataset of 61 BC and 5 non-malignant breast epithelial
cell lines growing in serum. (B) cSTAR separation of cell states for different BC types (red and blue
triangles) and normal breast epithelial-derived lines (green triangles) in the DPDgn. and DPDy g space.
The DPD scores equal to zero correspond to the separating hyperplanes (shown by dashed lines).

To separate robustly (i) BC cell lines and lines developed from normal tissue, and
(ii) luminal vs basal BC subtypes, we trained the SVMs with linear kernels, using the
average values of mass cytometry intensities of phosphosites detected in these cell lines
growing in serum and subsequently, the SVMs built separating, maximal margin hyper-
planes (Methods). The data confusion matrices were diagonal, showing perfect separation,
whereas a cross-validation demonstrated its high robustness, as described below.

3.3. Testing the Robustness of the cSTAR Predictions

We assessed the robustness of our c¢STAR predictions based on a constrained set of
29 phospho-protein markers, using the following analyses.

First, we applied an 8-fold cross-validation (CV) [33] for the SVM classification of cell
states after removing data related to one cell line. The precision of classification of cancer
vs non-cancer cells was 96%, and the precision of the classification of the BC subtype was
70%. The python code performing all these operations is available in the supplementary
archive “BC_CYTOF_preprocessing.zip”.

Second, we introduced in silico perturbations to the dataset by removing individual
analytes for the classification of cell subtypes. The effect of analyte removal was evaluated
using an 8-fold CV. The results showed that the accuracy did not change for both cancer vs.
non-cancer and luminal vs. basal classifications after eliminating an analyte (Supplementary
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Figure S6). This indicates that the cSTAR predictions remain consistent even after the
removal of any analyte from the CYTOF dataset.

Third, we investigated the robustness of cSTAR predictions by adding artificial noise
to the dataset. The magnitude of noise was a certain percentage (#,) of the measured
value for each analyte, so that the signal to noise ratio was equal to 1/n,. The value (x)
of each measured analyte was modified by adding a uniformly distributed random value
within a range between —n,-x and n,-x where n, is a positive number between 0 and 1.
For each n,, we ran an 8-fold CV iteratively for 1000 repetitions. We noted that even in
the extreme case of highly noisy data with the added 50% noise (1, = 0.5), there was no
discernible change to the mean accuracy and the interquartile did not exceed 15% of the
median (Supplementary Figure S7).

In summary, the cSTAR analysis demonstrated high robustness in analyzing oncogenic
transformation, specifically the transition from non-malignant to malignant cell states.
However, there was diminished confidence in predicting BC subtypes, particularly the
transitions between luminal and basal-like subtypes.

3.4. The Accuracy of BC Cell State Classification Using Total Proteomics Data

One of the prerequisites of cSTAR is to have an ample quantity of measured proteins or
genes for cell state classifications and for constructing the STVs. Given the limited number
of measured analytes in CYTOF data [6], totaling 29, we investigated the impact of the
number of analytes on classification accuracy using mass spectrometry proteomic data.
We randomly selected 11,;,4/1ers (10, 20, 30, 100, or 300) proteins from a dataset containing
7995 measured proteins. Next, we employed an 8-fold cross-validation to compute the
mean accuracy. This process of sampling and cross-validation was iterated 1000 times. We
could discern between non-cancerous and cancerous cells with fewer than 100 analytes.
However, a greater number of analytes was necessary to distinguish between luminal and
basal breast cancer cell lines, as depicted in Supplementary Figure S8A. We observed a
large variance in the accuracy when 71,,4,k.rs = 10, and found that the accuracy depends
on which analytes to select. When we randomly sampled analytes, constructed the STV,
and calculated the DPD scores, certain cells were classified incorrectly (Supplementary
Figure S8B). On the other hand, the ten proteins constituting the core network accurately
classify cells (Supplementary Figure S8C). Overall, both the quantity and specificity of the
analytes are pivotal factors in accurately classifying cells. Given our primary objective of
distinguishing between normal and cancer cell states, the constrained number of analytes
measured in the CYTOF dataset [6] and used by ¢STAR was sufficient to provide ample
insights into cell transitions between oncogenic and normal states.

3.5. Building the State Transition Vector (STV)

The SVM cell state separation implies a geometrical interpretation where the maximal
margin hyperplane separates clouds of data points corresponding to different cell states and
phenotypes [34]. In this multidimensional molecular space, the direction of a transition from
one cell phenotype to another can be determined by a vector that connects the centroids of
these two data point clouds or by the shortest path along the vector normal to the separating
hyperplane. These two directions are closely correlated, and either one can be selected as
a direction of cell state transition [5,35]. As we separated cancer vs non-cancer cells and
luminal BC vs basal BC, we obtained two cell state separating hyperplanes. Accordingly,
we built two normal vectors, (i) from BC states to cell states from normal breast tissues
and (ii) from luminal BC to basal BC. These vectors built in the phosphoproteomic data
space are termed the STV and STV g, respectively [5,35]. The absolute values of the
STV components quantify the importance of the changes in each molecular feature space
to the overall change in molecular data that leads to a transition between separated cell
states [36].
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3.6. Determining Components of a Core Controlling Network

Our key hypothesis is that multiple molecular changes accompanying cell state transi-
tions and captured by the DPD changes are determined by a handful of key components,
which compose a core controlling network. This hypothesis is partly based on the “enslave-
ment principle” known in physics [37], stating that the behavior of a complex system in the
vicinity of the change of its state is guided by a small number of parameters.

The STV components capture the contributions of individual molecular features to the
direction of cell state change. We take the absolute values of the contributions to each of
the two STVs: (i) the STVpc that determines the direction of oncogenic breast tissue trans-
formation, and (ii) the STV g that specifies the direction from luminal BC type to basal BC
type (Supplementary Table 52). The highly ranked components constitute the core network
that controls the changes in the cell-wide network and the phenotypes scored by the DPDs.
Importantly, each node of a core network can be a single protein or entire pathway whose
activation output is described by the activity of this protein [10,38]. To cut off a list of the
STV components, which constitute the core network, prior knowledge and bioinformatic
enrichment analyses are useful. Including more STV constituents increases the granularity,
but it also increases the number of perturbations needed for the subsequent reconstruction
of causal network connections. Hence, the cut-off for components to include in the core
network depends on the available perturbation dataset and the desired granularity. Such a
semi-manual cut-off and selection strategy is used in many multiscale methods [39]. The
components of the core control network must be perturbed to infer causal connections that
shape the network dynamics and output.

Our core network combines high-ranked components of both STV and STV g for
luminal and basal BC cell lines and normal breast tissue-derived lines. Because only five
kinase inhibitor perturbations were measured [6], we confined our core network to in-
clude the following six biochemical modules/pathways, PKCa/PKCf3 /GSK33, MEK/ERK,
PIBK/AKT, EGFR, mTOR/S6K, and STAT3. This is a reasonable compromise given the
available CYTOF dataset with only 29 measured phosphosites and five inhibitor treatments.
The remaining components of the cell-wide network comprise the two DPD nodes that
specify two different cell phenotypic features [35]. The reduction in the number of analytes
utilized to compute the DPD scores did not impact the precision of detecting oncogenic
transformation, yet it decreased precision in the detection of BC subtypes, as outlined in
the Section 3.3.

Whereas core network molecular components are described by their concentrations
or activity levels, the DPD nodes are described by the DPD scores. The changes in the
oncogenic transformation score, DPDgp, occur along a path between non-transformed
and BC states, and the changes in the DPDy g score relate to the change in a cell state
along a path between luminal and basal cancer types, respectively (Figure 1B). Because
the DPDs connect molecular features to the phenotypes, the logical next step is to predict
how to control and purposefully manipulate the DPD scores, thereby engineering the
cell phenotype.

3.7. Mechanistic Insights Coming from Core Network Reconstruction Explain Predictions and
DPD Scores

Multiple reports link different activation patterns of the same proteins, including
ERK, JNK, AKT, p53, to distinct cell fate decisions and phenotypic outcomes [40,41]. The
different activation patterns of the core network components, which control a cell-wide
network, are determined by the quantitative topology (in other words, circuitry) of the core
network [42,43]. This topology is defined by causal connections and their strengths [44].
Recent data show that the connections can be different for cells with almost identical
genetic background, and their strengths can change with changes in environmental cues,
stimulation time, and cell states [42,45]. Accordingly, we examined the core networks and
the causal connections in distinct cell states at different time points.
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3.8. Modular Response Analysis of Cell Function

We previously developed a physics-based method, Modular Response Analysis (MRA),
to reconstruct exactly and quantify causal connections between network nodes, including
feedback loop connections, using systemic perturbations [10,46,47]. A connection from one
network module (j) to another (k) is quantified as the fractional change in the output of the
affected module k brought about by a 1% change in the output of the effector module j when
both these modules are considered in isolation from the network. Therefore, in the MRA
framework, any causal connection has a direction and strength quantified by the connection
coefficient, and the network topology is quantified by the matrix of connection coefficients
(also known as local responses) [48]. The connection coefficient can also be referred to as
connection strength. The connection coefficients cannot be directly measured, because a
perturbation to any module rapidly propagates, blurring the causality of connections [38,49].
Bioinformatic inference algorithms, such as those based on random forests (GENIE3) and
mutual information (ARACNE), can only build associative, correlation networks and do
not discriminate between direct causal connections and correlations [50,51]. They also do
not detect feedback loops. In contrast, MRA infers causal connections, feedback loops, and
their strengths, but requires as many perturbations as the number of network modules
while being sensible to noise [10,45,52]. To decrease the number of perturbations and
improve the MRA tolerance to noise, we developed a Bayesian MRA formulation (BMRA)
that also allows the incorporation of existing knowledge and correlation networks as a
prior network to improve noise tolerance and inference precision [38,53,54].

3.9. Reconstruction of Core Networks in BC and Normal Breast Tissue Derived Cell Lines

To understand critical signaling differences between different cell phenotypes, we
reconstructed the quantitative topologies of core networks in these cells. The strengths
of causal connections inferred by BMRA depend on the time point at which data have
been collected, because the network evolves over time [33]. For a core network consist-
ing mainly of kinases, the early time points where phosphorylation responses are near
maximum values reveal the causal signaling connections, whereas the late time points
help us understand how the core network affects the DPD modules that specify the cell
phenotype. Accordingly, we grouped the time points into two different categories: the
early time points (7, 9, 13, and 17 min), and the late time points (40 and 60 min). Consensus
networks for the early and the late time points were constructed by concatenating the
global response matrices corresponding to different time points. BMRA infers the values of
connection coefficients (strengths) between the network nodes together with the confidence
intervals (see zip-archive “cSTAR_networks.zip”). The inferred connection strengths also
quantify the influence of signaling pathways on the phenotypic cell features, the DPDgp¢
and DPDy, g modules. This enables us to determine the primary and secondary drivers of
cell phenotypes. The driver ranks are determined by the inferred local and global influences
of signaling pathways on the DPD modules.

3.10. Luminal BC Cell Lines

At early time points, BMRA-reconstructed networks give only causal signaling connec-
tions, and at the late time points these networks include both signaling connections and the
influence of signaling pathways on the phenotypes described by the DPDyy and DPDy g
scores. The results for the late time points suggest that mTOR is a direct, causal oncogenic
driver that activates the DPDgn module in almost all 33 luminal BC cell lines (the corre-
sponding matrices of connection coefficients are given in the SI file <SSTAR_networks.zip).
These findings are in line with clinical reports about the effectiveness of mTOR inhibitors
in luminal BC [55,56]. A main causal, direct driver of maintaining the luminal phenotype is
STAT3 that negatively changes the DPDy g score, thereby pushing BC cells to maintain the
luminal subtype.

Although each luminal BC cell line has a specific core network (see SI file cSTAR_netw-
orks.zip), a consensus network can still be derived, supporting the general conclusions
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above (Figure 2A and Supplementary Figure S9A). However, specific distinctions between
different cell lines in terms of the connection strengths and feedbacks shape the activity
patterns of luminal BC cell signaling networks and, as a result, also influence the cell phe-
notypes, determined by the DPDgpn and DPDy g scores. Along with mTOR, the MEK/ERK
pathway and the STAT3 pathway are critical in activating the DPD,, module in ten and
six luminal cell lines, respectively (SI file cSTAR_networks.zip). In agreement with these re-
sults, UACC-893 and MDA-MB-453 luminal cell lines [57,58] can be classified as MEK /ERK
driven, and the Genomics of Drug Sensitivity in Cancer (GDSC) database suggests that
these cell lines are sensitive to ERK inhibitors [59]. Likewise, whereas STAT3 is a main
immediate driver of the luminal subtype, in some BC cells, mTOR and MEK/ERK are
direct activators of the DPDy g, thus facilitating a transition to the basal-like subtype.

A. Luminal breast cancer B. 15t subtype of normal breast epithelial cells
EGFR EGFR
MEK a PI3K - MEK
PI3K i STAT3 : \ A
STAT3 : PKC
” . mTOR
mTOR \ / /
DPD_Canc DPD_LB
DPD_Canc DPD_LB

C. 2" subtype of normal breast epithelial cells

STAT3

EGFR

mTOR

PKC

/

DPD_Canc DPD_LB

Figure 2. Consensus networks constructed for the late time points and containing both signaling
modules and the DPD phenotypic modules. Activation and inhibition are indicated by green
arrowheads and red barheads, respectively. The darker the color, the higher the absolute value of
the connection coefficient. (A) Luminal breast cancer cell lines. The first subtype (B) and the second
subtype (C) of normal breast epithelial derived cell lines.

Summarizing, the conclusions derived from the consensus network hold true for lumi-
nal BC cell lines. Although the efficiency of drug inhibition of the MEK/ERK, PI3K/AKT,
and PKC signaling pathways will depend on the type of cell line, mTOR can serve as a
pan-luminal BC target.
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3.11. Basal BC Cell Lines

Contrary to the possibility to derive a consensus core network for luminal BC cells,
the inferred core network circuitries of 28 basal BC cell lines show dramatic differences. Of
note, publicly available mass cytometry data for these lines exhibit missing points and show
greater variability compared to the data for luminal BC cell lines [6]. Figure 3A exhibits
the heatmap that illustrates the BMRA-inferred immediate connections from core network
modules to the DPDonc. Hierarchical clustering of this heatmap (see dendrograms) suggests
that the BMRA-inferred core networks for the analyzed basal BC cell lines can be roughly
classified into four distinct groups based on the immediate drivers of their oncogenic
transformation. All reconstructed networks are provided in the SI file cSTAR_networks.zip.

In the first group comprising 11 basal BC cell lines (HDQP1, MDAMB468, HCC1599,
HCC1806, MX1, CALS851, JIMT1, HCC1187, BT20, CAL51, and HCC1954), mTOR stands
out as a main, direct driver of oncogenic transformation. Additionally, similarly to luminal
BC, MEK and PKC can assume a secondary role as immediate oncogenic drivers in select
cell lines within this group. This suggests that while mTOR serves as the primary drug
target for these cells, synergistic two-drug combinations might entail co-targeting of the
secondary driver, which varies among the cell lines within this group. For example, MEK
is an important oncogenic driver in HCC1599 cells, and PKC is a significant driver in the
MDA-MB-468 cell line.

In the second group of five basal BC cell lines (HCC1937, DU4475, MDAMB157,
CAL120, and HCC1395), a primary, immediate oncogenic driver is the MEK/ERK pathway,
with PKC and PI3K/AKT signaling playing a secondary role. Interestingly, certain cell lines
within this group, such as MDA-MB-157, exhibit notable resistance to MEK inhibitors [59].
This can be explained by negative feedback connections within the RAS-RAF-MEK-ERK
cascade. These negative feedback mechanisms contribute to the robustness of this cascade
against inhibition [60,61]. Hence, to devise synergistic drug combinations for these five
basal BC cell lines, additional perturbations targeting various components of the RAS-RAF-
MEK-ERK signaling cascade are necessary, which are absent in the existing dataset.

A third basal BC group consists of only one cell line, HCC2157, whose primary,
immediate oncogenic driver is STAT3. The secondary oncogenic driver in this group
is PKC.

In the fourth basal BC group comprising nine basal BC cell lines (HCC1143, MACLS2,
BT549, HBL100, HCC3153, HCC1569, UACC3199, MDAMB231, and MDAMB436), PKC
emerges as primary oncogenic driver. In this group, MEK and mTOR can be secondary
drivers in cell-specific fashion, suggesting that PKC inhibitors should be the optimal choice
for mono-therapy, while combinations of PKC inhibitors with MEK or mTOR inhibitors
could be effective synergistic combinations.

Due to noise in the available data, immediate connections from signaling pathways to
the DPDy g were only identified in 10 basal BC cell lines (Figure 3B). In seven of these cell
lines, STAT3 was the primary maintainer of the basal phenotype. In the remaining three
cell lines, MEK/ERK and mTOR modules were the primary drivers of the basal phenotype.
Interestingly, for BC cells where STAT3 was a primary driver of the basal-like subtype, their
driver of oncogenic transformation could be any of mTOR, MEK/ERK, PKC, or STAT3 core
network modules (Figure 3A).

Broadly speaking, basal BC cell lines can be categorized based on the primary drivers
of oncogenic transformation (i.e., immediate connections to the DPDgpc), or the primary
drivers of the basal BC subtype (i.e., immediate connections to the DPDy_g). These two
distinct classifications of basal cell line types appeared to be independent, which can explain
inconsistencies in the basal BC subtype classification in the literature [62].
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Figure 3. cSTAR-inferred immediate connections from signaling modules to the DPD modules within
the core networks basal BC cell lines. (A) Connections to the DPDgpn. module. (B) Connections to the
DPDy g module. Only non-zero connections are shown.
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3.12. Normal Breast Tissue-Derived Cell Lines

The analysis of normal breast tissue cell lines showed significant variability between
the inferred core network circuitries, as was also seen for basal BC cell lines. The inferred
casual connections partition these cells into two groups with different core network archi-
tectures (Figure 2B,C and Supplementary Figure S9B,C). The primary difference between
these two groups is the connections from the signaling pathways to the DPD modules.
In the first group, whose typical representative is the MCF10A cell line, the mTOR path-
way can act as a driver of oncogenic transformation, if strong activation of the mTOR
module is sustained for the late time points. In addition to MCF10A cells, activation of
the mTOR pathway can potentially transform other cell lines of the first group, i.e., the
MCF12A and MCF10F cell lines. Strikingly, both the basal DPDy g levels (Figure 1B and
Supplementary Table S3) and the core network circuitry of MCF10A cells (Figure 2B and
the SI file cSTAR _networks.zip) differ dramatically from luminal BC cells, suggesting that
following oncogenic transformation these cells will become basal BC type rather than
luminal BC type.

The consensus network built for the second group of normal breast tissue cell lines
suggests that none of the core network components selected by the available data is a
strong oncogenic driver in these cells (Figure 2C, SI file cSTAR _networks.zip). A typical
representative of this group is the 184A1 cell line. While these cells are potentially capable
of undergoing transformation, the selected components of the core network do not appear
to contribute directly to the oncogenic phenotype. These results indicate that the detection
of only 29 phosphosites [6] is insufficient for constructing comprehensive core networks
using the STVs and for analyzing transformation pathways, using the DPDs determined
by such a limited number of cellular molecular features. At the same time, the cells in
the second group retain some common signaling motifs also observed in BC cells, such as
positive feedback loops between MEK/ERK and EGFR.

3.13. MRA Predicts Phenotypic Effects of Drug Responses That Correlate with Available Data

Forward MRA formalism allows us to predict the global BC cell responses to drug
perturbations of core network pathways [39,60,63,64]. We express these BC cell responses to
drugs in terms of the resulting changes in the DPD,;,; scores, which quantify the phenotypic
status of oncogenic transformation. Mathematically, the global responses (R,;) of all
network modules (x = xy, ..., x;,) that encompass both signaling pathways and phenotypic
modules to a drug (I) are obtained using the inversion of the BMRA-inferred local response
matrix (r) and a vector (ry) of the local responses of the primary targets to this drug [10,60].
This relationship is expressed as follows:

RxI = _ril'rxl (10)

From Equation (10) it follows, that if a signaling module (j) is inhibited by 1%, the j-th
column of the matrix ! represents the global responses of each network module to this
inhibition. In particular, using the matrix ! we can predict the changes in the oncogenic
transformation status, quantified by the DP D, scores following drug inhibition of each
core network signaling pathway. To compare these predictions with available literature
data, we collected the IC50 viability data for basal BC cell lines from the PharmacoDB
database [65]. When multiple IC50 values for a drug were provided, we calculated their
mean values and analyzed if there was a correlation between BMRA-predicted global
responses of the DPD,,. to inhibition of EGFR, PI3K, MEK/ERK, and PKC modules
with 1/IC50 values. The values 1/IC50 represent sensitivity of cells to inhibition of the
appropriate node, so we expected a positive correlation between global responses of
DPDyyc and 1/1C50. We did not include the mTOR module in this analysis, since the data
for the mTOR inhibitor used in the original study, Sirolimus [8], were absent in PharmacoDB
for most basal breast cancer cell lines.
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We found that the global responses of DPD,,, correlate reasonably well with 1/IC50
values with positive correlation coefficients, as expected (Supplementary Figure S10). This
analysis suggests that even straightforward MRA-based models (Equation (10)) demon-
strate significant predictive power, as supported by existing literature data.

3.14. Building cSTAR Models: Digital Cell Twins

As anext step, we aimed to develop nonlinear models to predict phenotypic transitions
of breast cancer cell lines at a larger scale. Predicting the effectiveness of drug combinations
requires non-linear mechanistic models. Only these models, referred to as digital cell twins,
can predict whether drug treatments are synergistic, antagonistic, or merely additive [66].

The topology of core controlling networks is quantified in terms of the connection
coefficients (SI file cSTAR _networks.zip), which are closely related to the elements of the
Jacobian matrix of the underlying dynamical system [10,67]. Therefore, the precise inference
of casual network connections paves the way to building mechanistic dynamical models of
core controlling networks and how they influence cell phenotypes [5,35,54]. These cSTAR
models explain and predict how diverse experimental manipulations, including drug
treatments, alter signaling patterns and cell states. We posit these models are digital cell
twins, whose outputs predict how cells travel through Waddington’s landscape, following
internal and external cues and perturbations [33]. We generate these landscapes in the
DPDonc and DPDy g space [35].

Here, we focus on basal BC cell lines, because of the unmet clinical need for novel,
synergistic treatments of basal BCs. These models must be cell line-specific, and we
build them for typical representatives of the three groups of basal BC cell lines found to
have different oncogenic drivers. A description of the model derivation and parameter
estimation is given in Section 2 (see Sections 2.4-2.6). Experimental and simulated time
courses of phosphorylated MKK4, AKT, GSK3f3, RSK, STAT3, and RPS6 are shown in
Supplementary Figures S2-54 for certain basal BC cell groups.

3.15. ¢STAR Model of the MDA-MB-468 Cell Line Suggests Experimental Interventions
Normalizing Phosphoproteomic Patterns of the First Group of Basal BC Cells

For the first basal subtype group, we focus on modeling the MDA-MB-468 cell line.
The core network inferred for this cell line suggests that mTOR is the main oncogenic
driver in these cells, with PKC being a secondary driver, and MEK/ERK only weakly
contributing to DPDp (Figure 4A and SI file cSTAR _networks.zip). Importantly, PKC and
mTOR form a mutual activation loop. Thus, being activated by EGFR-PI3K signaling, the
mTOR-PKC pair self-amplifies its signaling, generating sustained activating signals for
oncogenic transformation.

Our cSTAR model suggests that co-inhibition of mTOR and PKC can disrupt this
vicious activation loop and normalize the phosphoproteomic patterns of the MDA-MB-468
cells, moving these closer to the patterns of normal breast tissue-derived cells. Figure 4B,C
show dose responses and Loewe isoboles for DPDgp, confirming that a combination of
mTORi and PKCi synergistically suppresses the DPDyyc, pushing the cells closer to a
normal phenotype (Loewe isoboles are straight lines for non-interacting drugs, concave for
synergistic drugs and convex for drugs that antagonize).
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Figure 4. cSTAR model of the MDA-MB-468 cell line. (A) BMRA-reconstructed topology of the core
signaling network and the connections to the DPD modules at the late time points for the MDA-
MB-468 cell line. Activation and inhibition are indicated by green arrowheads and red barheads,
respectively. The darker the color, the higher the absolute value of the connection coefficient. (B) Dose
responses of the DPDgp¢ scores to mTOR, PKC inhibitors (mTORi, PKCi), and their combination. In
the drug combination, the ratio of mTORi and PKCi doses is 1:1, with each inhibitor dose being 50%
of the corresponding dose when the inhibitors are applied separately. (C) Predictive simulations
of the Loewe isoboles demonstrate synergy in a combination of mTORi and PKCi. Solid black line
represents a borderline between normal and oncogenic states, i.e., DPDonc = 0. (D-F) Model-predicted
maneuvering of the MDA-MB-468 cell in Waddington’s landscape (shown by black lines). Surface
colors represent the values of Waddington’s potential. After model variables reached the equilibrium,
the following inhibitor doses were added at t = 0 individually or in a combination; 100 Kd PKCi (D),
100 Kd mTORi (E), or 50 Kd PKCi + 50 Kd mTOR!i (F). (D,E) PKCi and mTORi applied as single drug
treatments do not normalize the phosphoproteomic cell patterns. (F) By combining these inhibitors
in twice lower doses, the DPDp trajectory shows a switch from positive DPDgnc scores to negative
DPDonc scores, which correspond to non-malignant breast tissue cells.
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¢STAR models enable the reconstruction of Waddington’s landscape and suggest
experimental perturbations that control cell state transitions [5]. To further investigate
why MDA-MD-468 cells are resistant to mTORi and PKCi applied separately, while a
combination of these inhibitors normalizes the DPDgp score, we reconstructed Wadding-
ton’s landscape and compared cell trajectories (Figure 4D-F). These trajectories showed
that when mTORi or PKC are used on their own, MDA-MD-468 cells reside in a stable
steady state that corresponds to an oncogenic state and cannot overcome the barrier to
escape from this state. However, a combination of PKCi and mTORi alters the shape of
Waddington’s landscape and enables cells to traverse through the barrier separating the
MDA-MB-468 cell states that correspond to oncogenic vs. normal DPDg, scores. The
abrupt decrease in the DPDgp score (Figure 4F) is explained by a saddle-node bifurcation
(a fold catastrophe) that occurs when a stable steady-state solution corresponding to the
oncogenic state disappears [68].

3.16. STAT3-Driven Basal BC Cells

Next, we analyze the HCC2157 cell line, which itself forms a distinct group separate
from other basal cell line groups. For this cell line, the primary immediate driver of both
oncogenic transformation and basal-like subtype is STAT3. STAT3 is robustly activated
by EGFR, and this activation is sustained due to strong positive feedback from STAT3 to
EGEFR (Figure 5A). Additionally, EGFR activates PI3K, which in turn activates PKC. PKC is
the second oncogenic driver in these cells, and there is a positive feedback loop between
PKC and STAT3 observed at the early time points (SI file cSTAR_networks.zip). The re-
sulting amplification of STAT3 and PKC signals drives the oncogenic state of HCC2157
cells. As a result, these cells are sensitive to EGFR inhibitors and resistant to MEK and
ERK inhibitors, which agrees with the experimental data [59]. According to our model, the
optimal two-drug combination for this cell line is a pairing of STAT3 and PKC inhibitors.
(Figure 5B,C). A combination of STAT3i and PKCi triggers cell state transition from onco-
genic to normal DPDyp. scores, whereas single treatments by individual drugs at twice
higher concentrations cannot move the DPDyp scores to the DPDgpe range of normal breast
tissue-derived cell lines. The model-based predictions are further supported by simulating
HCC-2157 cell maneuvering in Waddington’s landscape following inhibitor treatments.
Figure 5D-F demonstrate that the normalization of cell state, i.e., a transition of the DPDgp¢
scores from positive to negative values, can only happen when STAT3i and PKCi are used
in combination, and remarkably at twice lower doses than each inhibitor on its own.

3.17. ¢STAR Model of the MDA-MB-231 Cell Line of the Fourth Basal BC Cell Group

The oncogenic status of the fourth basal BC cell group, including its typical repre-
sentative, the MDA-MB-231 cell line, is mainly driven by the PKC module, with mTOR
and STAT3 playing secondary roles (Figure 6A). In addition to its immediate effects on the
DPDgn, the PKC module also activates mTOR. Other pathways and signaling hubs, such
as MEK/ERK and PI3K/AKT, operate as oncogenic drivers by activating the mTOR and
PKC modules. A ¢STAR model suggests that a PKC inhibitor is the most efficient single
drug to normalize the DPDgyc scores, whereas mTOR inhibition is less effective (Figure 6B).
Further, the model predicts that the optimal two-drug combinations are combinations that
inhibit two immediate oncogenic drivers, mTOR and PKC. Importantly, a combination of
mTORi and PKCi is synergistic, as demonstrated by concave Loewe isoboles in Figure 6C.
This synergy enables a substantial decrease in the doses of inhibitor treatment [66].
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Figure 5. ¢STAR model of the HCC-2157 cell line. (A) BMRA-reconstructed topology of the core
signaling network and the connections to the DPD modules at the late time points for the HCC-2157
cell line. Activation and inhibition are indicated by green arrowheads and red barheads, respectively.
The darker the color, the higher the absolute value of the connection coefficient. (B) Dose responses
of the DPDypc scores to STAT3i, PKCi, and their combination. In the drug combination, the ratio of
STAT3i and PKCi doses is 1:1, with each inhibitor dose being 50% of the corresponding dose when
the inhibitors are applied individually. (C) Steady-state DPDonc responses to PKCi and STAT3i were
analysed using the Loewe isoboles. Solid black line represents a borderline between normal and
oncogenic states, i.e., DPDgne = 0. The concave isoboles demonstrate that these inhibitors have a
synergistic effect on normalizing phosphoproteomic patterns. (D-F) Model-predicted maneuvering
of the HCC-2157 cells in Waddington’s landscape (shown by black lines). After model variables
reached the equilibrium, the following inhibitor doses were added at t = 0, separately and in a
combination; 16 Kd PKCi (D), 16 Kd STAT3i (E), or 8 Kd PKCi + 8 Kd STAT3i (F). STAT3i and PKCi
applied as single drug treatments do not normalize the phosphoproteomic cell patterns (D,E). The
STAT3i and PKCi combination in twice lower doses normalizes the DPDgy¢ scores of the HCC-2157
cells (F).
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Figure 6. cSTAR model of the MDA-MB-231 cell line. (A) BMRA-reconstructed topology of the core
signaling network and the connections to the DPD modules at the late time points for the MDA-
MB-231 cell line. Activation and inhibition are indicated by green arrowheads and red barheads,
respectively. The darker the color, the higher the absolute value of the connection coefficient. (B) Dose
responses of the DPDonc to mTORi, PKCi, and their combination. The ratio of mTORi and PKCi
doses in a combination is 1:2, and their doses equal 33% and 67% of the corresponding inhibitor dose
when inhibitors are applied separately. (C) Predictive simulations of the Loewe isoboles demonstrate
synergy by the combination of mTORi and PKCi. Solid black line represents a borderline between
normal and oncogenic states, i.e., DPDonc = 0. (D-F) Model-predicted maneuvering of the MDA-
MB-231 cells in Waddington’s landscape (shown by black lines). Color represents the value of
Waddington’s landscape potential. After model variables reached the equilibrium, the following
inhibitor doses were added at t = 0 separately or in a combination; 7 Kd PKCi (D), 10 Kd mTORIi (E),
or 3.5 Kd PKCi + 5 Kd mTORi (F). (D,E) Cells treated with moderate mTORi doses or large PKCi doses
applied separately remain in the malignant DPDy score area. (F) By combining these inhibitors in
twice lower doses, the DPDgnc trajectory shows a switch from positive to negative DPDyp scores,
corresponding to non-malignant breast tissue cells.
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The emergence of resistance to targeted therapies is often related to rewiring network
connections, including pathway crosstalk and feedback loops. For instance, the positive
influence of the PI3K/AKT pathway on the MEK/ERK pathway (Figure 6A) may change
after inhibition, as observed in many cell systems [69]. Therefore, although the synergy
scores of model-suggested alternative target combinations are comparable, co-inhibition of
the mTOR and PKC modules appears to be the best combination, as long as these modules
continue to be direct oncogenic drives that increase the DPDgpc score. A digital twin model
of the MDA-MB-231 cell line predicts how these cells traverse Waddington’s landscape
following inhibitor treatments (Figure 6D-F). Even large mTORi doses cannot move the
MDA-MB-231 cell state from oncogenic to normal DPDp scores, whereas high PKCi doses
can. However, a combination of PKCi and mTORI at twice lower doses switches MDA-MB-
231 cells from oncogenic to normal DPDy. scores. This abrupt switch corresponds to a
saddle-node bifurcation (Figure 6B,F).

4. Discussion

In previous work we showed that cSTAR can accurately detect cell states and devise
precise interventions to convert undesired into desired cell states [5,36]. This is achieved
through ¢STAR capabilities to extract dynamic mechanistic models from omics data using
perturbation approaches [70]. This property makes cSTAR recommendations fully tractable
and explainable, which is critical for many biomedical applications including the develop-
ment of digital twins [71]. Thus, it is important to evaluate which data types c¢STAR can use
and how well it can cope with the sparseness and noisiness of biological and biomedical
data. With this aim in mind, we analyzed a CYTOF data set that had proven challenging in
a previous analysis due to these constraints [6]. We showed that cSTAR copes with these
challenges by providing a classification of both the BC and non-malignant breast tissue
cell lines, while also suggesting interventions to normalize DPD scores. Exploring the
limits of molecular features and perturbations necessary for cSTAR to work reliably, we
found that a limited number of molecular features and perturbations reported in Ref. [6]
suffice to produce robust results. Using this CYTOF dataset [6], we were able to apply
the ¢STAR pipeline to map cell states, determine cell-specific networks that control cell
state transitions, and build digital twin cell models that predicted targeted therapeutic
interventions to normalize phosphoproteomic patterns of luminal and distinct basal BC
subtypes. Ultimately, these predictions must be tested against the experiment. Because
our own experimental verification was beyond the scope of this work, we computationally
demonstrated robustness of cSTAR predictions and reported clinical and biochemical data
that support them.

Gene mutations and other genetic aberrations embedded in individual protein ex-
pression landscapes drive pathological BC phenotypes through deregulated input—output
behaviors of complex molecular networks. Therapeutic strategies to inhibit a mutated or
overexpressed oncogene rarely work as anticipated, because of combinatorial molecular
interactions leading to the activation of alternative signaling pathways. New approaches to
understanding the causes of intrinsic and acquired drug resistance to targeted therapies are
needed, that include the dynamic understanding of cell regulatory network adaptations in
which the targets are embedded.

Deliberately engineering cell phenotypes is a long-standing problem in biology [72,73].
Waddington'’s visionary introduction of a landscape where cells are symbolized by mar-
bles that roll into different valleys that represent different cell states [7] offers an intuitive
visualization that over six decades has proven to be a useful framework for studies in
developmental biology and cancer biology [74,75]. We have made significant progress in
understanding why and how cells choose certain pathways through Waddington’s land-
scape [75] and being able to control these decisions would open unprecedented possibilities
for fields where the precise control of cell fate decisions is paramount for success. These
include biotechnology, tissue engineering, and treatment of diseases that involve tissue
remodeling and re-/dedifferentiation, such as cancer and chronic inflammatory diseases.
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A remarkable example showing that the control of cell phenotypes and fate deci-
sions can be achieved is the reprogramming of differentiated somatic cells into induced
pluripotent stem cells (iPSCs) by the transfer of selected genes [73]. In Waddington’s terms
iPSCs are a reset of the cell fate tree to the origin. For many applications a more subtle
control of cell fates within the Waddington landscape would be preferable. Designing
such approaches has been hampered by the complex and dynamic nature of the signaling
pathways that control cell fate decisions [76].

Our manuscript encompasses both our perspective on the key challenges of 21st-
century biology and a computational study utilizing the innovative cSTAR approach. This
study yields cell phenotype predictions that are challenging to obtain through current
bioinformatics methods. It is important to emphasize that the literature corroborates many
of our conclusions, e.g., responses of the DPDy to single drugs are in line with the GDSC
data [59]. At the same time, certain, novel cSTAR predictions have not yet been examined
by other research groups. Nevertheless, indirect evidence supports the predicted mTORi
and PKCi drug combinations, which have previously demonstrated their effectiveness in a
distinct cancer cell context [77].

At the same time, given the published CYTOF dataset [6], there are two unavoidable
limitations. The first is that the phosphoproteomic responses were measured only up to
one hour. Thus, the phenotypic changes that require more time to be observed could be
masked. Second, only a small number of antibodies were used, and measuring 29 analytes
is borderline for the applicability of cSTAR. For example, the extraction of core network
components almost did not affect the precision of classification of cancer vs non-cancer cell
lines, but it did affect the precision of classification of BC subtype. To step beyond available
perturbation CYTOF data and to understand how big the number of analytes measured
must be to capture cell state transitions, we utilized proteomic data for the same cell lines
(see Section 3.4 and Supplementary Figure S8). We found that if analytes are selected
randomly, ca., 300 analytes must be measured to achieve classification precision of more
than 90%. However, if the choice of analytes to measure is supervised, even with 10 analytes
the flawless classification of cell states can be achieved. Thus, application of cSTAR requires
either almost whole-proteome perturbation measurements, such as mass spectrometry
phosphoproteomics, or careful supervised choice of ca. 30-100 analytes to be measured,
which can be achieved by CYTOF, reverse phase protein arrays or similar techniques.

In summary, we showed that cSTAR can generate digital twins, i.e., actionable com-
puter models of a human cell. The cSTAR digital cell twin models were developed using
a combination of machine learning and dynamical modeling approaches coupled with
the reconstruction of causal connections in core regulatory networks that control cell fates.
These models are hybrid models, i.e., models that combine elements of artificial intelli-
gence with elements of mechanistic physics-based modeling. The ever-increasing pace
of acquiring omics data using systematic perturbations will allow the design of precise
approaches to direct purposefully cancer cell states to physiological states. As such data
are increasingly being produced on cancer patients, we envision that our approach will
facilitate the generation of digital twin models of individual cancer patients. Such models
could provide clinicians with a useful tool for supporting their clinical treatment decisions,
including the choice of drugs and their combinations.

5. Conclusions

We exploited a ¢STAR approach to analyze a mass cytometry dataset comprising
62 BC and five normal breast tissue cell lines, each subjected to five distinct kinase inhibitor
perturbations [6]. In the molecular data space, using cSTAR we precisely separated normal
vs cancer cell states, as well as luminal vs basal BC cells, aimed to elucidate the molec-
ular mechanisms of oncogenic transformation and identify potential reversal strategies.
Although a limited number of 29 analytes constrained the cSTAR prediction accuracy, we
could distinguish robustly between molecular mechanisms that drove oncogenic trans-
formation in luminal and basal BC cells. cSTAR analysis revealed that luminal BC cell
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lines exhibit more uniform signaling networks compared to basal BC cell lines. In luminal
BC, mTOR consistently emerged as the primary oncogenic driver, while the PKC and
MEK/ERK pathways played secondary roles. For basal BC cell lines, we identified four
distinct groups whose oncogenic states were primarily driven by (i) mTOR, (ii) MEK/ERK,
(iii) STAT3, and (iv) PKC pathways. For most of these groups, cSTAR computational
analysis suggested synergistic drug combinations targeting primary oncogenic drivers
and secondary pathways, which varied among BC cells within each group. While these
predictions align with the existing literature, biochemical, and clinical data, conducting
more precise experimental validations remains an attractive goal for future research.
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sensitivities of basal BC cell lines; Table S1: CYTOF data after normalization and pre-processing;
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