
Frontal Norepinephrine Represents a Threat Prediction Error 
Under Uncertainty

Aakash Basu,
Department of Psychiatry, Yale School of Medicine, New Haven, Connecticut

Interdepartmental Neuroscience Program, Yale School of Medicine, New Haven, Connecticut

Jen-Hau Yang,
Department of Psychiatry, Yale School of Medicine, New Haven, Connecticut

Clinical Neuroscience Division, Veterans Administration National Center for PTSD, West Haven, 
Connecticut

Abigail Yu,
Department of Psychiatry, Yale School of Medicine, New Haven, Connecticut

Samira Glaeser-Khan,
Department of Psychiatry, Yale School of Medicine, New Haven, Connecticut

Jocelyne A. Rondeau,
Department of Psychiatry, Yale School of Medicine, New Haven, Connecticut

Jiesi Feng,
State Key Laboratory of Membrane Biology, Peking University School of Life Sciences, Beijing, 
China

John H. Krystal,
Department of Psychiatry, Yale School of Medicine, New Haven, Connecticut

Yulong Li,
State Key Laboratory of Membrane Biology, Peking University School of Life Sciences, Beijing, 
China

Peking University-IDG/McGovern Institute for Brain Research, Beijing, China

Peking-Tsinghua Center for Life Sciences, Academy for Advanced Interdisciplinary Studies, 
Peking University, Beijing, China

Chinese Institute for Brain Research, Beijing, China

Alfred P. Kaye
Department of Psychiatry, Yale School of Medicine, New Haven, Connecticut

Clinical Neuroscience Division, Veterans Administration National Center for PTSD, West Haven, 
Connecticut

Address correspondence to Alfred P. Kaye, M.D., Ph.D., at alfred.kaye@yale.edu. 

Supplementary material cited in this article is available online at https://doi.org/10.1016/j.biopsych.2024.01.025.

HHS Public Access
Author manuscript
Biol Psychiatry. Author manuscript; available in PMC 2024 August 15.

Published in final edited form as:
Biol Psychiatry. 2024 August 15; 96(4): 256–267. doi:10.1016/j.biopsych.2024.01.025.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript
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Abstract

BACKGROUND: To adapt to threats in the environment, animals must predict them and engage 

in defensive behavior. While the representation of a prediction error signal for reward has 

been linked to dopamine, a neuromodulatory prediction error for aversive learning has not been 

identified.

METHODS: We measured and manipulated norepinephrine release during threat learning using 

optogenetics and a novel fluorescent norepinephrine sensor.

RESULTS: We found that norepinephrine response to conditioned stimuli reflects aversive 

memory strength. When delays between auditory stimuli and footshock are introduced, 

norepinephrine acts as a prediction error signal. However, temporal difference prediction errors 

do not fully explain norepinephrine dynamics. To explain noradrenergic signaling, we used an 

updated reinforcement learning model with uncertainty about time and found that it explained 

norepinephrine dynamics across learning and variations in temporal and auditory task structure.

CONCLUSIONS: Norepinephrine thus combines cognitive and affective information into a 

predictive signal and links time with the anticipation of danger.

Individuals must anticipate and respond to threats that exist along a continuum of intensity 

and proximity (1,2). Such behavioral flexibility relies on accurate computation of threat 

across timescales and under uncertainty. This can be accomplished by predictive modeling 

of the outside world (3,4).

Threat learning involves the neuromodulation of areas such as amygdala, prefrontal cortex, 

and hippocampus (5–10). Norepinephrine (NE) enhances sensory perception and arousal by 

modulating neuronal firing threshold, neural gain, and synaptic efficacy (11–14). Moreover, 

NE is critical for fear learning and reconsolidation (15–19). The frontal cortex is an 

important target for NE, having the highest density of NE terminals within the cortex (20–

22). Regions of the medial prefrontal cortex facilitate emotional threat responses, and these 

responses themselves are modulated by NE (17,19,23).

Neuromodulators play critical roles in computational models of learning. For example, 

dopamine neuron firing can approximate a reward prediction error in the temporal difference 

(TD) model of learning (24,25). However, despite the clear relevance of threat computation 

to behavior, a neuromodulatory threat prediction error signal has not been identified, and 

it similarly has not been refined to include complex cognition, leaving a major gap in our 

understanding of motivated behaviors.

We sought such a signal in NE, reasoning that it has validated roles in both stress and 

attention (14,26), which nonetheless lack formal computational links. Recent studies used 

fluorescent G protein–coupled receptor activation–based norepinephrine (GRABNE) sensors 

to identify aversive and appetitive learning NE signals (27,28). However, in contrast to the 

mapping of dopamine to reinforcement learning models, a gap exists in the computational 

understanding of NE within aversive prediction, limiting our knowledge of negative 
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emotional states. To fill this gap, we compared NE release dynamics in frontal cortex during 

imminent and delayed threat perception to reinforcement learning models.

METHODS AND MATERIALS

Animals

In this study, 79 C57BL/6J mice (47 male, 32 female) along with 8 DBH-Cre+ mice (5 male, 

3 female) and 7 DBH-Cre− littermates (4 male, 3 female) were used, of which 16 were 

excluded. Surgeries were performed at 9 to 11 weeks of age, and behavioral experiments 

were conducted at 13 to 23 weeks of age. To maintain an internal control for circadian 

effects, mice were usually run in the same order each day during the light cycle (7 AM–7 PM). 

All mouse procedures were performed in accordance with the protocol approved by the Yale 

Institutional Animal Care and Use Committee.

Surgeries

For NE measurements, 0.5 μL of AAV9-hSyn-NE2h virus (WZ Biosciences Inc.) (1 × 

1013 genome copies/mL) was injected into the medial frontal cortex (anteroposterior +1.6–

2.1 mm, mediolateral ±0.3 mm, dorsoventral 1.3 mm below dura). For optogenetics, 0.8 

μL of AAV5-EF1a-double floxed-hChR2 (H134R)-mCherry virus (Addgene) (1 × 1013 

genome copies/mL) was injected bilaterally into the locus coeruleus (LC) (anteroposterior 

−1.0 mm, mediolateral ±1.0 mm from lambda, dorsolateral 3.2–3.4 mm below dura). 

Fiberoptic implants (0.2-mm core) (Neurophotometrics LLC) were placed at the viral 

injection coordinates (3.3 mm below dura for LC), then secured with quick adhesive cement 

(C&B Metabond; Parkell). Mice were given carprofen (5 mg/kg) for 2 days after surgery. 

We note that the optogenetic strategy used has the potential for ectopic expression in 

subcoeruleus NE neurons (29), but that the viral strategy used has shown approximately 

80% efficacy and specificity for LC NE neurons (30).

Behavior

Mice were handled for 3 minutes per day for 2 days before behavioral assays except 

for some used in 35-second cue and quieting cue experiments that were not handled due 

to logistical constraints. Behavioral assays were conducted in an aversive conditioning 

chamber (Med Associates Inc.), with video recorded throughout via an infrared sensitive 

camera.

For GRABNE recordings, behavior assessment was conducted as follows:

• Day 1: 10 auditory cue presentations (5.5 kHz for forward conditioning, 9 kHz 

for trace conditioning, 80 dBA, 60–120 second intertrial interval between tone 

onsets)

• Days 2 and 3: 10 pairings each of this cue with footshock

• Day 4: 10 presentations of the conditioned tone

For optogenetics, assessment was as follows:
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• Day 1: 3 pairings of cue (9 kHz, 80 dBA, 10 seconds) with footshock 5 seconds 

after tone offset (1 second, 0.3 mA) simultaneous with light delivery (10 mW, 10 

Hz, 20-ms pulses)

• Days 2 and 3: 10 cue presentations

Freezing behavior was measured using the VideoFreeze analysis program (Med Associates 

Inc.).

Fiber Photometry and Optogenetics

Fiber photometry and optogenetics were performed using an FP3002 system 

(Neurophotometrics) connected to fiberoptic cables (Doric). Event-related GRABNE 

fluorescence (470 nm) was calculated as a percent change from the precue average for 

each trial (cue).

Histology

After experiments, mice were deeply anesthetized with isoflurane, then intracardially 

perfused with phosphate-buffered saline followed by 4% paraformaldehyde in phosphate-

buffered saline. Brains were post-fixed in paraformaldehyde and dehydrated in 30% sucrose. 

Brains were sliced to 100-μm thickness on a cryostat (Leica CM3050S; Leica Biosystems 

GmbH), and frontal cortex or LC containing slices were imaged on a confocal microscope 

(Olympus FV3000; Evident Scientific, Inc.).

Computational Modeling Overview

Reinforcement learning models were adapted from previous literature (31,32). Briefly, TD 

models estimate value by incorporating present value V(t) and expected future values 

(discounted by γ) across temporal states, with error δ(t) the difference between estimated 

and real value. The uncertainty TD model (31) proposes that the agent experiences 

uncertainty in believed time, and thus temporal state was modeled as a probability 

distribution.

RESULTS

We investigated how NE represents predictable aversive events in time by varying the 

temporal intervals between auditory cues and aversive stimuli (trace conditioning). To 

examine the role of NE in threat anticipation, in vivo fiber photometry of the fluorescent 

GRABNE sensor GRABNE2h was used to measure NE release dynamics in the frontal 

cortex. By recording these responses over days, we could compare NE release over the 

course of learning to TD reinforcement learning models. Finally, incorporation of temporal 

event boundaries (both the onsets and the offsets of relevant events) into reinforcement 

learning models enabled further investigation of second-to-second NE dynamics during the 

anticipation of danger. Thus, by combining in vivo NE sensor dynamics with temporally 

varying danger, we were able to interrogate the ability of NE to represent different 

timescales of threat prediction.
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Frontal NE Represents Strength of Fear Association

To characterize NE dynamics in relation to fear association, we combined forward fear 

conditioning with fiber photometry of the fluorescent GRABNE sensor GRABNE2h 

(Figure 1A, B). We found significant increases in cue-specific (cue) and contextual 

(precue) freezing, noting that across training, contextual freezing is greater than cue-evoked 

freezing, which reverses during recall (Figure 1C–E). Freezing was maximal during threat 

recall, indicating a strong, extinction-resistant threat memory (Figure 1E). During recall, 

females showed decreased freezing compared with males (Figure S3C). NE was released 

consistently to footshock, with footshock producing a biphasic response due to either a 

motion/hemodynamic artifact (Figure S1) or an α2-adrenergic autoinhibition of LC (33). NE 

responses to auditory stimulus increased rapidly during learning (Figure 1F), were stable 

throughout learning (Figure 1G), and continued during shock-free recall in a new context 

(Figure 1H). NE was not released to the tone before shock pairing (Figure 1I), suggesting 

that cue-evoked NE is not a sensory salience response. No sex differences were found in NE 

across training (Figure S2A) or recall (Figure S2C).

These results suggested that the evolution of cue-evoked NE might reflect the association 

strength of a learned cue. Associative learning models, such as Rescorla-Wagner learning 

(34), model associative strength as a gradual accumulation throughout repetition of pairings 

between a conditioned stimulus and unconditioned stimulus. Since we observed such a 

relationship (Figure 1F–H), we compared the cue-evoked NE release when association 

strength ought to be zero (trial 1 day 1) and when association strength ought to be maximal 

(trial 1 day 3) and found cue-evoked NE to increase robustly. Moreover, Rescorla-Wagner 

models predict fear association to increase asymptotically during learning and to decline 

asymptotically once conditioned stimulus–unconditioned stimulus contingency is abolished. 

We fit cue-evoked NE to the Rescorla-Wagner model and found that NE release fit this 

model both during 20 trials of tone/shock pairing (Figure 1L) (adjusted R2 = 0.6869) and 

during 10 extinction trials (Figure 1M) (adjusted R2 = 0.6911). In contrast, cue NE did 

not fully explain behavioral freezing to the same extent (acquisition adjusted R2 = 0.0124, 

extinction adjusted R2 = 0.0241). Thus, NE release represents the strength of association 

between a predictive cue and an aversive event.

NE Shows Temporal Features of a Prediction Error Signal During Trace Conditioning

Although cue-evoked NE tracked the strength of fear association, the correspondence 

between reinforcement learning model components (e.g., prediction error, value, weight) 

and NE was still ambiguous. In these models, both cue-evoked prediction error and value 

scale with strength of association, and thus NE release to an aversive cue (Figure 1L, 

M) is consistent with both interpretations. In appetitive learning, striatal dopamine levels 

ramp upward between predictive cue and outcome delivery (35), leading to interpretation 

of dopamine release as representing state value. Thus, we introduced a 15-second delay 

between the end of cue and footshock (trace conditioning) (Figure 2A, B) to observe 

whether NE might ramp upward similarly.

Consistent with our previous results (Figure 1), in this paradigm we observed increased 

freezing across learning, with increased precue freezing during training and increased 
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cue freezing during recall. However, freezing during the trace remained high regardless 

of context (Figure 2D–F). Further, we observed cue-evoked NE release during and after 

training (Figure 2G–I). No sex differences were found in NE responses across training 

(Figure S2B) or recall (Figure S2D). Critically, after cue-offset, fluorescence returned 

near the precue baseline rather than ramping to the point of shock (Figure 2G, H). 

While a small NE release was visible on the offset cue in well-trained mice and in the 

absence of shock (Figure 2H, I), NE release during the trace was decreased relative to 

the cue (Figure 2J). Further, if NE release indicates prediction error, we would expect 

that the unconditioned stimulus (footshock) response diminishes along tone-shock pairings. 

Accordingly, we observed a trial-by-trial decrease in shock-evoked NE (Figure 2K). Thus, 

NE levels had multiple features (decrease during waiting period, decreased response to 

unconditioned stimulus after learning) consistent with a threat prediction error signal rather 

than a threat value signal. Interestingly, when comparing forward cue-evoked NE with trace 

cue-evoked NE, we observed that trace cues evoke less NE on average (Figure 2L). This 

suggested that the ability of NE to represent predictive cues may scale with the temporal 

imminence of threat during the cue, which we sought to test.

In learning paradigms, on any trial the amount of learning is proportional to the size of 

prediction error (25). Therefore, we reasoned that if NE is a prediction error, augmenting 

shock-evoked NE should enhance learning. To test this, we expressed Cre-dependent ChR2 

(channelrhodopsin-2) in NE neurons of LC using targeted viral infusion in DBH-Cre 

mice (see Methods and Materials). This approach has approximately 80% specificity for 

expression in NE-releasing neurons in prior studies (30), although some non-NE neurons 

will also express the opsin ectopically (30,36–39). We then optically stimulated the LC in 

DBH-Cre mice or littermate controls in a weak (3 trials, 0.3-mA shock) trace conditioning 

paradigm (Figure S4A–C), followed by measurement of threat recall across 20 recall trials. 

We found that optogenetic stimulation produced a trending effect on cue-evoked (cue 

minus precue) freezing (Figure S4D), which became significant when considering the latter 

half of the cue (Figure S4E). Thus, augmenting shock-evoked NE increases subsequent 

behavioral fear expression, consistent with an aversive prediction error (although a potential 

contribution of non-NE neurons or subcoeruleus NE neurons to the behavioral effect cannot 

be ruled out).

Cue-Evoked NE Scales With Threat Imminence

In TD models of reinforcement learning, a prediction error update to value should be 

discounted by the time until an outcome due to temporal discounting of the value of 

future outcomes. Moreover, there may be limited eligibility of a cue in explaining a distant 

outcome. Thus, cue-evoked NE prediction errors should diminish with increasing trace 

periods. We tested this hypothesis by varying the length of the trace, using short trace 

(5 seconds between cue offset and shock) and long trace (30 seconds between cue offset 

and shock) conditions (Figure 3A). Across trace conditions, the cue itself evoked no NE 

response (Figure 3B). In 5-second trace conditioning, we observed gradual increase of cue-

evoked NE and continued cue NE in the absence of shock (Figure 3D–F), and we observed 

that conditioning significantly increased cue-evoked NE (Figure 3G), with no impact of sex 

(Figure S2E). However, mice trained with a 30-second trace lacked any cue-evoked NE 
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across the behavioral paradigm (Figure 3H–J) with conditioning producing no change in cue 

NE (Figure 3K), with no effect of sex (Figure S2F). To further describe the effect of threat 

proximity on cue NE, we modeled NE release for each trace length using a Rescorla-Wagner 

model, which showed a decrease in maximal modeled cue NE with trace length (Figure 3L). 

Furthermore, when comparing NE release at maximal association (day 3 trial 1), we found a 

significant effect of trace (Figure 3M) with no effect of mouse sex (Figure S2H). We found 

a similar effect of trace on cue-evoked freezing behavior, with a significant effect of trace 

length on cue-evoked (cue–precue) freezing (Figure 3N). Thus, both cue-evoked NE and 

behavior are diminished by increasing temporal delay.

NE Corresponds to Prediction Error Under TD Learning With State Uncertainty

The scaling of NE levels with association strength and decay of NE levels during temporal 

gaps is consistent with prediction error terms of learning models such as TD. However, NE 

release during trace cue-shock trials contained some temporal features that could not be 

immediately explained: a small response at the offset of cue and a sustained cue response 

(Figure 4A). Reinforcement learning models such as TD require a representation of states 

over time within a trial, such as a complete serial compound representation. Such models 

have been used to explain temporal dynamics of dopamine neuronal activity (25). However, 

this model could not reproduce sustained NE responses during the cue period that we 

observed (Figure S5).

We thus began by modeling our trace conditioning task using a TD model incorporating 

uncertainty about state (belief state): this model has been used to explain variations in 

dopamine signals during a trace appetitive conditioning task (32). This model involves a 

state representation of the task corresponding to the phases of conditioning trials (Figure 

4B). This model could reconcile the offset responses observed during trace conditioning and 

lack of trace ramping (Figures 2 and 3) with a prediction error interpretation (Figure 4C, 

D). However, this offset response is transient and disappears with further training, which 

was not observed, and sustained cue responses could not be generated at the end of training 

(Figure 4C). A sustained prediction error can be generated if the subject has an imperfect 

representation of time. A recent reinforcement learning model examined TD learning under 

conditions of an imprecise internal clock to reconcile the observation of ramping dopamine 

with the dopamine prediction error hypothesis (31). In this model, value is estimated based 

on an uncertain perception of time such that states contribute to the value estimate based on 

their likelihood. When sensory evidence improves the estimation of time (during a sensory 

cue), value is therefore continually updated, necessitating a persistent prediction error to 

learn the correct value function. To apply this model to trace fear conditioning, we assumed 

that temporal uncertainty would increase with the duration of a time interval, such as cue 

or trace period (Figure 4E), as predicted by scalar expectancy theory (40). This model 

reproduced both sustained cue and cue offset responses in prediction error (Figure 4F). 

In contrast to the NE signal, value in this model ramps during the trace period (Figure 

4G). Intuitively, sustained prediction error emerges from the continual correction of time by 

sensory evidence. However, the amount of resolution resolved decreases throughout the cue 

until the offset of the cue produces a precise temporal signal, producing the offset response.
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Time Uncertainty Model Matches Learning Effects on NE

The unique features of NE (offset, sustained response) evolved differently across 

learning and conditioning paradigms, which we reasoned might define the nature of the 

reinforcement learning process and differentiate between models. We thus compared key 

effects of learning conditions on cue response, sustained cue response, and cue offset 

response to the same effects produced by models. In the last 3 tone/shock trials (where 

cue/shock contingency has been maximally learned and learning signals should be stable), 

longer trace periods produced diminished NE release during the first 5 seconds of cue 

(Figure 5A, B). The state model shows a learning-related temporal shift (41), which leads to 

rapidly diminished cue-onset prediction errors in the 15- and 30-second conditions (Figure 

5C), which does not match our data. However, at the same number of trials, the uncertainty 

model had consistent responses at the cue onset period that scaled primarily with association 

strength (Figure 5D), consistent with NE.

During late training, cue NE was sustained for the length of the auditory stimulus, which 

does not occur in standard TD reinforcement learning, as after the initial cue onset no 

new information is provided by the rest of the cue. This effect could not be explained 

by convolution with a GRABNE2h kernel (Figure S7). We observed that sustained cue 

responses in late training decrease with longer traces (Figure 5E, F). This is not observed 

in the state model (Figure 5G), which produces no sustained prediction errors: the sustained 

response in 15-second trace conditioning is due to the temporally shifting prediction error 

(Figure S4). However, at 20 trials of simulation, the uncertainty model shows sustained 

responses decreasing with trace length (Figure 5H), as value, and thus prediction error under 

uncertainty, will decrease with time from outcome.

We observed NE release at the offset of cue after sufficient training (Figure 5I, J), which 

we hypothesized is due to the precise temporal signal the offset of cue provides. We 

compared prediction error terms of both models with NE over trials. The state model 

produced prediction errors only with offset responses at the end of training (Figure 5K). 

In contrast, the uncertainty model produced consistent offset responses throughout trials 

(Figure 5L), again matching the NE data. Moreover, we found that the uncertainty model 

could reproduce outcome (shock) prediction errors even after training. This is consistent 

with previous implementations of this model and models involving microstimuli, or internal 

representations of stimuli with increasing precision. Such models can predict the persistence 

of outcome responses (31,42) that we observe. Overall, the uncertainty model better explains 

our NE signals than the state TD model, suggesting that NE representations of threat are 

modulated by temporal uncertainty.

Cue Offset Responses Are Modulated by Temporal Uncertainty in a Long Cue Design

If cue offset NE responses originate from resolution of temporal uncertainty, increasing 

temporal uncertainty immediately before cue offset should cause the cue offset to resolve 

an increased amount of uncertainty, increasing the offset response. To test this hypothesis, 

we designed a variation of 5-second trace conditioning with a long (35-second) cue (Figure 

6A, B), reasoning that if temporal uncertainty increases along the length of a cue, temporal 

uncertainty should be high at the end of a long cue. When simulating this task, we found 
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that the uncertainty TD model could produce large prediction errors at the cue offset for a 

long cue compared with 10-second cue/5-second trace and 10-second cue/30-second trace 

tasks (Figure 6C, D). We performed this same task in mice and found that freezing ramped 

upward throughout this conditioning procedure, maximizing after cue offset (Figure 6F).

In this trace conditioning design, we found that the NE cue offset response was large 

compared with the cue-evoked response (Figure 6G–I) across sexes (Figure S2H). We 

compared the offset response at the point of maximal cue association (day 3 trial 1) with that 

produced by the 10-second cue/5-second trace and 10-second cue/30-second trace designs, 

and found that the 35-second cue/5-second trace design produced larger offsets (Figure 6J). 

Thus, offset responses scale with temporal uncertainty at the point of cue offset, consistent 

with the offset reflecting the resolution of temporal uncertainty.

Withholding of Sensory Evidence Eliminates NE Offset Responses

Again reasoning that NE release at cue offset was an update to the mouse’s temporal 

precision, we sought a manipulation that could diminish this temporal update. In an 

appetitive visual task, Mikhael et al. (31) found that gradually darkening a visual 

environment (increasing uncertainty) altered dopamine release in a manner consistent with 

this model. We hypothesized that gradually decreasing the volume of an auditory cue would 

eliminate the temporal update that cue offset provides, eliminating offset NE (Figure 7A). 

The uncertainty TD model predicted that for a fast decrease in sensory feedback with no 

temporal precision provided by cue offset, prediction error should decrease without offset 

response (Figure 7B). We conditioned mice with a constant cue/5-second trace paradigm, 

and found NE release (Figure 7D) comparable to our prior 5-second trace experiment 

(Figure 3). However, when performing recall with quieting cues, there was no visible offset 

NE response (Figure 7E) across sexes (Figure S2I), in contrast to previously observed cue 

recall (Figure 3F and Figure 7F) and thus consistent with offset NE reflecting a temporal 

update. Interestingly, we found that when comparing freezing between constant cue recall 

(Figure 3) and quieting cue recall, there was a significant decrease in freezing during the 

trace period, indicating a possible causal role for this NE offset response in preparatory 

defensive behavior (Figure 7G).

DISCUSSION

Despite the importance of threat computation to survival, the biological substrates of these 

computations have not been well elucidated. We showed that NE represents the strength of 

fear associations (Figure 1), consistent with results that LC firing is synchronized to fear 

conditioning cues (43,44). Interestingly, NE decreases during anticipation of shock (trace 

period) and is necessary for threat learning, suggesting a prediction error interpretation 

(Figures 2 and 3). However, TD prediction errors alone do not fully explain NE dynamics: 

models incorporating temporal uncertainty are required to explain NE (Figures 4 and 5). 

Moreover, NE offset responses are bidirectionally modulated by manipulations of temporal 

uncertainty (Figures 6 and 7). Together, these results demonstrate how NE represents both 

cognitive uncertainty (about time) and affective prediction errors.

Basu et al. Page 9

Biol Psychiatry. Author manuscript; available in PMC 2024 August 15.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



The hypothesis that NE encodes prediction error, in parallel with dopamine, has existed 

for at least 2 decades but has lacked empirical confirmation (45). As is characteristic of 

prediction error, noradrenergic neurons are activated by rewarding and aversive events and 

respond strongly to infrequent, salient events (44,46). Moreover, NE contributes to the P300 

response to low-probability stimuli (47), and pupil diameter and risk prediction errors are 

correlated (48). Here, we directly assign a computational role to NE as a time uncertainty–

modulated error signal. Recently, others have revealed a reward prediction error role for 

cortical NE (37) as well as a role in broadcasting sensory prediction error (49).

While the role of NE in threat processing is well established (17,19,43), future work should 

use more temporally sensitive manipulations of NE in light of its encoding of temporal 

precision. Additionally, while brain regions encoding temporal precision such as the medial 

prefrontal cortex and hippocampus (50,51) project to LC (52), the mechanism by which 

temporal precision is incorporated into NE signals is unknown. Another critical question is 

the extent to which neuromodulatory signals overlap in the encoding of prediction errors. 

NE neurons respond heterogeneously to expected reward, but synchronously to unexpected 

punishment (27,53); conversely, ventral tegmental area dopamine neurons respond to 

appetitive signals, but a subpopulation conveys aversive signals with the incorporation of 

uncertainty (54,55), consistent with shared but biased roles for different neuromodulators 

(44,55–59).

We also observed a sustained component to NE release when there was a broader update 

to the contextual valence: on the very first footshock or first auditory fear cue heard in 

a context (day 1 shock 1 or day 3 tone 1, respectively) (Figures 1–3). We hypothesize 

and have modeled (Figure S8) that sustained NE responses indicate contextual information, 

but the impact of spatiotemporal context (60) on NE signaling in threat computation bears 

further investigation.

In summary, we show that frontal cortical NE represents a prediction error signal during 

aversive learning, which is modulated by temporal uncertainty. Our work points to a 

temporally precise role for NE in the production and regulation of adaptive and maladaptive 

fear memory that may occur in disorders such as anxiety disorders and posttraumatic stress 

disorder.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. 
Frontal NE represents the strength of fear association. (A) Behavioral schema. Mice (n 
= 13) were pre-exposed to 10 pure-tone cues on day 0, then 10 tone/shock pairings 

(tone and shock coterminating) per day for 2 days, then 10 recall tones per day for 2 

days. (B) (Left panel) Surgical strategy for fiber photometry of GRABNE sensor in the 

frontal cortex. (Right panel) Placements of fibers within frontal cortex. (C) During first 

tone/shock pairings, cue-evoked freezing is significantly less than precue freezing (F1,12 = 

31.8, p = .0001). (Bottom panel) Average proportion of mice freezing across trial, mean 
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± bootstrapped 95% CI. (D) Continued tone/shock pairing maintains greater precue than 

cue freezing (F1,12 = 97.97, p < .0001). (E) During tone-only presentation, cue freezing is 

significantly greater than precue freezing (F1,12 = 28.43, p = .0002). (F–H) (Top panels) 

Trial averages of GRABNE %dF/F across mice. (Bottom panels). Grand average NE trace 

across trials and mice, mean ± bootstrapped 95% CI. (I) Evoked NE release on the first 

exposure to unconditioned tone (day 0). (J) Evoked NE during first cue/shock pairing. 

(K) Evoked NE during first recall cue. All traces, mean ± bootstrapped 95% CI. (L, M) 
Average cue-evoked NE across acquisition and recall with Rescorla-Wagner model fit. ***p 
< .001, ****p < .0001. GRABNE, G protein–coupled receptor activation–based NE; NE, 

norepinephrine.
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Figure 2. 
NE represents a threat prediction error. (A) Prediction error and value representations under 

forward (difficult to separate) and trace (more separable) conditioning. (B) Behavioral 

schema. Same as Figure 1A, but with a 15-second waiting period between cue offset and 

shock. (C) Placement of fibers in frontal cortex. (D) During initial tone/shock pairing, both 

precue freezing and trace freezing are greater than cue freezing (F2,20 = 18.95, p < .0001; 

trace vs. cue freezing: t20 = 5.785, p < .0001, precue vs. cue freezing: t20 = 4.717, p = 

.0004). (E) Continued tone/shock pairing maintains freezing pattern (F2,20 = 17.49, p < 
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.0001; trace vs. cue freezing: t20 = 5.720, p < .0001, precue vs. cue freezing: t20 = 4.161, p 
= .0014). (F) During tone-only presentations, cue and trace freezing are greater than precue 

freezing (F2,20 = 40.31, p < .0001, precue vs. cue freezing: t20 = 3.028, p = .0198, precue vs. 

trace freezing: t20 = 8.835, p < .0001, cue vs. trace freezing: t20 = 5.806, p < .0001). (G–I) 
Same as Figure 1F–H, but for trace conditioning (n = 11 mice). Lack of NE ramping during 

trace is notable. (J) NE release during trace period is decreased compared with cue period 

across acquisition (F1,10 = 7.270, p = .0225 for cue vs. trace). (K) Shock-evoked NE release 

(0 to 2 seconds postshock %dF/F minus 2 to 0 seconds preshock %dF/F) decreases across 

acquisition trials. (L) Forward cue-evoked NE is on average greater than trace cue-evoked 

NE. ****p < .0001. NE, norepinephrine.
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Figure 3. 
Cue-evoked NE scales with threat imminence. (A) Behavioral schema. Trace duration varied 

between 5 seconds and 30 seconds. (B) Trace cue without shock pairing (day 0) evokes 

little response, average across all trace groups (5 seconds, 15 seconds, 30 seconds). (C) 
Placement of fibers during experiment. (D–F) Same as Figure 2G–I for 5-second trace 

conditioning (n = 13 mice). (G) Cue-evoked NE is significantly increased by 5-second trace 

conditioning (t11 = 4.385, p = .0011, paired two-sided t test). (H–J) Same as panels (D–F) 
for 30-second trace conditioning (n = 10 mice). (K) Cue-evoked NE is not changed by 30-

second trace conditioning (t9 = 0.9358, p = .3738, paired two-sided t test, p = .1869, paired 

one-sided t test). (L) Maximal modeled cue-evoked NE using RW model. (M) Cue-evoked 

NE is significantly decreased by trace length (one-way analysis of variance, F2,31 = 6.188, p 
= .0055). (N) Cue-evoked freezing (cue–precue freezing) is significantly decreased by trace 
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length (2-way analysis of variance, F2,35 = 28.23 for trace, p < .0001). *p < .05, **p < .01, 

****p < .0001. max, maximum; NE, norepinephrine; RW, Rescorla-Wagner.
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Figure 4. 
Norepinephrine resembles threat prediction error under uncertainty. (A) Mean smoothed 

norepinephrine on day 2 of 5-second trace conditioning. Sustained and offset responses 

outlined. (B) Schematic of belief state–based TD model. (C, D) Prediction error (C) and 

value (D) terms after 20 trials of simulation in this model. (E) Schematic of state-based TD 

model with temporal uncertainty. Knowledge of present state is corrupted by uncertainty 

regarding current time. (F, G) Prediction error (F) and value (G) terms after 20 trials of 

simulation in this model. Dotted lines, without uncertainty correction; solid lines, with 

uncertainty correction. ITI, intertrial interval; TD, temporal difference.
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Figure 5. 
Uncertainty TD model matches learning effects on NE. (A) Averaged NE responses to the 

first 5 seconds of cue on trials 18–20 of cue shock pairing for 5-, 15-, and 30-second 

trace conditioning. (B) NE response, averaged along the first 5 seconds of cue [gray box in 

panel (A)]. Mean ± SEM. (C) Simulated early cue PEs for state TD model in 5-, 15-, and 

30-second trace conditioning. (D) Same as panel (C), but for PEs from uncertainty model at 

20 training iterations. (E–H) Same as panels (A–D), but referring to the last 5 seconds of the 

cue [gray box in panel (E)]. (I) Averaged NE responses at the end of cue (10–12 seconds 

after cue onset), baselined to end of cue (8–10 seconds after cue onset), for trial blocks 

8–10, 14–16, 18–20 of 5-second trace conditioning. (J) NE responses in panel (I) averaged 

along the cue offset [gray box in panel (I)]. Mean ± SEM. (K) Simulated offset responses 

in the state TD model at trials 10, 15, and 20. (L) Offsets in the uncertainty TD model at 

10, 15, and 20 iterations of training with 5-second trace conditioning (chosen due to robust 

offset responses). Black lines for all panels indicate 0 on the y-axis. a.u., arbitrary unit; NE, 

norepinephrine; PE, prediction error; TD, temporal difference.
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Figure 6. 
Cue offset responses are modulated by temporal uncertainty. (A) Behavioral schema. Mice 

were trained using 5-second trace conditioning, but with a cue 35 seconds long. (B) 
Temporal uncertainty under multiple trace/cue combinations. (C, D) Offset response in 

prediction error for short trace, long trace, and long cue conditioning simulations with 

uncertainty temporal difference model. (E) Placement of fiber implants in frontal cortex for 

long trace experiment. (F) Average behavior during aversive recall using a long cue design. 

(G–I) Same as Figure 3D–F for long cue task (10 trials × 8 mice). (J) Norepinephrine offset 

responses for 5-second trace, 30-second trace, and 35-second cue conditioning at day 3 trial 

1: 35-second cue conditioning produces significantly higher offsets than either trace task 

(one-way analysis of variance, F2,28 = 11.42, p = .0002, Tukey’s multiple comparisons test: 

5-second trace vs. long cue: q28 = 4.513, p = .0095, 30-second trace vs. long cue: q29 = 

6.721, p = .0002). a.u., arbitrary unit; TD, temporal difference.
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Figure 7. 
Withholding sensory evidence eliminates offset responses. (A) A constant cue will cause a 

slow decrease in temporal precision, with an update to temporal precision at the end of the 

cue. A quieting cue will cause faster decay of temporal precision and cause no such update 

at offset. (B) Model simulation of prediction error with a quickly decaying cue without 

discrete offset (blue), as well as that for the constant cue as in Figure 4F. (C) Placement of 

fibers in frontal cortex for experiment. (D) Trial-by-trial and grand averaged norepinephrine 

response for day 2 of training, with constant tone (10 trials × 9 mice). (E) Same as panel 

(D), but for day 3 with quieting cues. (F) Norepinephrine responses to constant (Figure 

3F) and quieting [as in panel (E)] cues after training. (G) Freezing during trace periods for 

constant cue group (Figure 3) is higher than that during trace periods after quieting cues 

(two-way analysis of variance, cue: F1,22 = 7.144, p = .0139). TD, temporal difference.
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