
Article https://doi.org/10.1038/s41467-024-50698-y

Machine learning-guided co-optimization of
fitness anddiversity facilitates combinatorial
library design in enzyme engineering

Kerr Ding 1,5, Michael Chin 2,5, Yunlong Zhao 2,5, Wei Huang2,
Binh Khanh Mai 3, Huanan Wang2, Peng Liu 3 , Yang Yang 2,4 &
Yunan Luo 1

The effective design of combinatorial libraries to balance fitness and diversity
facilitates the engineering of useful enzyme functions, particularly those that
are poorly characterized or unknown in biology. We introduce MODIFY, a
machine learning (ML) algorithm that learns fromnatural protein sequences to
infer evolutionarily plausible mutations and predict enzyme fitness. MODIFY
co-optimizes predicted fitness and sequence diversity of starting libraries,
prioritizing high-fitness variants while ensuring broad sequence coverage. In
silico evaluation shows that MODIFY outperforms state-of-the-art unsu-
pervised methods in zero-shot fitness prediction and enables ML-guided
directed evolution with enhanced efficiency. Using MODIFY, we engineer
generalist biocatalysts derived from a thermostable cytochrome c to achieve
enantioselective C-B and C-Si bond formation via a new-to-nature carbene
transfer mechanism, leading to biocatalysts six mutations away from pre-
viously developed enzymeswhile exhibiting superior or comparable activities.
These results demonstrate MODIFY’s potential in solving challenging enzyme
engineering problems beyond the reach of classic directed evolution.

Biocatalysis has emerged as a promising alternative for the sustainable
production of specialty chemicals and pharmaceuticals, due to the
substantial reaction acceleration and exquisite stereocontrol imposed
by enzyme catalysts under mild and environmentally friendly
conditions1–3. Over the past several decades, the advent of directed
evolution4,5 has enabled the development of customized enzymeswith
excellent catalytic activity and stereoselectivity, which can often sur-
pass those of small-molecule catalysts6. Despite the tremendous suc-
cess of laboratory-directed evolution in enzyme engineering4,5, its
efficiency in navigating the vast fitness landscape remains limited. In
recent years, machine learning (ML) methods have emerged as a
powerful strategy for accelerating enzyme engineering7–9. Supervised
ML models have been trained to learn the relationships between

protein sequences and properties10–13. Acting as surrogates for
laboratory screening, these ML models expedite enzyme engineering
through in silico fitness prediction and prioritization of enzyme var-
iants, thus reducing the overall experimental burden10,14–16.

Herein, we tackle a more challenging problem in enzyme engi-
neering: advancing ML algorithms for the development of syntheti-
cally valuable enzyme functions that are not known in biology. Over
the past decade, drawing inspiration from synthetic chemistry, bio-
catalysis researchers have developed an array of enzymatic activities
that are not encountered in the biological world17–20, including atom
transfer radical cyclase21 and radical pyridoxal enzyme22 activities
developed by our team. However, general ML strategies to streamline
the discovery of new-to-nature enzyme activities remain
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underdeveloped. Due to the scarcity of fitness data for new-to-nature
enzyme functions, training of supervised ML models to guide such
directed evolution efforts is challenging. Thus, central to the suc-
cessful engineering of new-to-nature enzymes is the design of effective
starting libraries without relying on experimentally determined
enzyme fitness, allowing for the identification of initial hits as well as
downstream optimization of highly functional enzyme variants. While
large-scale random sampling of combinatorial mutants has been used
to generate diversity, the inevitable inclusion of deleterious mutations
into random combinatorial variants results in large quantities of non-
functional mutants and reduces the utility of such libraries. To address
these limitations, an effective starting library should achieve two
desiderata—high fitness and rich diversity. The former ensures the
identification of excellent starting variants for further enzyme engi-
neering, while the latter increases the likelihood of uncovering multi-
ple fitness peaks. Moreover, due to the strength of supervised ML
models in interpolation rather than extrapolation, a diverse starting
library enriched with distinct functional variants will allow ML models
tomoreefficientlymapout thefitness landscape, ultimately enhancing
the efficiency of downstream ML-guided directed evolution (MLDE).
Nevertheless, designing an effective starting library with co-optimized
fitness and diversity remains a challenging task.

In this work, we introduce MODIFY (ML-optimized library design
with improved fitness and diversity), an ML algorithm for effective
starting library design in enzyme engineering. Given as input a set of
residues for enzyme engineering, MODIFY designs high-quality libraries
to sample variants from the combinatorial sequence space that aremore
likely to be functional, while maintaining a high level of library diversity.
To address the cold-start challenge where no experimentally character-
ized fitness data is available, MODIFY leverages pre-trained unsupervised
models to develop an ensemble model for zero-shot fitness predictions.
MODIFY libraries achieve a Pareto optimal balancebetween the expected
fitness and the sequence diversity in that neither of the two metrics can
be further improved without decreasing the other. Benchmarked on 87
protein deep mutational scanning (DMS) datasets, MODIFY achieves
robust and accurate zero-shot fitness predictions, outperforming several
state-of-the-art unsupervised ML methods. Further evaluated on the
experimentally characterized fitness landscape of the GB1 protein,
MODIFY provided a diverse combinatorial library enriched with high-
fitness variants. In silico MLDE experiments show that MODIFY libraries
more effectively map out the sequence space and delineate higher-
fitness regions, offering a more informative training set for effective
MLDE. Furthermore, we applied MODIFY to design effective libraries for
the rapid generation of novel, efficient, and stereoselective new-to-
nature biocatalysts for the stereoselective construction of C–B and C–Si
bonds. Notably, the top-performing enzyme variants derived from the
MODIFY-designed library are distinct from experimentally evolved ones,
establishing fertile ground for the further understanding of enzyme
structure-activity relationships. Moreover, generalist biocatalysts that
catalyze both the C–B and the C–Si bond formation were identified from
MODIFY library, further highlighting the utility of this MODIFY library
design algorithm in new-to-nature enzyme engineering.

Results
Overview of MODIFY, an ML algorithm to co-optimize library
fitness and diversity
We developed MODIFY (Fig. 1), an ML-guided framework to design
high-fitness, high-diversity enzyme libraries for the engineering of new
enzyme functions.Given a set of specified residues in a parent enzyme,
MODIFY affords combinatorial mutant libraries to strike a balance
between maximal expected fitness and diversity, without requiring
functionally characterized mutants as prior knowledge (Fig. 1a).
MODIFY applies a novel ensemble ML model that leverages protein
language models (PLMs) and sequence density models to make zero-
shot fitness predictions and employs a Pareto optimization scheme to

design libraries with both high expected fitness and high diversity.
High levels of expected fitness ensure the effective sampling of func-
tional enzyme variants, while the high diversity of designed enzyme
libraries spanning awide sequence space allows the exploration of new
enzyme variants. Balancing fitness and diversity is achieved by solving
the optimization problem: max fitness+ λ � diversity, with parameter λ
balancing between prioritizing high-fitness variants (exploitation) and
generating a more diverse sequence set (exploration). In this way,
MODIFY traces out an optimal tradeoff curve known as the Pareto
frontier, on which each point represents an optimal library where
neither desiderata can be further improvedwithout compromising the
other (Fig. 1b). To refine the library, enzyme variants sampled from the
library are further filtered based on protein foldability and stability
(Fig. 1c). Applying MODIFY to design a high-quality starting library for
both new-to-nature borylation and silylation, we identified a generalist
biocatalyst with substantially altered loop dynamics from top-
performing MODIFY variants (Fig. 1d).

Accurate zero-shot fitness prediction
We first assessed the zero-shot fitness prediction ability of MODIFY
using the ProteinGym benchmark dataset23, which comprises 87 DMS
assays that provide experimental measurements of protein fitness,
spanning different functions such as enzyme catalytic activity, binding
affinity, stability, and growth rate. This benchmark thus represents a
holistic evaluation of MODIFY’s zero-shot fitness prediction across
various protein families and functions. We compared MODIFY with its
constituent models: two state-of-the-art PLMs (ESM-1v24 and ESM-225),
two MSA-based sequence density models (EVmutation26 and EVE27),
and a hybrid PLM that incorporated MSA data (MSA Transformer28).
These individual models were previously established as effective
unsupervised predictors in protein fitness and disease variant effect
prediction24,27. We found that no single baseline consistently out-
performed theothers. In contrast,MODIFY’s ensemblepredictor stood
out by delivering accurate and robust predictions (Fig. 2a) and
achieving the best Spearman correlation for the largest number of
times (34/87; Fig. 2b). Across ProteinGym, MODIFY consistently out-
performed at leastoneof thebaselines in all 87DMSdatasets andoften
ranked at or near the top (Fig. 2a). As ProteinGym covers a wide array
of protein families, this result demonstrates the general utility of
MODIFY in zero-shotfitnessprediction across awide range of proteins.

Additionally, stratifying results based on theMSA depth of parent
sequences in ProteinGym indicated that MODIFY outperformed all
baselines for proteins across low, medium, and high MSA depths
(Fig. 2c; Supplementary Information A.1). In contrast, no single base-
line consistently outperformed other baselines across the three cate-
gories. These results underscoreMODIFY’s capacity to provide reliable
fitness predictions for diverse protein families, including those lacking
ample homologous sequences, highlighting its general applicability.
We further comparedMODIFY with the baselinemethods on the latest
release (v1.0) of the ProteinGym benchmark dataset29 with 217 DMS
assays (Supplementary Information A.1). The results mirrored these
findings (Supplementary Figs. 1 and 2), featuring the superior zero-
shot protein fitness capability of MODIFY across a diverse array of
proteins. It should also be noted that MODIFY achieved the highest
zero-shot protein fitness prediction for DMS assays measuring cata-
lytic or related biochemical activities (Supplementary Fig. 2b), further
highlighting the suitability of MODIFY for enzyme engineering.

Since the majority of DMS datasets in ProteinGym focused on
single mutants, we further examined MODIFY’s fitness prediction
ability for high-order mutants using the experimentally characterized
fitness landscapes of three proteins, including GB130, ParD331,32, and
CreiLOV33, covering combinatorial mutation spaces of 4, 3, and 15
residues, respectively. MODIFY achieved notable performance
improvements over other baselines, suggesting its generalizability in
predicting the fitness of high-order mutants (Supplementary Fig. 3).
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Taken together, these results demonstrate the superior accuracy and
robustness of MODIFY in predicting variant fitness across a diverse
range of protein families, which lays the groundwork for the library
design algorithm detailed below.

In silico evaluation of starting library design on GB1
With these benchmark results in hand, we next applied MODIFY to
optimize a starting library on a four-site combinatorial sequence space
for the GB1 protein (Fig. 3a). The fitness landscape of these sites (V39,
D40, G41, and V54) was previously mapped out experimentally30,
where the fitness was defined by both stability (fraction of folded
proteins) and function (binding affinity to IgG-Fc). This experimentally
deriveddataset allowed for a retrospective assessmentof thequality of
our MODIFY library.

Aunique strengthofMODIFY is theoptimizationof the composition
diversity of amino acids at the residue-level resolution, controlled by a
diversity hyperparameter αi for residue i (Methods), which generalizes
previous methods that only optimize diversity at the sequence level34,35.
Here, we first applied MODIFY’s default setting (denoted as MODIFY) to
design the library, assigning equal diversity weights αi to all four sites
(Fig. 1b and Methods). MODIFY afforded a library striking an optimal
balance between library diversity and mean predicted fitness of the
library (Fig. 3b). By contrast, the commonly used NNK library produced a
library with high diversity but low mean predicted fitness. Upon asses-
sing a 500-sequence library designedbyMODIFY andNNKusing ground-
truth fitness data, the MODIFY library exhibited higher mean experi-
mental fitness (Fig. 3c) and preserved library diversity as indicated by
average entropy (Fig. 3d). In contrast, the NNK library—although mar-
ginally more diverse—was predominantly populated with nonfunctional

variants (Fig. 3d), as indicated by its minimal mean experimental fitness,
which was similar to that of a control library that samples sequences
uniformly at random (Fig. 3c). Importantly, MODIFY’s improvements
were consistently observed across varying library sizes (Fig. 3e). Addi-
tionally, Exploitation, a variation ofMODIFY that only prioritized variants
by zero-shot fitness prediction with no consideration of diversity, resul-
ted in a less diverse library (Fig. 3c,d).We further comparedMODIFYwith
DeCOIL35, a recent ML-assisted library design method, and HotSpot
Wizard36, and observed that the MODIFY library had both higher mean
experimental fitness and higher diversity (Supplementary Fig. 4; Sup-
plementary Information A.5). Extending MODIFY to design a fifteen-site
combinatorial library for the fluorescent protein CreiLOV33 mirrored
these findings (Supplementary Fig. 5; Supplementary Information A.6),
underpinning MODIFY’s effectiveness in striking an advantageous
diversity-fitness balance across different protein families.

Furthermore, we explored MODIFY’s informed setting (denoted
as MODIFY-informed; Fig. 1b) and showed how prior knowledge of a
protein’s fitness can be incorporated through MODIFY’s residue-level
diversity control. In this experiment, we assumed that the experi-
mentally determined fitness data of GB1 single mutants is available to
inform the design of high-order mutants. Given the linear scaling of
single-site substitutions with the number ofmutation sites (20 × 4 = 80
mutants for GB1), obtaining such data is experimentally feasible and
cost-effective. We observed a disparity when comparing MODIFY’s
zero-shot predictions to empirical fitness at position D40—MODIFY
predicted all 19 possible substitutions at this site to be dis-
advantageous, while experiment data indicated the opposite for most
mutations (Fig. 3f, g). This discrepancy showcases a potential mis-
alignment between broad evolutionary patterns captured by zero-shot
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predictive models such as PLMs and the specific fitness determinants
for a given protein, which resulted in the overrepresentation of the
wild-type amino acid (AA) over other possibly beneficial mutations
(Fig. 3h, residue 40). To counteract this effect, MODIFY-informed
strategically increased the diversity weight α40 (Supplementary Infor-
mation A.5), promoting the diversity of AAs for residue 40. While
beneficial single mutations may not always translate into high-order
mutants with improved fitness due to negative epistasis37, promoting
the diversity on site D40 may increase the chances of discovering
diverse and functional four-site mutants. This approach was validated
by our evaluation: the informed library (Fig. 3b) not only induced a
higher diversity at both residue and sequence levels (Fig. 3d, i) but also
achieved a higher mean experimental fitness compared to MODIFY
(Fig. 3c, e).

Together, this study highlights MODIFY’s strength in creating
combinatorial libraries that effectively balancefitness with diversity. In
contrast to many current library design methods34,35, MODIFY further
introduces residue-level diversity control, allowing the integration of
prior knowledge into the library design process. In addition to DMS
fitnessdata, other formsof prior knowledge, suchas active-site residue
effects revealed by biocatalysis data, can also be incorporated to tailor
MODIFY library design.

MODIFY library improves downstream MLDE
The sequence composition of screening libraries plays a crucial role in
MLDE, as the paired sequence-fitness data is used to train supervised
MLmodels to guide further directed evolution experiments. To probe
the impact ofMODIFY library onMLDE, we simulated an in silicoMLDE
experiment using the GB1 landscape (Fig. 4a). We first designed a 500-

variant library using five methods: MODIFY, Exploitation, NNK,
FoldX38—a biophysical stability prediction model, and FuncLib39—an
automated method for designing combinatorial mutations at enzyme
active sites. For FoldX, the top 500 mutants predicted to be most
stable (lowest ΔΔG) were selected. For FuncLib, all 209 designed
mutants were included (Supplementary Information A.5). We then
mapped the fitness landscape ofGB1 onto a 2D t-distributed stochastic
neighbor embedding (t-SNE) plot for an intuitive view of library com-
position (Supplementary Information A.5). We observed that the NNK
library sampled sequences evenly scattered across the entire land-
scape, but most of them are low-fitness variants (Fig. 4b) with some
sequences including stop codons (Fig. 4g). The FoldX library and the
FuncLib library were enriched in a single high-fitness region with lim-
ited sequence diversity (Fig. 4c, d). In contrast, the MODIFY library
contained variants enriched for multiple fitness peaks (Fig. 4f), sug-
gesting a Pareto optimal library with highermean fitness than the NNK
library (Fig. 4b) and higher diversity than the FoldX, FuncLib, and
Exploitation libraries (Fig. 4c–e).

Next, we paired sequences from the five libraries with their
ground-truth fitness30 and used this data to train an ML model to
predict the sequence-fitness relationship. In this study, allfivemethods
used the same encoding strategy (one-hot) andMLmodel architecture
(random forest regressor), and the only difference was sequences in
the training set defined by each library. Using these models, we pre-
dicted fitness for a set of withheld variants (Supplementary Informa-
tion A.5) and ranked them accordingly. We then compared the five
methods with respect to the true fitness values (mean and maximum)
and the recall of the top 100 variants within their top K predictions.
This provided ameasure of anMLmodel’s hit rate inMLDE given a test
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budget of K sequences. The ML model trained on the MODIFY library
outperformed all others, exhibiting the highest mean/max fitness and
recall for high-fitness variants (Fig. 4h–j). Interestingly, although the
FoldX library and the FuncLib library contained a higher fraction of
better-than-wildtype variants (Fig. 4g), the ML model trained on the
libraries performed consistently the worst with regard to mean/max
fitness and recall (Fig. 4h–j). This result underscored the importanceof
maximizing diversity in library design for exploring the sequence
space. Overall, this in silicoMLDE experiment suggested that the high-
fitness, high-diversity starting libraries designed by MODIFY readily
translate to improved accuracy of ML models in MLDE, thus accel-
erating the protein engineering process.

Experimental validation of MODIFY led to novel biocatalysts
from wild-type cytochrome c with excellent activity and
enantioselectivity
We next experimentally validated MODIFY in the design of starting
functional enzyme libraries to enable valuable biocatalytic transfor-
mations thatwerenot known in natural enzymology20. Inparticular, we
sought to design functional enzyme libraries that could simulta-
neously promote two stereoselective new-to-nature biotransforma-
tions, including the carbon–boron (C–B) and the carbon–silicon (C–Si)
bond formation reactions (Fig. 5). Although organoborane and orga-
nosilane compounds are of significant value to theranostics40 and
synthetic chemistry41, enzymes that catalyze the formation of C-B and
C-Si bonds are not known in nature. Previously, through laboratory-
directed evolution via iterative site-saturation mutagenesis and
screening, two variants derived fromwild-type Rhodothermus marinus
cytochrome c (Rma cyt c), a small thermophilic heme protein whose
native function is electron transfer (Fig. 5a)42, were separately evolved
to catalyze C-B43 and C-Si44 formation. Each triple mutant arose from
three roundsofdirected evolution,withRma cyt cV75RM100DM103T
(denoted as the RDT variant, indicating itsmutant type of amino acids;
similar abbreviations will be used hereafter)43 and Rma cyt c V75T
M100D M103E (TDE variant)44 being an effective borylation and sily-
lation biocatalyst, respectively.

The MODIFY algorithm allowed us to sample high-fitness regions
in the Rma cyt c sequence space not previously available from
laboratory-directed evolution. In particular, we aim to engineer cyto-
chrome c variants that can catalyze both C-B (Fig. 5b) and C-Si (Fig. 5c)
bond formation with excellent efficiency and stereocontrol. The
development of such generalist stereoselective enzymes to catalyze
multiple biotransformations has remained a challenging task, as most
evolved enzyme variants are reaction-specific. Guided by the crystal
structure of Rma cyt c (Fig. 5a)42,45, we constructed a MODIFY library
focusing on sequence optimizations for the α-helix residue 75 proximal
to the heme cofactor and five flexible loop residues 99, 100, 101, 102,
and 103 (Fig. 5d–e). In wild-type Rma cyt c, the M100 residue is bound
to the Fe center to confer a hexacoordinate Fe42. To generate a cata-
lytically active Fe center, we leveragedMODIFY’s residue-level diversity
control and eliminated M100 from our designed library (Supplemen-
tary Information A.7). We further enhanced the residue-level diversity
at site 75 in light of the proximity of this residue to the heme cofactor
(Fig. 5f). This MODIFY-designed Rma cyt c library contained the top
1000 variants (Supplementary Data 1). The gene fragment library was
synthesized using the oligo-pool technology46 and cloned into a
pET–22b(+) vector with an N-terminal pelB sequence (see Supple-
mentary Information A.7 for details). As a negative control, a rando-
mized combinatorial library based on the NNK degenerate codon was
also experimentally evaluated. In our experiments, 160 clones of the
MODIFY library were randomly selected and screened in both the C-B
and theC-Si bond-forming reactions in the formwhole-cell biocatalysts
or cell-free lysates (Fig. 5b–c; Supplementary Information A.7). Chiral
HPLC analysis was performed to determine the yield and enantiomeric
ratio (e.r.) of the organoborane and organosilane products.

Biotransformation results in Fig. 5i, j showed thatMODIFY offered
markedly improved results relative to the NNK control in both the C-B
and the C-Si bond-forming processes. Specifically, in biocatalytic C-B
bond formation, MODIFY library afforded a 2.2-fold higher averaged
yield and a fourfold higher averaged enantiomeric ratio (Fig. 5i). In C-Si
bond formation, MODIFY library provided a 1.9-fold higher averaged
yield and a 1.3-fold higher averaged enantiomeric ratio (Fig. 5j).
Importantly, an array of C-B and C-Si bond-forming biocatalysts with
excellent activity and enantioselectivity emerged from this MODIFY
library (Fig. 5g, h; Supplementary Tables 3 and 4). Interestingly, these
best-performing borylation and silylation enzyme variants are 6
mutations away from the previously experimentally evolvedRDT43 and
TDE variants44, showcasing MODIFY’s ability to identify novel func-
tional variants not easily available by other means.

Notably, among the best-performing MODIFY borylation bioca-
talysts, the MGAANQ variant displayed a TTN of 2880 and an e.r. of
95:5 (Fig. 5g, entry 2) outperforming the experimentally evolved RDT
variant (Fig. 5g, entry 1). In addition to theMGAANQvariant, four other
MODIFY variants, includingMLYPPT (Fig. 5g, entry 3), MQVANQ (entry
4), MESANQ (entry 5) and MELQNQ (entry 6), outperformed the RDT
variant with respect to their total turnover numbers. Similarly, among
the best-performing silylation biocatalysts, the SFLTNQ variant dis-
played a TTN of 3,320 and an e.r. of 98:2 (Fig. 5h, entry 2), out-
performing the experimentally evolved TDE variant (Fig. 5h, entry 1). In
addition to the SFLTNQvariant, another variant VQFPPQ also provided
better TTN (Fig. 5h, entry 3) relative to the TDE variant.

Intriguingly, among these Rma cyt c MODIFY variants, many
incorporated a proline (P) residue into the flexible loop, indicating a
substantial change in loop conformation and dynamics among these
MODIFY X→P variants47. Moreover, functional double-proline mutants
with a proline at residues 99, 100, 101, and 102, including MLYPPT,
MPQPNQ, VQFPPQ, KPWPNY, and SPIPAM, were uncovered from this
MODIFY library. The altered loop conformation of these proline
mutants with excellent catalytic activity and enantioselectivity repre-
sents a departure from the canonical structures of the experimentally
evolved Rma cyt c RDT and TDE variants, further highlighting the
power of MODIFY in revealing novel enzyme variants. Importantly,
from this single-round screening, we identified a generalist Rma cyt c
variant MLYPPT, which is highly active and enantioselective for both
the borylation (2880 TTN, 94:6 e.r. (Fig. 5g, entry 3)) and the silylation
(2,740 TTN, 97:3 e.r. (Fig. 5h, entry 6)) reactions, providing a rare
example of promiscuous biocatalyst variant reminiscent of general
small-molecule catalysts with broad utility.

The availability of a library of functionalRma cyt c variants for both
C–B and C–Si bond formation also allowed us to interrogate the
enzyme activity and enantioselectivity correlations between borylation
and silylation reactions, a task not previously achievable due to the
limited availability of functional variants. In general, Rma cyt c variants
that are highly enantioselective for C–B bond formation were also
found to be highly enantioselective for C–Si bond formation, as
revealed by a Pearson correlation coefficient of 0.72 between the per-
centage of the major borane enantiomer and that of the major silane
enantiomer (Fig. 5k). Similarly, variants exhibiting a higher activity in
C–B bond formation are also usually more active in C–Si bond forma-
tion, despite a slightly smaller Pearson correlation coefficient (0.47)
(Fig. 5l). Together, the ability to profile enzyme variant activity and
selectivity in two biocatalytic reactions offer a rare opportunity to shed
light on mutational effects on multiple fitness landscapes.

MD simulations offer insights into altered loop dynamics of
MODIFY Rma cytochrome c variants
To gain further insights into the flexible loop dynamics of the newly
uncovered protein mutants, we carried out molecular dynamics
simulations of the Fe carbene intermediates of these cytochrome c
variants without and with NHC-BH3 and PhMe2SiH substrates in the
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active site for selected best-performing MODIFY variants and pre-
viously evolved RDT and TDE variants. Previous studies revealed the
key role of this flexible loop as the dynamic lid flanking the active site
of this compact heme protein and regulating catalysis43. Our MD
simulations reveal significant changes in front loop (99–103) con-
formations and dynamics of MODIFY variants (Fig. 6). To quantify the
flexibility of each variant, B-factor values48 (Bi,Å2) were calculated from
root-mean-square fluctuation (ρrmsf

i ) of Cα atoms in MD simulations.
For the Fe carbene intermediates of TDE andRDT variants (Fig. 6a), the
front loops are moderately rigid, as indicated by the blue-colored
region. Although the front loop dynamics of MPQPNQ remain similar
to TDE and RDT variants, both theMLYPPT and SPIPAMmutants show
enhanced flexibility of the front loop, as indicated by yellow to red
colors. Interestingly, for the MLYPPT variant, a substantial flexibility
increase is also observed for α-helix residues 91-98. The flexibility
enhancement of the front loop could allow the enzyme to better
accommodate the NHC-BH3 or PhMe2SiH substrate, leading to
improved reaction efficiency. To model the substrate near-attack-
conformations49 that promote the borylation and silylation, the

distance between the carbene carbon and hydrogen atom of each
substrate is restrained to be within 2.4–2.8Å (Figs. 6c, d). Unlike RDT
and TDE variants, upon the binding of either the NHC-BH3 or the
PhMe2SiH substrates, the front loop (99–103) of MLYPPT is char-
acterized by further enhanced flexibility, allowing for the loop to
change conformation for better substrate bindings50. The rigidity of
TDE, RDT, and MPQPNQ is due to the conserved water-mediated
hydrogen bond network in the front loop50, which does not exist in
MLYPPT and SPIPAM variants (Fig. 6b). The lack of hydrogen bond
networks, thus, leads to the more flexible front loop of these variants,
as well as themore flexible α-helix region inMLYPPT. The substantially
improved loop flexibility of the MLYPPT variant to accommodate dif-
ferent types of substrates may contribute to its reaction generality for
both the C–B and the C–Si bond-forming processes.

Discussion
In thiswork,wedevelopedMODIFY, anML-guided framework for cold-
start library design in enzyme engineering. At the core of MODIFY is
the design scheme that jointly optimizes the expected fitness and
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sequence diversity of a library to achieve an optimal trade-off. To
address the cold-start challenge in engineering new-to-nature enzyme
functions, we developed an ensemble ML approach that integrates
evolutionary information to provide zero-shot fitness prediction for
protein variants. Computational evaluations suggest that MODIFY
provides accurate and robust zero-shot protein fitness prediction. In
silico studies using two experimentally characterized fitness land-
scapes showed that MODIFY provides diverse combinatorial libraries
enriched with high-fitness variants and offers a more informative
training set for effective MLDE.

Moreover, the MODIFY algorithm allowed the identification of
novel and highly effective enzyme variants to catalyze new-to-nature
reactions, permitting the enantioselective biocatalytic synthesis of
useful organoboron and organosilane compounds. Top hits from the
MODIFY library are six mutations away from previously engineered
biocatalysts via laboratory-directed evolution. Furthermore, MODIFY
led to a generalistMLYPPT variant capable of promoting both C–B and
C–Si bond formation with enantiocontrol and efficiency that are
superior or comparable to experimentally evolved enzyme variants.
Such enzyme variants that catalyze multiple reactions with uniformly
excellent activities and stereoselectivities remain rare in new-to-nature
biocatalysis. MD studies revealed the diverse loop dynamic behaviors
of Rma cyt c variants from theMODIFY library, indicating the excellent
potential of this highly functional, highly diverse biocatalyst library in
the discovery of other new-to-nature reactions. In particular, the gen-
eralist biocatalyst variant MLYPPT features unusually high degrees of
loop flexibility, better accommodating both the borane and silane
substrates. This finding has broad implications beyond the develop-
ment of effective borylation and silylation biocatalysts.

Our work demonstrated the effectiveness of leveraging protein
evolutionarydata usingML for cold-start enzyme library design innew-
to-nature biocatalysis. Without relying on the mechanistic considera-
tions of newly designed enzymatic processes, the evolutionary infor-
mation reveals the sequence patterns deemed by nature as
prerequisites for function, such as those related to structural stability
or biophysical properties. By harnessing evolutionary information,
MODIFY excludes detrimental mutations and designs effective bioca-
talyst libraries for the development of synthetically useful enzyme
functions. While experimentally assayed fitness data can be used to
better guide starting library design34, the cold-start setting considered
in this work represents an essential task in diverse enzyme engineering
applications, especially when large sequence-fitness datasets are not
readily available.

Another critical finding of our study is the importance of
sequence diversity in library design. Starting libraries with both high
expected fitness and diversity are more likely to encompass variants
spanning multiple fitness peaks (Fig. 4b–f), thereby enabling the
navigation of regions in the fitness landscape that are challenging to
reach through traditional directed evolution methods (Fig. 5). Com-
pared to prior library design methods15,51–54, including two studies
contemporaneous toourwork34,35 that also recognized the significance
of library diversity,MODIFYgenerates enzyme librarieswithout relying
on known fitness data for the optimization of valuable enzyme func-
tions, including new-to-nature functions. MODIFY further expands the
optimization of sequence-level diversity34,35,55 to residue-level diversity,
allowing exploration or exploitation at specific key residues by lever-
aging prior biochemical and structural insights. In contrast to the
previously employed degenerate-codon libraries34,35, we implement
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MODIFY libraries using microarray-based oligonucleotide pool
technologies46,56, allowing individually designedMODIFY variants to be
synthesized without undesired random recombination. In enzyme
engineering applications, MODIFY holds the promise to complement
or replace widely implemented random mutagenesis based on
degenerate codon methods.

Beyond enzyme engineering, the ML framework of MODIFY
readily extends to the general field of protein engineering. Addition-
ally, although this work focused on starting library design for single-
round variants screening, MODIFY can be integrated with supervised
fitness prediction models, active learning methods, and adaptive
sampling algorithms to develop an ML framework for iterative-round,
MLDE. This potential establishes MODIFY as a versatile tool for accel-
erating protein engineering, thereby enriching the already vast repo-
sitory of functional proteins derived from both natural and laboratory
evolution.

Methods
Datasets for computational evaluation
Weused a diverse array ofmutational scanning datasets fromprevious
studies to computationally evaluate MODIFY’s ability for zero-shot
protein fitness prediction and starting library design. For zero-shot
protein fitness prediction, we used the ProteinGym benchmark
dataset23 comprising 87 DMS assays with experimental measurements
of protein fitness to examine MODIFY’s prediction ability for single
mutants. We also benchmarked on the latest release of ProteinGym
(v1.0)29. Additionally, we included three experimentally characterized
fitness landscapes (GB130, ParD331,32, CreiLOV33) to examine MODIFY’s
predictive ability for high-order mutants. For starting library design,
we used the experimentally characterized fitness landscapes of GB1
and CreiLOV to examine MODIFY’s ability to design high-quality
combinatorial starting libraries. Detailed information on the datasets
employed for computational evaluation is included in Supplementary
Information A.1.

Pareto-optimization of fitness and diversity for library design
MODIFY’s primary innovation lies in its Pareto optimization algorithm
for library design. For a parent protein (e.g., the wild-type or an initial
functional variant) and its M residues of interest, MODIFY designed a
combinatorial library with optimized sequence fitness and diversity.
These M residues are typically chosen by protein engineers based on
known functional hotspots of the protein, such as enzyme active site
residues.

Denote X as the set of all possible sequences with length M that
can be included in the library, a library of protein sequences can be
mathematically described using a probability distribution p(x) over X ,
wherex = (x1,…, xM)∈ ΣM is a sequencewith lengthM and Σ is the set of
the 20 canonical amino acids. Inspired by a recent library design
method34, we formulate the library design problem as an optimization
problem of maximizing the expected fitness of sequences sampled by
the library and the library’s sequence diversity.

maxp2PEx ∼pðxÞ fitness ðxÞ+ λ � diversity ðpÞ, ð1Þ

where P is the set of all possible libraries, and λ>0 is a coefficient that
balances the fitness and diversity terms. Therefore, the library design
problem is reduced to three sub-tasks, including how to (i) estimate
thefitness term fitness(x), (ii) quantify the librarydiversity diversity(p),
and (iii) efficiently find an optimal solution p* that maximizes the
objective. We describe our approaches for these tasks below.

Fitness prediction. The first challenge in high-quality library design is
to efficiently predict the fitness of protein variants for guiding the
inclusion of variants likely functional in the library. Although Since we

focus on cold-start library design without any known fitness data,
previous approaches utilizing supervised fitness predictors are not
applicable to this problem34,57. Here, we develop an unsupervised ML
model to predict a variant’s fitness f(x) from its sequence x. We
leveraged pre-trained generative ML models, which were shown
effective for zero-shot mutation effect prediction24,27,58–60, to derive a
proxy score of variant fitness (Fig. 1a). Details of this fitness predictor
are provided in the next section.

Library diversity quantification. A straightforwardway to quantify the
diversity of a library p is through entropy HðpÞ= �P

x2XpðxÞ logpðxÞ,
which was adopted by a recent work34. However, this diversity metric,
defined at the sequence level, is not sufficiently flexible to allow the
incorporation of prior domain knowledge in library design; for
example, some residues are critical for structure stability and should
be restricted to a certain amino acid (AA), while some residues are
known as tolerable for mutations so the exploration of more AAs is
preferred. To address this, we delineate the sequence-level diversity
into residue-level resolution. Specifically, we represent the library by a
column stochasticmatrix p∈ [0, 1]M×K such that

PK
k = 1pi,k = 1, ∀ i∈ [M],

where K = ∣Σ∣ = 20 is the alphabet size of AAs. The probability of a
sequence x = (x1, …, xM) ∈ ΣM (only including AAs at the M mutated
sites) sampled by the library can thus be factorized as

pðxÞ=
YM

i= 1

XK

k = 1

δkðxiÞpi,k , ð2Þ

where the Kronecker function δk(xi) = 1 if xi equals the k-th AA from the
alphabet Σ and zero otherwise. Accordingly, the library diversity
diversity(p) in our framework is defined as the sumof site-wise entropy
of the distribution over AAs:

diversityðpÞ=
XM

i= 1

HðpiÞ=
XM

i = 1

XK

k = 1

�pi,k logpi,k : ð3Þ

Optimization. Directly learning the values in matrix p ∈ [0, 1]M×K is
challenging due to the constraint that each column of p should be a
valid probability distribution. We thus reparameterize matrix
p ∈ [0, 1]M×K using another matrix ϕ 2 RM ×K following Zhu et al.34:
pi,k = expðϕi,kÞ=

P
k 0 expðϕi,k0 Þ. In this way, we turned the constrained

optimization with respect to p into an unconstrained optimization
with respect to ϕ:

maxϕJðϕÞ=maxϕEx ∼pðxÞ½f ðxÞ�+ λ
XM

i = 1

αiHðpiÞ, ð4Þ

where αi is the parameter used for strengthening or reducing the
diversity at residue i. By default, we set αi = 1/M, ∀ i, while in the
‘informed setting’ (Fig. 1b), researchers can vary αi to control residue-
level diversity, which cannot be achieved by many existing library
design algorithms34,35,55. This objective can be efficiently optimized by
stochastic gradient ascent ϕt+1 = ϕt + η∇ϕJ(ϕ) where t = 1, …, T is the
update step and η is the step size. Similar to Zhu et al.34, we apply
Monte Carlo approximation to estimate the gradient ∇ϕJ(ϕ) using a
batch of samples with size B:

∇ϕi,j
JðϕÞ≈ 1

B

XB

b = 1

f ðxðbÞÞðδjðxðbÞ
i Þ � pi,jÞ � λαi

XK

j0 = 1

ð1 + logpi,j0 Þpi,j0 ðδjðj0Þ � pi,jÞ,

ð5Þ
where xðbÞ

i is the i-th AA of the b-th sequence in the batch (Supple-
mentary InformationA.2). In our experiments, we iterativelyoptimized
the objective for T = 2000 steps with step size η = 0.1 and batch
size B = 1000.
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Pareto optimality. The parameter λ in Eq. (4) controls the balance
between the library’s expected fitness and diversity. Optimizing this
objective for a specific λ gives a particular library pλ, corresponding to
a point on the Pareto-optimal frontier curve (Fig. 1b). Points lying on
this curve represent Pareto optimal solutions for the library design
problem, meaning that no other solution exists that is better in terms
of both mean predicted fitness and diversity. In our implementation,
we used a discrete series of λ values to recover the Pareto-optimal
front, butmore efficient approaches can also be employed to trace out
the front61.

Library construction. After deriving the Pareto front from the objec-
tive (Eq. (4)), we proceed to construct a library with Ns sequences. The
choice of library size Ns is typically informed by experiment con-
straints. Since no single point on the Pareto front strictly outperforms
all others, we use a heuristic approach to select a representative point
p* that maximizes the area (fitness × diversity) under the curve. Next,
we sample sequences from distribution p* by sequentially sampling an
AA for each site from p*

i (the i-th column of p*) and then concatenating
the sampled AAs. This process repeats until the library accumulates Ns

sequences. In each sampling step, a sampled sequence is added to the
library if it is unique to current library sequences and passes two
structure filters (Fig. 1c; Supplementary Information A.4) based on
foldability (ESMFold pLDDT25) and structure stability (FoldX ΔΔG38),
which improves the synthesizability of sampled sequences.

An ensemble ML model for zero-shot protein fitness prediction
Our objective for library design (Eq. (4) necessitates an effective
method to predict the fitness f(x) of a variant x. We harness unsu-
pervised generative ML models in protein biology, notably protein
large language models (LLMs), for zero-shot fitness prediction (i.e., no
supervised training). Those LLMs, having been trained on massive
protein sequence datasets, capture evolutionary patterns in natural
proteins, identifying mutations that are evolutionarily plausible58 and
critical for functionality. While these patterns might not directly dic-
tate specific functions, they reflect the mutation patterns that are
prevalent across protein families or those deemed by nature as pre-
requisites for most protein functions; for instance, some mutations
destabilize the structure and prevent the protein from carrying out a
function. A recent study58 affirmed the efficacy of LLMs in suggesting
beneficial mutations for evolving human antibodies without needing
function-specific data. Inspired by those findings, we utilized the
evolutionary plausibility captured by unsupervised ML models as a
surrogate for protein fitness, which guides our library design to side-
step fitness holes in the protein fitness landscape62 while including
those with potential high fitness. Specifically, MODIFY integrates the
following four pre-trained unsupervised ML models that capture glo-
bal evolutionary contexts (natural protein sequences) or local evolu-
tionary contexts (homologous sequences). Details on how we ran
those models can be found in Supplementary Information A.3.

Protein language model. Consider a protein sequence x = (x1, …, xL)
∈ ΣL, where Σ is amino acids (AAs) set and L the sequence length. A PLM
predicts the probability of an AA at a specific position given the rest of
the sequence: p(xi∣x−i), where x−i are AAs other than xi. We employed
two leading PLMs, ESM-225 and ESM-1v24. Trained on theUniRef protein
sequence database63, these models capture variations across millions
of observed natural protein sequences and have effective zero-shot
fitness prediction ability24,58. To evaluate a mutant’s evolutionary
plausibility as a fitness proxy, we compute the log-odds ratio between
the wild-type sequence xWT and mutant sequence xMT predicted by
ESM:

sESMðxMTÞ=
X

t2T
logpðxt = x

MT
t jxnT Þ � logpðxt = xWT

t jxnT Þ, ð6Þ

where T is the set of mutated sites and x⧹T represents sequence xwith
residues in T masked. When sESM(xMT) > 0, the mutant xMT is deemed
more evolutionarily more plausible than the wild-type, indicating a
potential higherfitness.We averaged the log-odds ratios of ESM-1v and
ESM-2 in our model.

Evolutionary coupling model. In addition to the global evolutionary
contexts captured by ESM, we incorporated evolutionary coupling
(EC) models, capturing local evolutionary contexts specific to the
protein of interest from its homologous sequences. Widely used for
analyzingprotein sequences and structures64, thoseECmodels employ
a Potts model framework to learn the ‘energy’ E(x) for a sequence x by
considering both individual site preferences and co-evolutionary pat-
terns within the sequence: E(x) = −∑i ei(xi) − ∑i,j eij(xi, xj), in which the
parameters ei and eij are fit on the multiple sequence alignment (MSA)
of the protein’s homologous sequences. The probability of the
sequence is thus computed by pðxÞ= expð�EðxÞÞ=Z , with Z a normal-
ization constant. Here, we used an EC model known as EVmutation26,65

and quantify the evolutionary plausibility using the log-odds
ratio: sEVmutðxMTÞ= logpðxMTÞ � logpðxWTÞ.

Latent generative sequencemodel. Another class of models we used
to incorporate local evolutionary contexts is the latent generative
sequencemodels27,66 that learns the sequence distribution of a protein
family. Those models generalize EVmutation by incorporating not just
site-specific and pairwise constraints but higher-order residue inter-
dependencies through a variational autoencoder (VAE). The prob-
ability of a sequence x is defined by marginalizing out the latent
variable: p(x) = ∫zp(x∣z, θ)p(z)dz. This is approximated using the evi-
dence lower bound (ELBO; Supplementary Information A.3). We used
EVE, a latent sequence model previously demonstrated to effectively
predict mutation effects27. Similar to sEVmut, the EVE-based score sEVE is
defined as the log ratio comparing EVE-predicted probabilities of
mutant to wild-type sequences.

MSA-based PLM. Complementing the above models, we further
incorporated MSA Transformer28, a hybrid PLM that reinforces local
evolutionary patterns in the global evolutionary contexts. While simi-
lar to ESM, MSA Transformer additionally factors in the MSA of
homologous sequences of the input protein to predict the amino acid
probabilities for a given sequence context: p(xi∣x−i; MSA(x)). The MSA
Transformer-based score sMSATrans is structured similarly to sESM, using
a sum of log-odds ratios across mutated sites.

Ensemble fitness predictor. The individual scores derived from the
above models have been demonstrated as effective predictors for
zero-shot fitness prediction or variant effect prediction23,24,26,27,58,66. To
further enhance their accuracy and robustness, in MODIFY we inte-
grated those models into an ensemble fitness predictor. We first
applied a z-score transformation to each individual score, normalizing
them to a comparable scale (zero mean and unit variance), and then
averaged the normalized scores:

f ðxÞ=β1 � ~sESMðxÞ+β2 � ~sEVmutðxÞ+β3 � ~sEVEðxÞ+β4 � ~sMSATransðxÞ, ð7Þ

where ~s is the normalized score. Individual models can be weighted
with different βi to emphasize the importanceof a particular score, but
we setβi= 1/4,∀ i for simplicity in thiswork. Inour experiments (Fig. 2),
we found that, while none of these existing models consistently pre-
vails, our ensemble model is a robust predictor and outperforms
others most of the time. In ablation evaluation, we tested MODIFY
against every possible subset combination of its constituent models
and found that including all individual models led to the best predic-
tion performance (Supplementary Fig. 6).
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Library amplification and sequencing
Oligo pool amplification. A DNA oligo pool (141 bp) containing
1000 sequences designed by MODIFY was ordered from Twist
Bioscience (South San Francisco, CA). The primers used in the
amplifications are:

Forward primer: GTGGTCCAGTTTACATCATG
Reverse primer: GAATTGCACGTGCTTGTTCTT
The detailed methodology for amplification is provided in Sup-

plementary Information A.7.

Library sequencing. The library was sequenced by the Azenta Life
Sciences (Burlington, MA) with the glycerol stock of the bacteria
overnight culture.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
This study used publicly available protein fitness datasets for com-
putational evaluation: ProteinGym benchmark dataset [https://doi.
org/10.48550/arXiv.2205.13760, 10.1101/2023.12.07.570727]; the fit-
ness datasets of high-order mutants for three proteins, including GB1
[10.7554/eLife.16965], CreiLOV [10.1021/acssynbio.2c00662], and
ParD3 [10.7554/eLife.60924, 10.1038/s41559-022-01688-0]. The fol-
lowing PDB structures were used: 1PGA [10.2210/pdb1PGA/pdb],
1N9L [10.2210/pdb1N9L/pdb], 3CP5 [10.2210/pdb3CP5/pdb], 6CUK
[10.2210/pdb6CUK/pdb], 6CUN [10.2210/pdb6CUN/pdb]. All experi-
mental data are available in the main text and the Supplementary
Information. Plasmids encoding Rma cytochrome c variants reported
in this study are available for research purposes from Y.Y. under a
material transfer agreement (MTA) with the University of California
Santa Barbara.

Code availability
The source code of MODIFY is available at https://github.com/luo-
group/MODIFY and has been deposited to Zenodo67 at https://doi.
org/10.5281/zenodo.12715542. MODIFY was built on Python 3.9,
PyTorch 2.0.0, Numpy 1.23.1, Pandas 1.4.4, Matplotlib 3.5.3, Logo-
maker 0.8, Seaborn 0.12.2, Biotite 0.38.0, Biopython 1.76. ESM-1v
(https://github.com/facebookresearch/esm), ESM-2 (https://github.
com/facebookresearch/esm), EVmutation (https://github.com/
debbiemarkslab/EVcouplings), EVE (https://github.com/OATML-
Markslab/EVE), and MSA Transformer (https://github.com/
facebookresearch/esm) were used for zero-shot protein fitness pre-
diction. ESMFold (https://github.com/facebookresearch/esm#
esmfold) and FoldX5 (https://foldxsuite.crg.eu/) were used for
structured-based filtering. For MD analysis, the following software
was used: Amber 20, AutoDock 4.2, Gaussian 16, and Open-source
PyMOL 3.0.

References
1. Bornscheuer, U. T. et al. Engineering the third wave of biocatalysis.

Nature 485, 185–194 (2012).
2. Zetzsche, L. E., Chakrabarty, S. & Narayan, A. R. H. The transfor-

mative power of biocatalysis in convergent synthesis. J. Am. Chem.
Soc. 144, 5214–5225 (2022).

3. Buller, R. et al. From nature to industry: harnessing enzymes for
biocatalysis. Science 382, eadh8615 (2023).

4. Bloom, J. D. & Arnold, F. H. In the light of directed evolution:
pathways of adaptive protein evolution. Proc. Natl Acad. Sci. USA
106, 9995–10000 (2009).

5. Packer, M. S. & Liu, D. R. Methods for the directed evolution of
proteins. Nat. Rev. Genet. 16, 379–394 (2015).

6. Reetz, M. T. Laboratory evolution of stereoselective enzymes: a
prolific source of catalysts for asymmetric reactions.Angew. Chem.
Int. Ed. 50, 138–74 (2011).

7. Yang, K. K.,Wu, Z. & Arnold, F. H.Machine-learning-guided directed
evolution for protein engineering. Nat. Methods 16, 687–694
(2019).

8. Siedhoff, N. E., Schwaneberg, U. & Davari, M. D. Machine learning-
assisted enzyme engineering. Methods Enzymol. 643, 281–315
(2020).

9. Yang, J., Li, F.-Z. & Arnold, F. H. Opportunities and challenges for
machine learning-assisted enzyme engineering. ACS Cent. Sci. 10,
226–241 (2024).

10. Luo, Y. et al. Ecnet is an evolutionary context-integrated deep
learning framework for protein engineering. Nat. Commun. 12,
5743 (2021).

11. Wu, Z., Kan, S. J., Lewis, R. D.,Wittmann, B. J. &Arnold, F.H.Machine
learning-assisted directed protein evolution with combinatorial
libraries. Proc. Natl Acad. Sci. USA 116, 8852–8858 (2019).

12. Hie, B., Bryson, B. D. & Berger, B. Leveraging uncertainty inmachine
learning accelerates biological discovery and design. Cell Syst. 11,
461–477 (2020).

13. Gelman, S., Fahlberg, S. A., Heinzelman, P., Romero, P. A. & Gitter,
A. Neural networks to learn protein sequence–function relation-
ships fromdeepmutational scanningdata.Proc.Natl Acad. Sci. USA
118, e2104878118 (2021).

14. Hie, B. L. & Yang, K. K. Adaptive machine learning for protein
engineering. Curr. Opin. Struct. Biol. 72, 145–152 (2022).

15. Romero, P. A., Krause, A. & Arnold, F. H. Navigating the protein
fitness landscape with gaussian processes. Proc. Natl Acad. Sci.
USA 110, E193–E201 (2013).

16. Yu, T., Boob, A. G., Singh, N., Su, Y. & Zhao, H. In vitro continuous
protein evolution empoweredbymachine learning andautomation.
Cell Syst. 14, 633–644 (2023).

17. Chen, K. & Arnold, F. H. Engineering new catalytic activities in
enzymes. Nat. Catal. 3, 203–213 (2020).

18. Klaus, C. & Hammer, S. C. New catalytic reactions by enzyme
engineering. Trends Chem. 4, 363–366 (2022).

19. Brandenberg, O. F., Fasan, R. & Arnold, F. H. Exploiting and engi-
neering hemoproteins for abiological carbene and nitrene transfer
reactions. Curr. Opin. Biotechnol. 47, 102–111 (2017).

20. Yang, Y. & Arnold, F. H. Navigating the unnatural reaction space:
directed evolution of heme proteins for selective carbene and
nitrene transfer. Acc. Chem. Res. 54, 1209–1225 (2021).

21. Zhou, Q., Chin, M., Fu, Y., Liu, P. & Yang, Y. Stereodivergent atom-
transfer radical cyclization by engineered cytochromes p450. Sci-
ence 374, 1612–1616 (2021).

22. Cheng, L. et al. Stereoselective amino acid synthesis by synergistic
photoredox-pyridoxal radical biocatalysis. Science 381, 444–451
(2023).

23. Notin, P. et al. Tranception: protein fitness prediction with auto-
regressive transformers and inference-time retrieval. In: Interna-
tional Conference onMachine Learning, 16990–17017 (PMLR, 2022).

24. Meier, J. et al. Languagemodels enable zero-shot prediction of the
effects of mutations on protein function. Adv. Neural Inf. Process.
Syst. 34, 29287–29303 (2021).

25. Lin, Z. et al. Evolutionary-scale prediction of atomic-level
protein structure with a language model. Science 379,
1123–1130 (2023).

26. Hopf, T. A. et al. Mutation effects predicted from sequence co-
variation. Nat. Biotechnol. 35, 128–135 (2017).

27. Frazer, J. et al. Disease variant prediction with deep generative
models of evolutionary data. Nature 599, 91–95 (2021).

28. Rao, R. M. et al. MSA transformer. In: International Conference on
Machine Learning, 8844–8856 (PMLR, 2021).

Article https://doi.org/10.1038/s41467-024-50698-y

Nature Communications |         (2024) 15:6392 11

https://doi.org/10.48550/arXiv.2205.13760
https://doi.org/10.48550/arXiv.2205.13760
https://github.com/luo-group/MODIFY
https://github.com/luo-group/MODIFY
https://doi.org/10.5281/zenodo.12715542
https://doi.org/10.5281/zenodo.12715542
https://github.com/facebookresearch/esm
https://github.com/facebookresearch/esm
https://github.com/facebookresearch/esm
https://github.com/debbiemarkslab/EVcouplings
https://github.com/debbiemarkslab/EVcouplings
https://github.com/OATML-Markslab/EVE
https://github.com/OATML-Markslab/EVE
https://github.com/facebookresearch/esm
https://github.com/facebookresearch/esm
https://github.com/facebookresearch/esm#esmfold
https://github.com/facebookresearch/esm#esmfold
https://foldxsuite.crg.eu/


29. Notin, P. et al. Proteingym: large-scale benchmarks for protein
design and fitness prediction. bioRxiv https://www.biorxiv.org/
content/10.1101/2023.12.07.570727v1 (2023).

30. Wu, N. C., Dai, L., Olson, C. A., Lloyd-Smith, J. O. & Sun, R. Adap-
tation in protein fitness landscapes is facilitated by indirect paths.
Elife 5, e16965 (2016).

31. Lite, T.-L. V. et al. Uncovering thebasis of protein-protein interaction
specificity with a combinatorially complete library. Elife 9, e60924
(2020).

32. Ding, D. et al. Co-evolution of interacting proteins through non-
contacting and non-specific mutations. Nat. Ecol. Evol. 6, 590–603
(2022).

33. Chen, Y. et al. Deep mutational scanning of an oxygen-
independent fluorescent protein creilov for comprehensive
profiling of mutational and epistatic effects. ACS Synth. Biol.
12, 1461–1473 (2023).

34. Zhu, D. et al. Optimal trade-off control in machine learning–based
library design, with application to adeno-associated virus (aav) for
gene therapy. Sci. Adv. 10, eadj3786 (2024).

35. Yang, J. et al. Decoil: Optimization of degenerate codon libraries for
machine learning-assisted protein engineering. ACS Synth. Biol. 12,
2444–2454 (2023).

36. Sumbalova, L., Stourac, J., Martinek, T., Bednar, D. & Damborsky, J.
Hotspot wizard 3.0: web server for automated design of mutations
and smart libraries based on sequence input information. Nucleic
Acids Res. 46, W356–W362 (2018).

37. Khan, A. I., Dinh, D. M., Schneider, D., Lenski, R. E. & Cooper, T. F.
Negative epistasis between beneficial mutations in an evolving
bacterial population. Science 332, 1193–1196 (2011).

38. Schymkowitz, J. et al. The FoldX web server: an online force field.
Nucleic Acids Res. 33, W382–W388 (2005).

39. Khersonsky, O. et al. Automated design of efficient and functionally
diverse enzyme repertoires. Mol. Cell 72, 178–186 (2018).

40. Das, B. C. et al. Boron chemicals in diagnosis and therapeutics.
Future Med. Chem. 5, 653–676 (2013).

41. Miyaura, N. & Suzuki, A. Palladium-catalyzed cross-coupling reac-
tions of organoboron compounds. Chem. Rev. 95, 2457–2483
(1995).

42. Stelter, M. et al. A novel type of monoheme cytochrome c: bio-
chemical and structural characterization at 1.23 a resolution of
rhodothermus marinus cytochrome c. Biochemistry 47 46,
11953–63 (2008).

43. Kan, S. J., Huang, X., Gumulya, Y., Chen, K. & Arnold, F. H. Geneti-
cally programmed chiral organoborane synthesis. Nature 552,
132–136 (2017).

44. Kan, S. J., Lewis, R. D., Chen, K. & Arnold, F. H. Directed evolution of
cytochromec for carbon–siliconbond formation: bringing silicon to
life. Science 354, 1048–1051 (2016).

45. Lewis, R. D. et al. Catalytic iron-carbene intermediate revealed in a
cytochrome c carbene transferase. Proc. Natl Acad. Sci. USA 115,
7308 – 7313 (2018).

46. Kosuri, S. & Church, G. M. Large-scale de novo dna synthesis:
technologies and applications. Nat. Methods 11, 499–507 (2014).

47. Krieger, F., Möglich, A. & Kiefhaber, T. Effect of proline and glycine
residues on dynamics and barriers of loop formation in polypeptide
chains. J. Am. Chem. Soc. 127, 3346–3352 (2005).

48. Sun, Z., Liu, Q., Qu, G., Feng, Y. & Reetz, M. T. Utility of b-factors in
protein science: Interpreting rigidity, flexibility, and internal motion
and engineering thermostability.Chem. Rev. 119, 1626–1665 (2019).

49. Knorrscheidt, A. et al. Accessing chemo- and regioselective
benzylic and aromatic oxidations by protein engineering of an
unspecific peroxygenase. ACS Catal. 11, 7327–7338 (2021).

50. Garcia-Borràs, M. et al. Origin and control of chemoselectivity in
cytochrome c catalyzed carbene transfer into si-h and n-h bonds. J.
Am. Chem. Soc. 143, 7114–7123 (2021).

51. Mena, M. A. & Daugherty, P. S. Automated design of degenerate
codon libraries. Protein Eng. Des. Sel. 18, 559–561 (2005).

52. Jacobs, T. M., Yumerefendi, H., Kuhlman, B. & Leaver-Fay, A. Swif-
tlib: rapid degenerate-codon-library optimization through dynamic
programming. Nucleic Acids Res. 43, e34–e34 (2015).

53. Shimko, T. C., Fordyce, P. M. & Orenstein, Y. Decode: degenerate
codon design for complete protein-coding DNA libraries. Bioinfor-
matics 36, 3357–3364 (2020).

54. Greenhalgh, J. C., Fahlberg, S. A., Pfleger, B. F. & Romero, P. A.
Machine learning-guided acyl-acp reductase engineering for
improved in vivo fatty alcohol production. Nat. Commun. 12,
5825 (2021).

55. Verma, D., Grigoryan, G. & Bailey-Kellogg, C. Pareto optimization of
combinatorialmutagenesis libraries. IEEE/ACMTrans. Comput. Biol.
Bioinf. 16, 1143–1153 (2018).

56. Patsch, D., Eichenberger, M., Voss, M., Bornscheuer, U. T. & Buller,
R. Libgenie - a bioinformatic pipeline for the design of information-
enriched enzyme libraries. Comput. Struct. Biotechnol. J. 21,
4488–4496 (2023).

57. Sample, P. J. et al. Human 5’utr design and variant effect prediction
from a massively parallel translation assay. Nat. Biotechnol. 37,
803–809 (2019).

58. Hie, B. L. et al. Efficient evolution of human antibodies from general
protein language models. Nat. Biotechnol. 42, 275–283 (2023).

59. Gao, H. et al. The landscape of tolerated genetic variation in
humans and primates. Science 380, eabn8153 (2023).

60. Cheng, J. et al. Accurate proteome-wide missense variant effect
prediction with alpha missense. Science 381, eadg7492 (2023).

61. Gu, X., Qi, Y. & El-Kebir, M. Balancing minimum free energy and
codon adaptation index for Pareto optimal RNA design. In: 23rd
International Workshop on Algorithms in Bioinformatics (WABI 2023)
(Schloss Dagstuhl-Leibniz-Zentrum für Informatik, 2023).

62. Wittmann, B. J., Yue, Y. & Arnold, F. H. Informed training set design
enables efficient machine learning-assisted directed protein evo-
lution. Cell Syst. 12, 1026–1045 (2021).

63. The UniProt Consortium. UniProt: the universal protein knowl-
edgebase in 2023. Nucleic Acids Res. 51, D523–D531 (2023).

64. Kuhlman, B. & Bradley, P. Advances in protein structure prediction
and design. Nat. Rev. Mol. Cell Biol. 20, 681–697 (2019).

65. Hopf, T. A. et al. The EVcouplings python framework for coevolu-
tionary sequence analysis. Bioinformatics 35, 1582–1584 (2019).

66. Riesselman, A. J., Ingraham, J. B. & Marks, D. S. Deep generative
models of genetic variation capture the effects of mutations. Nat.
Methods 15, 816–822 (2018).

67. Luo, Y. & Ding, K. Machine learning-guided co-optimization of fit-
ness and diversity facilitates combinatorial library design in enzyme
engineering. https://doi.org/10.5281/zenodo.12715542 (2024).

Acknowledgements
This research is supported by the NIH (R35GM150890 to Y.L.,
R35GM147387 to Y.Y. and R35GM128779 to P.L.), the Amazon Research
Award (to Y.L.), and the seed grants (to Y.L. and Y.Y.) from the NSF
MoleculeMaker Lab Institute (grant #2019897). M.C., Y.Z., W.H., and Y.Y.
acknowledge the NSF BioPACIFIC MIP (DMR-1933487) and the NSF
MRSEC Program (DMR-2308708) at the University of California Santa
Barbara for access to instrumentation. This work used the Delta GPU
Supercomputer at NCSA of UIUC through allocation CIS230097 from
the Advanced Cyberinfrastructure Coordination Ecosystem: Services &
Support (ACCESS) program, which is supported by NSF grants
#2138259, #2138286, #2138307, #2137603, and #2138296, and GPU
resources at the Center for Research Computing of the University of
Pittsburgh. The authors acknowledge the computational resources
provided byMicrosoft Azure through the CloudHub programat GaTech
IDEaSand theMicrosoft Accelerate FoundationModels Research (AFMR)
program. We thank Prof. Kara Bren (University of Rochester) for

Article https://doi.org/10.1038/s41467-024-50698-y

Nature Communications |         (2024) 15:6392 12

https://www.biorxiv.org/content/10.1101/2023.12.07.570727v1
https://www.biorxiv.org/content/10.1101/2023.12.07.570727v1
https://doi.org/10.5281/zenodo.12715542


providing the pEC86 plasmid for cytochrome c maturation and Prof.
Yiming Wang (University of Pittsburgh) for critical reading of this
manuscript.

Author contributions
Y.L. and Y.Y. conceived and supervised the project. K.D. developed the
MODIFY model and performed computational evaluations. M.C., Y.Z.,
and W.H. performedmolecular cloning and biocatalytic reactions. W.H.
and H.W. synthesized substrates and authentic products. K.D., Y.Z.,
B.K.M, and W.H. performed data analysis. B.K.M. performed molecular
dynamics simulations. Y.L., Y.Y., P.L., K.D., Y.Z., W.H. and B.K.M. wrote
the manuscript with input from all other authors.

Competing interests
The authors declare no competing interests.

Additional information
Supplementary information The online version contains
supplementary material available at
https://doi.org/10.1038/s41467-024-50698-y.

Correspondence and requests for materials should be addressed to
Peng Liu, Yang Yang or Yunan Luo.

Peer review information Nature Communications thanks Carlos Ace-
vedo-Rocha, Zhongyue Yang and the other, anonymous, reviewer(s) for

their contribution to the peer review of this work. A peer review file is
available.

Reprints and permissions information is available at
http://www.nature.com/reprints

Publisher’s note Springer Nature remains neutral with regard to jur-
isdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as
long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons licence, and indicate if
changes were made. The images or other third party material in this
article are included in the article’s Creative Commons licence, unless
indicated otherwise in a credit line to the material. If material is not
included in the article’s Creative Commons licence and your intended
use is not permitted by statutory regulation or exceeds the permitted
use, you will need to obtain permission directly from the copyright
holder. To view a copy of this licence, visit http://creativecommons.org/
licenses/by/4.0/.

© The Author(s) 2024

Article https://doi.org/10.1038/s41467-024-50698-y

Nature Communications |         (2024) 15:6392 13

https://doi.org/10.1038/s41467-024-50698-y
http://www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/

	Machine learning-guided co-optimization of fitness and diversity facilitates combinatorial library design in enzyme engineering
	Results
	Overview of MODIFY, an ML algorithm to co-optimize library fitness and diversity
	Accurate zero-shot fitness prediction
	In silico evaluation of starting library design on GB1
	MODIFY library improves downstream MLDE
	Experimental validation of MODIFY led to novel biocatalysts from wild-type cytochrome c with excellent activity and enantioselectivity
	MD simulations offer insights into altered loop dynamics of MODIFY Rma cytochrome c variants

	Discussion
	Methods
	Datasets for computational evaluation
	Pareto-optimization of fitness and diversity for library design
	Fitness prediction
	Library diversity quantification
	Optimization
	Pareto optimality
	Library construction

	An ensemble ML model for zero-shot protein fitness prediction
	Protein language model
	Evolutionary coupling model
	Latent generative sequence model
	MSA-based PLM
	Ensemble fitness predictor

	Library amplification and sequencing
	Oligo pool amplification
	Library sequencing

	Reporting summary

	Data availability
	Code availability
	References
	Acknowledgements
	Author contributions
	Competing interests
	Additional information




