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Cytokinesis, the fission of a mother cell into two daughter cells, is
a simple and dramatic cell shape change. Here, we examine the
dynamics of cytokinesis by using a combination of microscopy,
dynamic measurements, and genetic analysis. We find that cyto-
kinesis proceeds through a single sequence of shape changes, but
the kinetics of the transformation from one shape to another
differs dramatically between strains. We interpret the measure-
ments in a simple and quantitative manner by using a previously
uncharacterized analytic model. From the analysis, wild-type cy-
tokinesis appears to proceed through an active, extremely regu-
lated process in which globally distributed proteins generate
resistive forces that slow the rate of furrow ingression. Finally, we
propose that, in addition to myosin II, a Laplace pressure, resulting
from material properties and the geometry of the dividing cell,
generates force to help drive furrow ingression late in cytokinesis.

cell dynamics � myosin II � dynacortin � RacE � cell mechanics

How cells form diverse shapes such as extended neurons or
columnar epithelium or change shape during movement is

an important mystery in cell biology. Cytokinesis, the mechan-
ical separation of a mother cell into two daughter cells, is a
simple shape change that is essential for cell viability. Its failure
can lead to defects in cell growth and aneuploidy, causing
diseases such as cancer.

Cytokinesis is coordinated by the mitotic spindle, which
delivers cues to the actin-rich cortex. These cues lead to a
redistribution of a number of cytoskeletal proteins, including
myosin II, to the cell’s equator (1). In the classic model, myosin
II constricts an equatorial actin ring, producing two daughter
cells (2–6). Puzzlingly, cytokinesis in some cell types proceeds
fairly normally without myosin II. Other observations suggest
that both the polar�global and equatorial regions of the cell
cortex have important roles in the contractile process (7–11).
Thus, cytokinesis appears to be executed by a complex network,
involving multiple force-generating systems and regulatory feed-
back loops. Consequently, many proteins may contribute impor-
tant functions to cytokinesis without producing gross phenotypes
when mutated (12). However, at present, we know very little
about how the entire cytokinesis machinery works.

Here, we analyze the time dependency of furrow ingression of
wild-type and mutant Dictyostelium cytokineses by measuring
the furrow diameter and length and applying an appropriate
rescaling strategy. This method reveals, in a noninvasive way,
features distinctive of each strain. In all cell types, cytokinesis
proceeds through essentially the same sequence of shapes.
However, the kinetics of transformation between shapes differs
dramatically between wild-type and mutant strains. We analyzed
the role of equatorial proteins, myosin II and the actin
crosslinker cortexillin I, and global proteins, RacE small GTPase
and the actin crosslinker dynacortin (Fig. 1A). Each protein plays
an important role in cytokinesis and cortical mechanics (7,
13–18). Each mutant strain follows a unique time-dependent
trajectory of furrow ingression. By comparing the data with a
quantitative model, the cylinder thinning model, we propose that
myosin II-generated active radial stresses, a Laplace pressure

generated from material properties and RacE�dynacortin-
generated resistive stresses, govern furrow-thinning dynamics.
With this combination of genetics and cell imaging and model-
ing, a quantitative framework in which molecular mechanisms
are related to cytokinesis dynamics becomes possible.

Materials and Methods
Strains. All genetic strains used in this study have been described
in refs. 15 and 19–21. Wild-type cells were HS1000 cells (19).
Control strains carried the parental plasmid, pLD1A15SN,
which allowed all cells to be grown under identical media
conditions (19). To generate the RacE�dynacortin and myosin
II�dynacortin double-mutant combinations, RacE and myosin II
mutant strains were transformed with a dynacortin hairpin
(dynhp) construct (15). No dynacortin protein was detectable in
dynhp cells by Western immunodetection by using anti-
dynacortin antibodies as described and quantified in ref. 15.

Microscopy. Log-phase Dictyostelium cells were plated in imaging
chambers. Because temperature can impact physical parameters
such as viscosity, the imaging temperature was standardized to
22 � 0.5°C. Cells were imaged with a �40 oil, NA1.3 objective
and a �1.6 optivar. UV, IR, and green filters were used to
eliminate phototoxicity. Frames were collected every 2 s until the
intercellular bridge was severed by using the IP LAB software
package (Scanalytics, Billerica, MA). The time-lapse movies
were analyzed by using NIH IMAGE (http:��rsb.info.nih.gov�nih-
image�Default.html), Microsoft EXCEL, and KALEIDAGRAPH
(Synergy Software, Reading, PA).

Results
Wild-Type Furrows Constrict Exponentially. To initiate our analysis,
we studied the dynamics of wild-type cytokinesis and defined two
phases of shape progression (Fig. 1B; see also Movies 1 and 2,
which are published as supporting information on the PNAS web
site). During phase 1, the mother cell rounds up, elongates into
a cylinder, and forms a cleavage furrow that links up smoothly
with the daughter cells (Figs. 1B and 2B). Although the shape of
the polar cortex is variable because of ruffling, the shape in the
furrow region always appears taut. During phase 2, the cleavage
furrow cortex constricts until a discrete bridge is formed. The cell
now appears more dumbbell-shaped, and the bridge is a geo-
metrically separate structure from the two daughter cells. The
bridge thins out as a result of cytoplasmic flow from the bridge
before severing. Typically, the scission point is located near one
of the daughter cells instead of in the middle of the bridge. After
breakup, the bridge rapidly recoils into the daughter cell to which
it is connected. In short, the entire sequence of shape changes
can be described as a transformation from one geometrically
simple shape to another: from a single sphere to two spheres
connected by a cylinder to two daughter spheres.

Abbreviations: LTM, laser-tracking microrheology; MPA, micropipette aspiration.

‡To whom correspondence should be addressed. E-mail: dnr@jhmi.edu.

© 2005 by The National Academy of Sciences of the USA

7186–7191 � PNAS � May 17, 2005 � vol. 102 � no. 20 www.pnas.org�cgi�doi�10.1073�pnas.0502545102



To see which aspects of the detailed cytokinesis dynamics are
robust, we averaged measurements from individual cells so that
the same stage of division in different cells is reliably correlated.
We measured the minimum furrow diameter and furrow length
as a function of time (Fig. 1 C and D). To measure the furrow
length, we defined the furrow as the region where the sides of the
bridge were parallel (i.e., the cylindrical portion). During late
stages, typically when the furrow diameter is approximately �4
�m, the length is completely objective, whereas during early
stages, the furrow has more curvature, making the cylindrical
portion somewhat more subjective. For these early stages, we
defined the length as the most cylindrical portion to the region
in which the divergence angle from the long axis of the cell was
approximately �25°. From the diameter and length vs. time
plots, we observed that for every cell, there was a time point
when the minimal furrow diameter and furrow length were
equal; we defined this distance as the crossover distance, Dx. The
crossover time was reset to 0, and Dx was reset to 1. The
remaining furrow diameters were divided by Dx. Because Dx is
a constant, the division does not affect the kinetics of furrow
thinning but allows the trajectories to collapse onto a universal
trajectory (Fig. 3). To verify the success of rescaling, nonaver-
aged data were analyzed before being averaged for curve fitting
and further analysis (Fig. 3; see also Fig. 6, which is published as
supporting information on the PNAS web site). The rescaling
allowed the kinetics of cytokinesis for a large number of cells
across a variety of genotypes to be compared. For wild type, the
furrow diameters decayed nonlinearly and were best described as
an exponential trajectory with k � �0.012 s�1 (Fig. 3A).

RacE and Dynacortin Provide a Brake. To analyze how globally
distributed RacE and dynacortin (19, 22, 23) control furrow
ingression dynamics, we studied two RacE mutant lines (an
insertional mutant, RacE24E, and a deletion line, �RacE; ref. 20)
and dynacortin mutants generated by silencing dynacortin with a

hairpin construct (dynhp; Fig. 2 A) (15). The mutant strain data
were rescaled through the same scheme as for the wild type.
These mutants showed a nonlinear, triphasic trajectory charac-
terized by a slow phase, followed by a more rapid thinning phase
and then a final phase where the intercellular bridge dwelled for
a period before severing (Fig. 7 B, C, and G, which is published
as supporting information on the PNAS web site). Dx occurs at
the transition between the slow and fast phases, and the tran-
sition was especially apparent in the RacE mutants (Fig. 7 C and
G). We combined the first two phases into a ‘‘prebridge phase’’
and considered the final bridge-dwelling phase as a separate
entity.

Because wild-type, RacE, and dynacortin lines displayed fun-
damentally different trajectories, we created a metric for direct
comparison between each strain. We defined an apparent ve-
locity as the speed with which the furrow diameter thinned from
2�Dx to 0.1�Dx. We determined the time required to traverse 2�Dx
to 0.1�Dx, then calculated an apparent velocity by dividing 1.9�Dx
by the time required to traverse that distance. For wild-type cells,
the apparent velocity was 0.022 �m�s. For the prebridge phase,
RacE and wt:dynhp cells displayed similar apparent velocities as
the wild-type cells (Fig. 7; see also Table 1, which is published
as supporting information on the PNAS web site). Thus, the wild
type and RacE and dynacortin mutants use different trajectories
to achieve similar overall apparent velocities. The trajectories of
the RacE mutant strains were rescued by the introduction of
GFP-RacE (Fig. 7 D and H and Table 1).

When we silenced dynacortin in the RacE mutant back-
grounds, the apparent velocity was significantly increased as
compared with wild-type cells (Figs. 2 A and C, 3B, and 7 E and
I, and Table 1). The �RacE:dynhp cells showed a single pheno-
typic class with a high apparent velocity (0.089 �m�s; Fig. 3B; see

Fig. 1. The shape changes of cytokinesis. (A) Schematic cartoon showing
localizations of myosin II, RacE, dynacortin, and cortexillin I. (B) A cartoon of
the shape changes of wild-type cytokinesis. The break between phase 1 and
phase 2 indicate the predicted transition state of furrow ingression (18). (C) A
phase micrograph of a wild-type cell in cytokinesis. The furrow diameter (pink
arrow), furrow length (green arrow), and the pole-to-pole (blue arrow) were
monitored with 4-s resolution for each cell. (D) An example plot from a
wild-type cell showing how the dimensions changed with time. The crossover
point, Dx, is indicated.

Fig. 2. RacE�dynacortin double mutants show uncontrolled cell morphol-
ogy. (A) Western analysis by using anti-dynacortin antibodies indicates that
dynhp significantly reduces dynacortin levels in all genetic backgrounds, wild
type, cortI1151, myosin II, �RacE, and RacE24E. (B) Time series of micrographs of
a wild-type cell undergoing division. The time series was taken from Movie 1.
(C) �RacE:dynhp cells have altered cytokinesis dynamics. The cell attempts
multiple furrows (arrows) before committing to a single cleavage plane at
�128 s. The furrow ingresses slowly, then a rapid decrease is observed be-
tween 0 and 8 s. Movie frames come from Movie 3. Numbers in B and C are time
in seconds. Time 0 is when Dx was reached. (Scale bar: 10 �m.)
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also Movie 3, which is published as supporting information on
the PNAS web site). RacE24E:dynhp double mutants displayed
two classes of phenotypes, both of which demonstrate how RacE
and dynacortin synergize to control cell shape during cytokinesis.
One class showed a high apparent velocity (0.096 �m�s), whereas
the second class had a slower apparent velocity (0.035 �m�s) and
formed membrane blebs as the furrow ingressed (Fig. 7 E and F;
see also Movies 4 and 5, which are published as supporting
information on the PNAS web site). Thus, a feedback mecha-
nism may slow down furrow ingression if the plasma membrane
ruptures from the cortex. Blebbing has been observed for
nonadherent RacE24E cells (14). Because nonadherent Dictyo-
stelium have less polymeric actin (14), nonadherent RacE24E and
adherent RacE24E:dynhp cells may have similarly altered cortical
mechanics. When we averaged the fastest velocities from the
steepest part of the curves of the individual raw data sets, the
velocities were 0.31 � 0.040 �m�s (n � 16) for �RacE:dynhp and
0.19 � 0.037 �m�s (n � 10) for RacE24E:dynhp with the fastest
observed velocities at 0.74 �m�s and 0.44 �m�s for �RacE:dynhp
and RacE24E:dynhp, respectively. Thus, simultaneous removal of
RacE and dynacortin caused up to a 30-fold (0.74 vs. 0.022)
increase in furrow thinning velocity compared with the wild type.
We propose that RacE and dynacortin regulate resistive stresses
that slow furrow ingression; in essence, they provide a brake.
Later, we present a simple, analytical model in which these
resistive stresses account for the observed thinning dynamics.

Myosin II Mutant Furrow Thinning. Next, we investigated the role of
myosin II in furrow thinning dynamics. The rescaling for myosin
II mutants had to be modified because the dividing myosin II cell
had a long cylindrical shape so that a crossover point was not
immediately detectable. However, as the minimal furrow diam-
eter decreased, the intercellular bridge was exposed that elon-
gated similarly as the other strains. We fit this portion of the
bridge-lengthening curve, extrapolated back to find Dx, and used
this result to rescale the bridge-thinning trajectories. The myosin
II mutants showed a similar nonlinear trajectory (Fig. 3C; see
also Movie 6, which is published as supporting information on
the PNAS web site). During the prebridge phase, the myosin II
mutants had a slow phase followed by a faster phase with the
transition again occurring at Dx. Silencing of dynacortin in the
myosin II-null cells (myoII:dynhp) accelerated the apparent
velocity of the prebridge phase nearly 2-fold without changing
the fundamental furrow-thinning trajectory of the myosin II-null
cells (Fig. 7L and Table 1; see also Movie 7, which is published
as supporting information on the PNAS web site). Thus, the
residual contractile mechanism of the myosin II mutants is
slowed by the presence of dynacortin, supporting a role of
dynacortin as a cytokinesis brake. When GFP-myosin II was
expressed in the myosin II cells, the prebridge phase was
converted into an exponential trajectory, and Dx was easily
detected as in wild type (Fig. 7K and Table 1; see also Movie 8,

which is published as supporting information on the PNAS
web site).

Global and Equatorial Actin Cross-Linking. Previously, we demon-
strated that removal of either dynacortin or cortexillin-I from
cells resulted in a softer cortex (15). Cortexillin-I concentrates in
the cleavage furrow cortex, whereas dynacortin distributes in a
complementary fashion to cortexillin-I during cytokinesis (19,
24). The carboxyl-terminal half of dynacortin (C181, sufficient
for actin cross-linking) rescues the growth and cortical mechan-
ics defects of cortexillin-I mutants (15). The cortexillin I mutant
furrows thinned after a triphasic trajectory (Fig. 7M). Rescue
with cortexillin I returns the thinning trajectory to an exponen-
tial (Fig. 7N). Interestingly, cortexillin I mutants rescued with
dynacortin C181 showed a faster triphasic trajectory (Fig. 7O and
Table 1). Although C181 rescues growth rate, furrow symmetry,
crossover distance and cortical viscoelasticity, it does not rescue
the furrow-thinning trajectory to an exponential (15). Thus,
equatorial and global actin cross-linking proteins modulate
furrow-thinning dynamics in distinct ways.

Model for Cytokinesis Dynamics. To evaluate the phase 2 furrow
thinning dynamics, we compared the cell with a viscoelastic
f luid. Two principal material properties that control the dynam-
ics of viscoelastic f luids are the stretch modulus and viscosity
(Supporting Appendix 1, which is published as supporting infor-
mation on the PNAS web site). The stretch modulus (Sc) is the
in-plane viscoelasticity of the cortex that is generated by the actin
cytoskeleton and plasma membrane and is an energy cost for
adding surface area to the cell. Because cells are viscoelastic
f luids rather than elastic solids, the stretch modulus, similar to
the surface tension of a liquid droplet, gives rise to a Laplace
pressure that serves to minimize the surface area to volume ratio
(25). Thus, during phase 1 of cytokinesis, the stretch modulus
serves to resist the initial deformation of the cell. During phase
2, when a geometrically distinct intercellular bridge forms, the
stretch modulus gives rise to a positive Laplace pressure differ-
ence (P � 2Sc�R vs. P � Sc�a) between the bridge and the
daughter cells (Fig. 4A and Supporting Appendix 1). The pressure
difference tends to push cytoplasm from the bridge to speed up
cytokinesis. For wild-type Dictyostelium cells, the stretch mod-
ulus (Sc) has been measured to be between 0.06 and 1.5 nN��m,
depending on time scale and whether the measurements were
made by laser-tracking microrheology (LTM) or micropipette
aspiration (MPA) (14, 15, 26) (K. D. Girard, S. C. Kuo, and
D.N.R., unpublished data). Because the stretch modulus of the
echinoderm egg cleavage furrow and the bending modulus of the
mammalian cleavage furrow have been observed to increase as
cytokinesis proceeds (9, 27–29), the Laplace pressure difference
could be even larger than predicted from a uniform stretch
modulus.

Viscosity is the energy cost for fluid flow and should slow

Fig. 3. Rescaling of the furrow diameter thinning data for each genetically modified strain of Dictyostelium cells. Each strain showed a distinct trajectory,
depending on genotype. Error bars at each time point are standard errors of the mean. (A) Control wild-type cells carrying the empty vector pLD1. (B)
�RacE:dynhp. (C) Myosin II mutant lines carrying pLD1. Composite of all data is shown in Fig. 7. Apparent velocities (v), rates (k), cross-over distances (Dx), and
n values are presented in Table 1. To verify the success of the rescaling, nonaveraged data for these three graphs are shown in Fig. 6.
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down the cell shape change. Cytoplasmic viscosities (�) are
nonlinear, and for Dictyostelium range, from 10 to 350 Pa�s,
depending on the applied force (30). As large-scale shape
changes are likely to be dominated by the highest viscosity, the
relevant viscosity for cytokinesis is likely to be 350 Pa�s
(0.35 nN�s��m2).

If one assumes that furrow thinning and bridge recoil are
driven only by the stretch modulus and the resistance is due
solely to viscous drag, then a dimensional analysis suggests the
process occurs with a velocity proportional to Sc�� that depends

on the geometry of the bridge (31, 32) (Supporting Appendix 1).
For a cylindrical bridge, the proportionality factor is 1�3, yielding
a velocity, v � Sc�3�. This ratio describes an entirely passive
mechanism for the thinning of the cylindrical bridge and predicts
that the wild-type furrow bridge ingression and bridge recoil
after severing would achieve velocities in the 1.5 �m�s range by
using the largest stretch modulus and viscosity. For wild-type and
mutant cells, the recoil of the intercellular bridge occurred with
velocities in the 1–2 �m�s range, indicating that recoil velocity,
stretch modulus, and viscosity are consistent within a framework
of v � Sc�3� (Fig. 8 and Movie 9, which are published as
supporting information on the PNAS web site).

The measured apparent velocity of wild-type furrow ingres-
sion is �70-fold (1.5 �m�s vs. 0.022 �m�s) slower than the
predicted velocity. Further, the passive mechanism predicts a
linear decrease rather than the exponential decay displayed by
the wild-type cells. Therefore, the wild-type thinning dynamics
are not driven solely by a passive mechanism.

To analyze the measured trajectories more quantitatively,
we considered a simple analytical model of furrow thinning in
which the intercellular bridge is modeled as a perfect cylinder
(Supporting Appendix 1). We first considered whether bulk
elasticity effects of the cleavage furrow cytoskeleton could
control the furrow-thinning rates. However, a long time con-
stant for elastic relaxation (� � 28 seconds) was required to
match the measured wild-type dynamics (Fig. 4 B vs. Ci;
Supporting Appendix 1, Eq. 18). Because the measured relax-
ation time constant for Dictyostelium is �1 s (30), slowing of
furrow thinning by elastic effects seems unlikely. More impor-
tantly, bulk elasticity effects, which only allow exponential
decay, do not explain the mutant trajectories.

Next, we hypothesized that compressive stresses (�zz) exist at
the two ends of the intercellular bridge and, hence, slow down
cytokinesis (Fig. 4D and Supporting Appendix 1, Eq. 12). In
addition, radial stresses (�rr) are actively generated at the surface
of the cylindrical intercellular bridge and act to thin the bridge,
speeding up cytokinesis. For a cylindrical bridge, the antagonis-
tic effect of the radial and compressive stresses is characterized
simply by the stress difference (�� � �rr � �zz). The hypothesis
of the model is that axial compression acts on the ends of the
furrow to cancel the Laplace pressure, slowing the flow of
cytoplasm out of the bridge so that the decay is controlled by the
myosin II-driven radial stresses. Importantly, these compressive
stresses do not need to be generated precisely at the ends of the
furrow. Rather, they may be generated by the viscoelasticity of
the daughter cell cortical cytoskeleton or cytoplasm, producing
resistance vectors that sum to vectors that counteract f low from
the bridge. Setting the viscosity, �, to 0.35 nN�s��m2, the cylinder
thinning model produced furrow thinning trajectories, which are
in good agreement with those observed for the mutants (Fig. 4
Cii and Ciii vs. Eii and Eiii). The parameters for �� and Sc (given
in the Fig. 4 legend), which were used to obtain the calculated
trajectories, are reasonable given available measured values (14,
15). The RacE�dynacortin mutant trajectory was best modeled by
allowing the stretch modulus and a positive �� to drive furrow
ingression, consistent with the idea that these proteins slow
furrow thinning by providing a brake, which counteracts the
Laplace pressure. Consistent with the idea that myosin II
generates the active radial stresses, the myosin II mutant dy-
namics are recapitulated if we set �rr to 0 so that �� is negative.
Thus, the major distinction between the mutants was that
RacE�dynacortin mutants required a positive ��, whereas the
myosin II mutants required a negative ��. Both sets of mutants
had furrow-thinning trajectories that accelerated near Dx, con-
sistent with Dx representing the point when the stretch modulus
strongly favors furrow thinning.

To obtain exponential decay furrow-thinning dynamics, we
propose that RacE and dynacortin-generated compressive

Fig. 4. Cylinder thinning model vs. measured furrow-thinning trajectories.
(A) The viscoelasticity of the cell membrane and actin-rich cortex gives rise to
a stretch modulus (Sc; arrows tangent to the surface of the cell), which results
in a positive Laplace pressure difference between the intercellular bridge
(radius a) and daughter cells (radius R). (B) Cylinder thinning model with elastic
relaxation (relaxation time � � 28 s). (C) Measured trajectories for wild type (i)
and RacE�dynacortin (ii) and myosin II (iii) mutants. (D) Cylinder thinning
model with contractile stress �rr (vertical arrows) and compressive stress �zz

(horizontal arrows). �� is the difference between �rr and �zz. (E) Furrow-
thinning trajectories calculated by using the cylinder-thinning model. For all
calculated trajectories, the cytoplasmic viscosity, �, was assumed to be 0.35
nN�s��m2. (Ei) We assume compensation of the stretch modulus so that Sc

approaches 1,000-fold less than the 1.5 nN��m measured by using MPA (14,
26) or 40-fold less than the Sc measured by using LTM (K. D. Girard, S. C. Kuo,
and D.N.R., unpublished data) and �� � 0.025 nN��m2 (see Fig. 9). (Eii) We
assume the compressive stresses regulated by RacE and dynacortin are absent
so that �zz � 0 nN��m2, Sc � 0.02 nN��m and �� � 0.015 nN��m2. From
microaspiration and LTM studies, RacE and dynacortin mutants have 20% and
50% of wild-type Sc, respectively (14, 15). The Sc value used for RacE�
dynacortin is justified from our LTM studies where on the seconds time scale
(0.2 rad�s), wild-type Sc is 0.06 nN��m, wt:dynhp Sc is 0.02 nN��m, and Sc after
latrunculin treatment of wild-type cells is 0.009 nN��m (K. D. Girard, S. C. Kuo,
and D.N.R., unpublished data). Thus, these data bracket Sc for RacE:dynhp
cells. Because of the rapid movements of RacE mutant cells, we cannot
measure Sc for these cells by using LTM. (Eiii) We assume that radial stresses
generated by myosin II are absent, so that �rr � 0, �� � �0.08 nN��m2, and Sc �
0.1 nN��m. Stretch modulus of myosin II mutant cells is based on LTM
measurements (K. D. Girard, S. C. Kuo, and D.N.R., unpublished data).
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stresses counteract the effects of the stretch modulus. This
balance creates the exponential decay observed for wild-type
cytokinesis when the measured rate constant k (�0.012 s�1) for
wild-type thinning was used to calculate the stress difference
(��) between the radial and compressive stress (�k � ���6�;
�� � 0.025 nN��m2) (Fig. 4 Ci vs. Ei). Clearly, changes in the
viscosity can also impact the dynamics of bridge thinning; we
present several calculated trajectories where stretch modulus
and viscosity are varied to demonstrate how these parameters
might contribute to the trajectory (Fig. 9, which is published as
supporting information on the PNAS web site).

Using the values obtained from the dynamics analysis, we
estimated the amount of radial stresses generated by myosin II
and relate that to actual amounts of myosin II present in the
cleavage furrow cortex (Supporting Appendix 2, which is pub-
lished as supporting information on the PNAS web site). Using
the stress difference from wild-type cells and the compressive
stresses that account for the myosin II mutant furrow-thinning
dynamics (Fig. 4E), the active radial stresses (�rr � �� � �zz) are
�0.1 nN��m2. The actual amounts of myosin II present in the
furrow around Dx are predicted to generate radial stresses that
closely agree with the observed stresses from the dynamics
analysis (6). In short, wild-type thinning dynamics are exquisitely
controlled by RacE and dynacortin and are largely driven by
active myosin II-generated radial stresses.

Discussion
Two broadly defined mechanical models, polar relaxation and
equatorial contractility, have dominated the cytokinesis field in
recent decades (18). The polar relaxation model ascribes expan-
sive forces to the polar cortex. An increase in the viscoelasticity
of the cleavage furrow cortex then guides cleavage furrow
ingression (9, 27–29). In the equatorial contractility model,
equatorial myosin II ATPase generates the cleavage forces
(2–4). Although these two classic models are invaluable for
generating a framework for relating proteins to the mechanics of
cytokinesis, they are inherently limited as they are unnecessarily
dichotomous and are nondynamical. Our data support a model
in which both global and equatorial proteins interact to control
the dynamics of furrow ingression.

To create a quantitative framework for cytokinesis, we devel-
oped a simple analytical model in which the phase 2 dividing cell
is compared with a simple viscoelastic f luid. The rationale for the
proposed model was that the number of parameters (myosin II
mechanochemistry, a Laplace pressure, resistive stresses, and
viscosity) should be minimized and that the parameters should
be largely experimentally verifiable. These restrictions limit the
model because it is not completely molecular and does not allow
the values of stretch modulus, viscosity, or active and compres-
sive stresses to vary temporally or spatially as furrow-thinning
proceeds. Although this model is clearly simplified, it is physi-
cally grounded and appropriate given current available experi-
mental data.

From the analysis, it becomes clear that wild-type cells behave
very differently from viscoelastic f luids. In contrast, myosin II
and RacE�dynacortin mutant cytokineses have furrow-thinning
trajectories that are much easier to reconcile from fluid me-
chanical considerations and the available measured physical
parameters. Wild-type furrow-thinning trajectories are more
difficult to reconcile, perhaps because wild-type cells have more
contractile mechanisms at their disposal than the mutants have.

Two classes of stretch modulus values have emerged from
MPA and LTM. MPA yields a wild-type Sc of 1.5 nN��m,
whereas LTM yields a wild-type Sc of 0.06 nN��m (at 0.2 rad�s),
producing a 25-fold (1.5 vs. 0.06) discrepancy (14, 15, 26). In
contrast, measured stretch modulus values for myosin II mutants
are 0.5 nN��m from MPA (ref. 24; J. C. Effler, P. Iglesias, and
D.N.R., unpublished data) and 0.1–0.2 nN��m from LTM (K. D.

Girard, S. C. Kuo, and D.N.R., unpublished data), yielding only
a 3–5-fold discrepancy for this genotype and ruling out system-
atic differences in the two methods. These results beg the
question as to what these parameters indicate about cortical
mechanics. Interestingly, the LTM-derived values readily ac-
count for the furrow-thinning dynamics, whereas the MPA-
derived values account for the bridge recoil. Previously, we
showed that the amount of myosin II at the furrow cortex at the
phase 1�2 transition is predicted by using MPA values (6),
whereas the myosin II amount present at the time of Dx is
predicted from the dynamics analysis by using LTM-derived
values (Supporting Appendix 2). Because MPA measures long-
range mechanics (several micrometer range) and LTM measures
short-range mechanics (low micrometer range), phase 1 cytoki-
nesis may be dominated by long-range mechanics and phase 2
may be controlled by short-range mechanics (25). Bridge recoil
occurs over several microns, and given its high velocity, it may
again be dominated by long-range mechanics. Thus, RacE- and
dynacortin-created compressive stresses may only need to coun-
teract a 40-fold difference in Laplace pressure rather than a
1,000-fold difference (compare Fig. 9 A vs. D and F vs. D).

How RacE and dynacortin generate compressive stresses to
slow cytokinesis becomes a fundamental question for under-
standing the control of cytokinesis dynamics. These proteins may
modulate the cortical and�or cytoplasmic viscoelasticity of the
daughter cells. The viscoelasticity of the daughter cells may
generate resistive (compressive) stresses that slow furrow thin-
ning. A prediction from the model then is if the compressive
stresses could be alleviated perhaps by micromanipulation, then
furrow thinning should accelerate. Another mechanical param-
eter to consider is the mechanical phase angle (tan�1(viscous
modulus�elastic modulus)). Myosin II increases the phase angle,
making the cortex more liquid-like (viscous), whereas dynacortin
reduces the phase angle, making the cortex more solid-like
(elastic) (15) (K. D. Girard, S. C. Kuo, and D.N.R., unpublished
data). This and other data indicate that dynacortin and myosin
II have opposite effects on cortical mechanics. Because dyna-
cortin and myosin II have complementary distributions in di-
viding wild-type cells, these two proteins probably control cy-
tokinesis dynamics by modulating cortical mechanical properties
in an antagonistic manner.

In summation, our analysis suggests a picture for cleavage
furrow contractility that has three mechanical transitions (Fig.
5). The first transition occurs between phase 1 and phase 2,
corresponding to the point when the maximum amount of
myosin II localizes at the cleavage furrow (6). Because myosin II
mutant Dictyostelium divide on surfaces, crawling forces help
elongate the cell during phase 1; indeed, nonadherent myosin II
mutants fail to elongate during phase 1 (7). We suggest that the

Fig. 5. Three mechanical transitions of cleavage furrow contractility. Wild-
type cells pass smoothly through each transition, leading to bridge severing.
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Laplace pressure helps drive the myosin II mutant cleavage
furrow contractility during phase 2. If crawling forces drove the
entire myosin II mutant cytokinesis, then for every 10-fold
decrease in furrow diameter, the pole-to-pole distance should
increase 100-fold. However, the pole-to-pole distance of the
myosin II mutants increases only �2-fold during the entire
cytokinesis. A Laplace pressure is a good candidate for providing
these additional forces. The second transition occurs at Dx, when
the mutant bridge thinning accelerates. The third transition
occurs at the formation of the final intercellular bridge, which
dwells for a period before scission. We propose that cytoskeletal
disassembly controls the bridge dwelling time and several
cytoskeletal mutants disrupt this final stage of cytokinesis
(for example, refs. 33–36 and E. M. Reichl and D.N.R., personal
observation).

Finally, cells may control furrowing dynamics and tap into
their passive mechanical forces by regulating proteins similar to
RacE and dynacortin. By molecularly controlling passive and

active force-generating mechanisms, cells may perform error-
free cytokinesis under a wide variety of mechanical environ-
ments. Other examples where excessive forces govern biological
processes include Listeria motility (37) and the morphogenic
movements of Drosophila embryogenesis (38). In conclusion, by
combining genetics and careful quantification of cytokinesis
dynamics with an analytical model, we suggest that resistive
stresses generated by RacE and dynacortin work against myosin
II-generated forces and material forces generated by the stretch
modulus to exquisitely control cytokinesis dynamics.
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