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Video-based monitoring is essential nowadays in cattle farm management systems for automated 
evaluation of cow health, encompassing body condition scores, lameness detection, calving events, 
and other factors. In order to efficiently monitor the well-being of each individual animal, it is vital to 
automatically identify them in real time. Although there are various techniques available for cattle 
identification, a significant number of them depend on radio frequency or visible ear tags, which 
are prone to being lost or damaged. This can result in financial difficulties for farmers. Therefore, 
this paper presents a novel method for tracking and identifying the cattle with an RGB image-based 
camera. As a first step, to detect the cattle in the video, we employ the YOLOv8 (You Only Look 
Once) model. The sample data contains the raw video that was recorded with the cameras that were 
installed at above from the designated lane used by cattle after the milk production process and above 
from the rotating milking parlor. As a second step, the detected cattle are continuously tracked and 
assigned unique local IDs. The tracked images of each individual cattle are then stored in individual 
folders according to their respective IDs, facilitating the identification process. The images of each 
folder will be the features which are extracted using a feature extractor called VGG (Visual Geometry 
Group). After feature extraction task, as a final step, the SVM (Support Vector Machine) identifier 
for cattle identification will be used to get the identified ID of the cattle. The final ID of a cattle is 
determined based on the maximum identified output ID from the tracked images of that particular 
animal. The outcomes of this paper will act as proof of the concept for the use of combining VGG 
features with SVM is an effective and promising approach for an automatic cattle identification system

In the current era of precision agriculture, the agricultural sector is undergoing a significant change driven by 
technological advancements1. With the rapid growth of the world population, there is an increasingly urgent need 
for farming systems that are both sustainable and efficient. Within this paradigm shift, livestock management 
emerges as a focal point for reevaluation and innovation. Ensuring the continuous growth of this industry is vital 
to mitigate the increasing difficulties faced by farmers, which are worsened by variables such as the aging popula-
tion and the size of their businesses. Farmers have significant challenges due to the constant need for livestock 
management. A wide range of digital technologies are used as crucial farming implements in modern agriculture. 
The implementation of these technologies not only decreases the need for manual labor but also minimizes 
human errors resulting from factors such as fatigue, exhaustion, and a lack of knowledge of procedures. Livestock 
monitoring techniques mostly utilize digital instruments for monitoring lameness, rumination, mounting, and 
breeding. Identifying these indications is crucial for improving animal output, breeding, and overall health2.

Monitoring the health of dairy animals is also essential in dairy production. Historically, farmers and veteri-
narians evaluate the health of animals by directly seeing them, a process that can be somewhat time-consuming3. 
Regrettably, not all livestock are monitored on a daily basis due to the significant amount of time and work 
involved. Neglecting daily health maintenance can lead to substantial economic losses for dairy farms4. Hence, 
automatic, robust, accurate and reliable identification of individuals is an increasingly crucial point in several 
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aspects of cattle management, such as in in behavior analysis, wellness monitoring, health observation, progress 
assessment of the cattle and many others5. At the heart of livestock growth is the necessity of individually iden-
tifying cattle, which is crucial for optimizing output and guaranteeing animal well-being. Cattle identification 
has thus been becoming an ongoing and active research area since it demands for those kinds of highly reliable 
cattle monitoring systems.

The cattle identification system is a critical tool used to accurately recognize and track individual cattle. 
Identification refers to the act of assigning a predetermined name or code to an individual organism based on its 
physical attributes6. For instance, a system for automatic milking and identification was created to simplify farmer 
tasks and enhance cow welfare7. The precision of livestock counts and placements was assessed using the utiliza-
tion of a time-lapse camera system and an image analysis technique8. An accurate identification technique was 
developed to identify individual cattle for the purpose of registration and traceability, specifically for beef cattle9.

Throughout decades, conventional techniques such as ear tagging and branding have served as the founda-
tion for cattle identification10. Although these strategies were sufficient in the past, the current agricultural 
environment requires a more refined and advanced approach. Traditional approaches are plagued by inherent 
limitations, including the need for extensive manual effort, the possibility of inaccuracies, and the potential for 
inducing stress in animals11.

Cattle can be identified using biometric features such as muzzle print image12, iris patterns13, and retinal 
vascular patterns14. While the utilization of biometric sensors could reduce the burden on human experts, it still 
presents certain obstacles in terms of individual cattle identification, processing time, identification accuracy, 
and system operation. Animal facial recognition is a biometric technology that utilizes image analysis tools. 
Cattle can be identified by analyzing cow face images, similar to how human face recognition works, due to the 
absence of distinct patterns on their bodies15. Nevertheless, capturing photos of the cow’s face automatically 
becomes challenging when the cow’s head is in motion. An identification method based on body patterns could 
be advantageous for the identification of dairy cows, as the body pattern serves as a biometric characteristic of 
cows16. Individual cattle recognition procedures that rely on physical contact have a substantial financial bur-
den, provide a notable danger of causing stress and disease in animals, and have a considerable likelihood of 
encountering misidentification problems.

Consequently, there is still a desire for more advanced identifying systems that offer greater accuracy17. 
Computer vision technology is increasingly utilized for contactless identification of individual cattle to tackle 
these issues. This method enhances animal welfare by providing accurate contactless identification of individual 
cattle through the use of cameras and computing technology, eliminating the necessity for extra wearable devices. 
The use of RGB image-based individual cattle identification represents a significant advancement in preci-
sion, efficiency, and humane treatment in livestock management, acknowledging the constraints of traditional 
methods. With the ongoing development of technology and agriculture, there is a growing demand for accurate 
identification of individual cattle. Therefore, by taking all of the above concepts into consideration, we develop a 
computer-aided identification system to identify the cattle based on RGB images from a single camera. In order to 
implement cattle identification, the back-pattern feature of the cattle has been exploited18. The suggested method 
utilizes a Tracking-Based identification approach, which effectively mitigates the issue of ID-switching during 
the tagging process with cow ground-truth ID. Hence, the suggested system is resistant to ID-switching and 
exhibits enhanced accuracy as a result of its Tracking-Based identifying method. Additionally, it is cost-effective, 
easily monitored, and requires minimal maintenance, thereby reducing labor costs19. Our approach eliminates 
the necessity for calves to utilize any sensors, creating a stress-free cattle identification system.

There are five sections in this paper: introduction, related studies, methodology, experimental results and 
analysis, and conclusion.

Related studies
The progress in computer vision and machine learning has created significant opportunities in precision agri-
culture, namely in the field of livestock management. The incorporation of RGB (Red, Green, Blue) imaging for 
individual cow identification signifies a point at which technology harmoniously merges with the welfare and 
efficiency goals of established farming processes. In literature, a tremendous amount of research has been done 
on identification of cattle by approaching various aspects. This literature review provides a thorough analysis of 
important studies and significant developments in the field of individual cattle identification systems. Numerous 
studies have explored various elements of cattle identification, including detection, tracking, identification, and 
the integration of deep learning and machine learning algorithms. Some of them are provided in this section.

There are many other cattle identification systems based on different parts of the body of the cow. The study 
conducted by Zin et al., 201820 focused on developing a cow identification system using deep learning and image 
technology. The system analyzed images of the cattle’s backs, captured from a top-down perspective at the cattle 
farm. The research focused on two primary stages: cattle detection and identification, which were conducted 
on a sample of 45 distinct cattle. To detect the cattle, the positions of the boundary poles for each cattle were 
determined by calculating the differences between two consecutive frames of the cattle video. Subsequently, 
the inter-frame differencing outcome is transformed into a binary image by using a pre-established threshold. 
Next, determine the number of white pixels (with a threshold of 350 pixels) in the horizontal histogram of the 
binary image in order to obtain the position of the pole in pixels. The cattle image was cropped using certain 
dimensions of 400 pixels and 840 pixels to delineate the bounding box of the livestock within the boundary pole. 
Subsequently, the cattle photos that were trimmed down were employed as a dataset for the purpose of training 
and pattern identification in Deep Convolutional Neural Network (DCNN), a cutting-edge technique in object 
recognition. Next, a potential identification number for the identified animals was forecasted. This research 
is said to handle the two challenges, the rotation invariant, and various illumination changing environments.
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There is also research studied by Andrew et al., 201621 on the identification of Holstein Friesian cattle using 
coat pattern matching in RGB-D (Red, Green, Blue plus Depth data) images. These images were obtained using 
Kinetic 2 sensors. Holstein Friesian cattle exhibit unique and identifiable black and white (or brown and white) 
patterns and markings on their bodies. The SIFT method was used to characterize the coat of each individual 
animal. The video frames contain segmented cattle that have been separated from the background and adjusted 
for rotation. In order to do this, the depth maps are first subjected to thresholding at the maximum and minimum 
distances detected by the sensor, and subsequently converted into binary form. Subsequently, silhouettes were 
produced for the cattle present in the frame. Subsequently, any silhouettes that seemed smaller than the dimen-
sions of the animals as observed by the camera were eliminated. The cattle characteristics were obtained using 
the Affine-SIFT method. The extracted characteristics are refined to restrict the focus to the animal region by 
eliminating any characteristics outside the segmentation border. The retrieved features from ASIFT were trained 
using the RBG-SVM. The identification was conducted by image-to-image comparison using ASIFT feature 
matching. Sequentially, matching results are generated by doing feature-to-feature matching between all feasi-
ble pairings of images. Image-to-image matches are geometrically confirmed by aligning pairs of images using 
vertical lines that connect matching features within a range of n ± 3 degrees from the median. The trained SVM 
was used to filter the features. Features that correspond to a match in an image pair are classified as either − 1 or 
1. The research utilized a training dataset of 83 photographs of 10 cattle. The testing dataset, on the other hand, 
consisted of 40 individual cattle and a total of 294 images. This configuration yielded roughly 86,000 potential 
test image pairs. The research study attained a 97% accuracy rate in identifying the aforementioned facts.

The research performed by Li et al., 201716 introduced a cattle identification method that utilizes tailhead pho-
tos to automatically identify individual Holstein dairy cows. The two cameras were positioned above the adjacent 
parallel channels (left and right channels) of the milking parlor. The image of the cattle tailhead was cropped 
inside a region of interest (ROI) measuring 400 × 320 pixels. The ROI was manually selected for the purpose of 
performing the identification process. The photos that were saved on a local hard disk were preprocessed using 
binary segmentation, translation, and scaling techniques. The white pattern in the images was converted into a 
binary format. Following preprocessing, shape characteristics were recovered from the binarized pictures using 
Zernike moments. These moments were divided into two groups: low-order and high-order Zernike moments, 
depending on the "n" number (order of the moment), with 10 moments classified as low-order and 17 moments 
classified as high-order. Four classifiers, namely SVM, ANN, LDA, and QDA, were assessed for feature classifica-
tion. Among the low-order features, QDA demonstrated the best accuracy rate of 99.7%, followed by SVM with 
99.5%. ANN and LDA attained accuracy rates of 98.0 and 94.4% respectively. Among the high-order features, 
Support Vector Machine (SVM) achieved the highest accuracy rate of 99.3%. Quadratic Discriminant Analysis 
(QDA) achieved an accuracy rate of 96.4%, while Artificial Neural Network (ANN) achieved an accuracy rate 
of 90.8%. Lastly, Linear Discriminant Analysis (LDA) resulted in an accuracy rate of 89.5% for classification. 
The author manually selected the images for detection and classification. Additionally, the author proposed 
incorporating object tracking or enhancing the hardware by including an infrared detector. This would enable 
the camera to select the image containing the cow for the detection and identification procedure.

In 2021, Qiao et al.22 conducted a study on Individual Cattle Identification. They employed a deep learning-
based framework to analyze the rear perspective of the cattle. The sequential photos of each calf were recorded 
within the specified regions of interest (ROIs) within the lane. Subsequently, a Convolutional Neural Network 
(CNN) model called Inception-V3 was employed to extract features from the captured cattle images. This study 
utilized the final pool layer of the Inception-V3 model to extract convolutional neural network (CNN) features. 
Each image was represented by a set of 2048-dimensional CNN features. The characteristics derived from the 
subsequence cattle photos are subsequently trained using LSTM (long short-term memory networks). LSTM is 
an extension of the Recurrent Neural Network (RNN) that incorporates memory cells. It is a widely used net-
work for processing space–time data, known for its exceptional capacity to learn and retain information from 
lengthy sequences of input data in Karim et al., 201923. The LSTM network utilized the extracted CNN features 
as input and effectively captured the distinctive temporal properties of each cattle for every frame. The experi-
ment utilized a dataset consisting of 8370 cattle images extracted from 439 training videos and 1540 photos 
from 77 testing videos. In total, the dataset included 41 cattle. The research obtained an accuracy of 88 and 91% 
when using video lengths of 15 frames and 20 frames, respectively. This performance surpassed the framework 
that just relies on CNN, which reached an identification accuracy of 57%. The research asserts that achieving 
high accuracy is attributed to the ability of LSTM to acquire valuable temporal information, such as the gait or 
movement pattern of calves, hence improving the performance of visual cow identification.

Alternatively, the identification can be performed by using biometric features such as iris patterns, muzzle 
images and eyes retina of animals. Muzzle pattern image scanning for biometric identification has now been 
extensively applied for identification. Animal recognition via muzzle pattern image for different applications 
has been proliferating gradually. One of those applications includes the identification of fake insurance claims 
under livestock insurance. Fraudulent animal owners tend to lodge fake claims against livestock insurance with 
proxy animals. The paper by Ahmad et al., 202324 proposes a novel AI-driven system for livestock identification 
and insurance management, utilizing muzzle pattern recognition for individual animal identification and fraud 
detection in insurance claims. The system proposed the solution to avoid and/or discard fraudulent claims of 
livestock insurance by intelligently identifying the proxy animals. Data collection of animal muzzle patterns 
remained challenging. In this AI-Driven livestock identification and insurance management system, the author 
used the Face, Nose, Nose-Dirty and Not-cow classes to identify the cattle. The system first registers each cat-
tle with their tag and muzzle printing and created unique identification string for each cattle. In the detection 
stage, the cattle face is detected by YOLOv7 and detect the nose inside the face area of cattle with YOLOv7 
again. Then applied SIFT to extract the muzzle Features from the detected cattle in the form of key points and 
Descriptors. To precisely locate the key points in the image, the SIFT algorithm’s key-point localization is used. 
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It is performed by examining the images scale-space representation, which is created by applying a number of 
scale-space transformations. FLANN-based matcher is used to match the key points and descriptors of the query 
image in the data and if the match image exits in the data, it will return the associated tag with the mage image 
in data, identifying the animal. The system can detect face and muzzle point of cow/buffalo with mAP of 99%, 
not only that but the system has the capability to differentiate cows/buffalos from other cattle as well as humans. 
The system was able to recognize the animal with 100% accuracy.

Existing literature has established that there are numerous cow identification systems that make use of varied 
sets of cattle data. In addition, it still has issues to explore the new innovation to improve the performance of 
cattle identification system for real world use effectively.

Therefore, this paper focused mainly on highlighting the accuracy and robustness of automatic cattle iden-
tification system. We accomplished this by implementing two key innovations: (1) Feature extraction from 
single-camera detection: We developed a method that detects and tracks cattle using RGB images from a single 
camera and extracts distinctive features from the tracked cattle’s masked region for identification purposes. (2) 
Pattern-based identification with robust tracking: By utilizing the unique back patterns of cattle observed in our 
test farms, made possible by the overhead camera arrangement, we have developed a system that can accurately 
identify individual cattle based on these patterns. This system employs a tracking-based approach, making it 
resistant to occasional misidentifications and preventing "ID-switching", the issue of incorrect IDs being assigned 
to different cattle over time.

Methodology
The purpose of the research is to employ automated methods to recognize, track, and identify individual cattle as 
they move along a lane and stand in the rotary milking parlor in video footage. Therefore, our proposed system 
is composed of three main components: (1) cattle detection, (2) cattle tracking and (3) cattle identification. The 
primary goal of this first phase is to collect relevant information regarding the locations and regions of cattle. 
The photos of cattle that are detected are then saved for further examination. Following identification, each 
identified cattle is traced using a customized tracking algorithm that employs Intersection over Union (IOU) 
tracking. Each cattle are assigned a unique local ID for effective monitoring. The tracked photos of each cattle are 
then systematically stored according to their unique IDs into distinct folders, which expedites the identification 
process that follows. A feature extractor is used to extract features for identifying purposes. The ultimate ID for 
each cattle is determined by selecting the maximum identified output ID from the tracked images of that specific 
animal. The detailed proposed system is explained in Fig. 1.

Figure 1.   Detailed Proposed System.
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Data collection
To carry out the research on this system, we possess datasets obtained from three farms, as outlined in Table 1. 
The proposed system was tested using video data from three cattle farms. The initial dataset originated from 
the Kunneppu Demonstration Farm (a medium-scale cattle farm) in Hokkaido Prefecture, Japan, and we will 
define this farm as Farm A. This Farm A consisted of experimental video sequences that played a crucial role in 
our research. The data-gathering period lasted a full year, starting in January 2022 and ending in January 2023.

The second source was the Sumiyoshi Farm (a small-scale cattle farm) located in Miyazaki Prefecture, Japan 
and will be defined as Farm B. Farm B contributed cattle videos to the collection and has a similar environment 
to the Kunneppu Demonstration Farm.

The third farm, defined as Farm C, located in Oita Prefecture, Japan, known as the Honkawa Farm (a large-
scale cattle farm), possesses a different environment in comparison to the aforementioned two farms. The datasets 
obtained from Kunneppu Demonstration and Sumiyoshi farm were collected in the passing lane from the milking 
parlor, whereas the datasets from Honkawa farm were recorded from the rotary milking parlor.

Test environment 1 (Farm A)
The experimental setup of Farm A was on the lane located at the exit lane of the milking parlor where cattle used 
to walk through after the milking process. A 360° (AXIS M3058-PLVE) camera is set up above the 3 m from 
the ground to capture the cattle which were passing through the exit lane of milking parlor. In Fig. 2, the test 
environment is displayed. The video resolution is 2992*2992 pixels, and the frame rate of the video is 13 frames 
per second. The camera was able to capture the whole body of cattle and even cover the entrance and exit of the 
lane. The top view of each cattle and cattle’s movements were recorded on the video and there are total of 147 
cattle for the dataset.

The processing of data from Farm A in Hokkaido poses specific obstacles, despite the system’s efficient identi-
fication of cattle. Some cattle exhibit similar patterns, and distinguishing black cattle, which lack visible patterns, 
proves to be challenging. The farm’s placement in Hokkaido Prefecture presents challenges stemming from 
diminished illumination and rapid shifts in ambient lighting as in Fig. 3. Insufficient illumination in morning 
footage reduces the capacity to distinguish black cattle. Furthermore, in dimly lit conditions, the combination 
of mud on the lane and the shadows created by cattle can often be mistaken for actual cattle, resulting in incor-
rect identifications25.

Table 1.   Information of three test environments.

No Cattle farm Name Farm location Camera setup

1 Farm A Kunneppu Demonstration Farm Hokkaido, Japan Passing lane after milk production process

2 Farm B Sumiyoshi Livestock Science Station Miyazaki, Japan Passing lane after milk production process

3 Farm C Honkawa Farm Oita, Japan Rotating milking parlor

Figure 2.   Experimental setup of test environment 1.



6

Vol:.(1234567890)

Scientific Reports |        (2024) 14:17779  | https://doi.org/10.1038/s41598-024-68418-3

www.nature.com/scientificreports/

Test environment 2 (Farm B)
The setup of Farm B is similar to the setup with Farm A, a 360° (AXIS M3058-PLVE) camera is located above 
the 4 m off the ground, the same camera as Farm A. The camera also records the cattle walking through the exit 
lane of the milking parlor and there are total of 13 cattle in the dataset. The video resolution is 2160*3840 pixels, 
and the frame rate of the video is 20 frames per second. The experimental setup of Farm B is described in Fig. 4.

Figure 3.   Lighting conditions variation between morning and nighttime.

Figure 4.   Experimental setup of test environment 2.
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Test environment 3 (Farm C)
In the test environment3, Farm C, a 4 K camera (AXIS P1448-LE) is set up 3.4 m above the rotary milking 
machine where the cattle are doing milk production process. The video resolution is 1920*1080 pixels with 10 
frames per second. There are total of 1103 cattle in the dataset and the largest dataset in this research. The test 
environment of Farm C is shown in Fig. 5.

Data processing
In this system, the identification of the individual cattle is based on the top view of the cattle because the camera 
is set up above the ground. After gathering the dataset from the video, the subsequent step is to annotate each 
individual object in the image. The VGG annotation tool will be employed at this stage to segment each indi-
vidual cattle in the image. The videos which contained the cattle were chosen and split into images by 1 frame per 
second. Cattle with fully visible body were annotated as shown in Fig. 6. The annotated datasets were converted 
into trainable dataset for YOLOv8 and split into a 7:3 ratio for training and validation respectively. We annotated 
1,027 images for Farm A and 421 images for Farm C, described in Table 2. Farm B data was excluded due to 
similar cattle walking patterns to Farm A.

Figure 5.   Experimental setup of test environment 3.

Figure 6.   Illustration of the visual annotation.
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Setting region of interest (ROI)
At Farm A and Farm B, the 360-camera’s wide-angle output resulted in the exclusion of cattle located outside 
the top 515 pixels and bottom 2,480 pixels positions. These positions do not capture the entire body of the cattle, 
making identification impossible. Consequently, any cattle detected outside of this range were disregarded or not 
considered. The system exclusively focuses on detecting animals within the designated lane, disregarding any 
cattle outside of it. The lane is defined by the leftmost pixel at position 1120 and the rightmost pixel at position 
1870. The combined detection area had a width of 750 pixels and a height of 1965 pixels.

The region of interest for Farm C is limited to the leftmost 150 pixels and the rightmost position at 1750 
pixels. We discard any cattle that have a bounding box height and width of less than 600 pixels and 250 pixels, 
as these dimensions do not encompass the entire body of the cattle. Figure 7 provides a description of the ROI 
(region of interest) of all the test environments.

Cattle detection
In the detecting stage, YOLOv8 object detection is applied to detect cattle within the region of interest (ROI) 
of the lane. The YOLOv8 architecture has been selected for its superior mean average precisions (mAPs) and 
reduced inference speed on the COCO dataset, establishing it as the presumed cutting-edge technology (Reis 
et al., 2023)26. The architecture exhibits a structure comprising a neck, head, and backbone, similar to the YOLOv5 
model27,28. Due to its updated architecture, enhanced convolutional layers (backbone), and advanced detecting 
head, it is a highly commendable choice for real-time object detection. YOLOv8 supports instance segmentation, 
a computer vision technique that allows for the recognition of many objects within an image or video. The model 
utilizes the Darknet-53 backbone network, which supersedes the YOLOv729–31 network, to achieve improved 
speed and accuracy. YOLOv8 utilizes an anchor-free detection head to make predictions about bounding boxes. 
The enhanced convolutional network and expanded feature map of the model result in improved accuracy and 
faster performance, rendering it more efficient than previous versions. YOLOv8 incorporates feature pyramid 
networks32 to effectively recognize objects of different sizes. The Tables 3 and 4 describe the model performance 
on both the training and testing sets for Farm A and Farm C.

Cattle tracking
During this tracking phase, detected cattle are tracked and assigned a unique local identifier, such as 1, 2… N. 
Additionally, it is beneficial for counting livestock, particularly cattle. Cattle tracking in this system was used for 
two stages, the same as the detection stage, data collection for training, and improving the identification process. 
For data collection, the detected cattle were labeled by locally generated ID. Locally labeled detected cattle were 
categorized into individual folders followed by their local ID as shown in Fig. 8.

The categorized folders were re-named according to the ground truth ID provided by the Farm. The re-named 
folders were used as the dataset for the identification process. Figure 9 illustrates the tracking process of the 
proposed system.

Tracking in farm A and farm B
For tracking the cattle in Farm A and Farm B, the top and bottom positions of the bounding box are used stead 
of centroid because the cattle are moving from bottom to top, and there are no parallel cattle in the lane.

Tracking in farm C
For tracking the cattle in Farm C, left and right positions of the bounding boxes are used due to the fact that the 
cattle dataset are on the rotary milking machine which is rotating right to left whereas cattle moving bottom to 
top in other two farm.

Tracking method
The tracking used in this system is a customized method and it is based on the either top and bottom or left and 
right position of each bounding box instead of the whole box. It is because even though the cattle are going in 
one direction, they are not stacked inside the lane or the rotary machine. The bounding box boundaries in Farm 
A and Farm B sometimes overlapped over 70% of the bounding box. The tracking method was calculated based 
on the difference between the y1 (top pixel position of the bounding box) and the y2 (bottom pixel position of 
the bounding box) for Kunneppu Demonstration Farm and Sumiyoshi Farm, and x1 (left pixel position of the 
bounding box) and the x2 (right pixel position of the bounding box) with previous frames. If the current bound-
ing box position is within the + or  − of threshold (200 pixels), then we can take the previously saved tracking ID 
and update the existing y1/ x1 and y2/ x2 locations. Otherwise, generate a new tracking ID and save the y1/ x1, 
and y2/ x2 positions of the bounding box. Before generating a new cattle ID, we check the new cattle position 
because the newly detected cattle can also be old cattle which was discarded due to missed count reaching the 

Table 2.   Dataset used for data annotation.

No Date Data used for annotation Number of frames

1 Farm A 30th January 2022 1,027

2 Farm C 30th July 2023 421
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Figure 7.   ROI region of three test environments.

Table 3.   Performance matric of Farm A on training and testing dataset.

Dataset Precision Recall F1 Score mAP50 mAP50:95

Training testing
0.99 1.00 1.00 0.99 0.96

0.93 0.97 0.95 0.98 0.90



10

Vol:.(1234567890)

Scientific Reports |        (2024) 14:17779  | https://doi.org/10.1038/s41598-024-68418-3

www.nature.com/scientificreports/

threshold. When this happens then the new Cattle ID is not generated, and the cattle is ignored. The flowchart 
of the cattle tracking process can be seen in Fig. 10.

Improving identification result with tracking
In the identification process, some cattle do not have constant predicted results from the classifier. It can be due 
to the poor light source, dirt on the camera, lighting being too bright, and other cases that might disturb the 
clarity of the images. In such cases, the tracking process is used to generate local ID which is used to save along 
with the predicted cattle ID to get finalized ID for each detected cattle. The finalized ID is obtained by taking the 
maximum appeared predicted ID for each tracking ID as shown in Fig. 11 and used to label each tracked cattle 
in individual videos. By doing this way, the proposed system not only solved the ID switching problem in the 
identification process but also improved the classification accuracy of the system.

Feature extraction
In the feature extraction stage, VGG16 is applied to extract cattle features in each tracked folder. VGG16 is a deep 
convolutional neural network (CNN) widely used for image classification, proposed by Simonyan and Zisserman 
(2014), achieved impressive results in large-scale image recognition. Their paper, titled "Very Deep Convolu-
tional Networks for Large-Scale Image Recognition," explored the impact of network depth on accuracy34. Its 
architecture, depicted in Fig. 12, incorporates 16 weight layers: 13 convolutional layers and 3 fully connected 
layers. All convolutional layers utilize a 3 × 3 kernel size, 1-pixel padding, and the ReLU activation function. 
Five max-pooling layers with a 2 × 2 filter and stride 2 reduce spatial resolution progressively. A flattened layer 

Table 4.   Performance matric of Farm C on training and testing dataset.

Dataset Precision Recall F1 Score mAP50 mAP50:95

Training testing
0.94 0.94 0.94 0.98 0.97

0.97 0.94 0.95 0.98 0.98

Figure 8.   Sample result of creating folder and saving images based on the tracked ID.
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precedes the fully connected layers, which culminates in the final output layer with 1000 neurons and the SoftMax 
activation function for 1000 output classes. This model contains a total of 138,357,544 trainable parameters35.

Cattle identification
In the identification process, SVM classifier is used in this research. The SVM classifier is a powerful supervised 
learning algorithm used for classification and regression tasks. SVM works by finding the hyperplane in a 
high-dimensional space that maximally separates the different classes36. Support Vector Machines (SVM) effec-
tively define decision boundaries by optimizing the distance between different data classes. They demonstrate 

Figure 9.   Illustration of the tracking process.

Figure 10.   Flowchart of the tracking process for the proposed system.
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exceptional proficiency in categorizing data that can be separated by a straight line, but their adaptability extends 
to more complex data sets with the use of kernel techniques. SVMs aim to find a hyperplane37 that can be 
expressed as in (1):

where w determines the orientation of the hyperplane and b adjusts its position relative to the origin. The data 
points are on either side of the line, and their placement is decided by the sign of w.x + b . The brilliance of the 
hyperplane resides in its ability to maximize the margin, which refers to the wide gap between the hyperplane 
and the nearest data points, known as support vectors.

For image classification, the high-dimensional space is typically the space of features extracted from the 
images. The SVM classifier can be trained using a set of labeled cattle IDs in the ground truth in this thesis, where 
each example is represented as a feature vector and associated with a class label42 .

In the VGG16 model, the SoftMax activation function was used to classify the final output at the last layer. 
Connect the SVM classifier as shown in Fig. 13 in place of the SoftMax activation function in VGG16 to utilize 
the VGG16-SVM model.

The collected cattle images which were grouped by their ground-truth ID after tracking results were used 
as datasets to train in the VGG16-SVM. VGG16 extracts the features from the cattle images inside the folder of 
each tracked cattle, which can be trained with the SVM for final identification ID. After extracting the features 
in the VGG16 the extracted features were trained in SVM. When the training is done, the trained SVM can be 
used to predict the cattle ID by extracting features from the feature extractor or input image.

Identification of black and non‑black cattle
Detecting black cattle is crucial for cattle identification, especially when distinguishing patterns on black coats 
proves challenging for the human eye. The cattle dataset was partitioned into two subsets: black cattle and non-
black cattle. Each subgroup was then trained separately using the VGG16-SVM model.

In our methodology, we employed the non-black weight as a predictor for non-black cattle and the black 
weight as a predictor for black cattle. Prior to producing predictions in VGG16-SVM, it was necessary to define 
a threshold for differentiating between black and white pixels following the conversion of the image to grayscale. 
Considering the variation in lighting conditions for each individual cattle, we established a dynamic threshold for 
each particular instance. In order to determine this threshold, we performed a multiplication operation between 
the highest pixel intensity value in the grayscale image and a pre-established threshold factor (0.75) as in Eq. (2):

(1)w.x + b = 0

Figure 11.   Improving identification result with tracking.

Figure 12.   VGG16 architecture.
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where max_intensity represents the brightness or color value of a pixel in an image. In grayscale images, the 
intensity usually represents the level of brightness, where higher values correspond to brighter pixels. In an 8-bit 
grayscale image, each pixel is assigned a single intensity value ranging from 0 to 255. A value of 0 corresponds 
to black, indicating no intensity, while a value of 255 represents white, indicating maximum intensity. The level 
of brightness at a particular pixel dictates the degree of grayness in that area of the image.

Subsequently, we computed the count of white pixels by distinguishing pixels with values above the speci-
fied threshold. Furthermore, we determined the percentage of white pixels by using the following formula (3):

If the percentage of white pixels is lower than a predetermined threshold of 1%, we categorize the cattle as 
black. Otherwise, we make a prediction for the cattle using the weight of the non-black VGG16-SVM model. By 
utilizing an adaptive technique, we are able to accurately detect black cattle by dynamically determining grayscale 
thresholds. The below Fig. 14 represents the sample of determining the cattle into black or non-black cattle. The 
left two pairs of cattle images are non-black cattle, and the right one is black cattle by taking account into the 
white pixel percentage of individual cattle image.

Identification of unknown cattle
Even though we have collected dataset for the whole day in the farm, there are many unknown cattle in differ-
ent day. To identify these "Unknown" cattle, we implemented a simple rule based on the frequency of predicted 
IDs. We analyze the final predicted ID list for each cattle. If the most frequently appearing ID for a given cattle 
falls below a pre-defined threshold (10), we classify it as Unknown. Otherwise, the most frequent ID becomes 
the identified label. For the known cattle, the predicted IDs are stable and there are not too many switches while 

(2)Threshold_value = max(max_intensity)× threshold_factor

(3)White_pixel_percentage =
Total number of white pixels

Total number of pixels

Figure 13.   VGG16-SVM architecture.

Figure 14.   Cattle images in gray scale (left) and applying threshold(right) on each cattle.
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predicted ID for Unknown cattle are switching frequently and max predicted occurrence is lower compared to 
known cattle.

This approach leverages the observation that known cattle exhibit consistent predicted IDs across the images, 
whereas unknowns tend to show more frequent switching between different IDs. By setting a threshold based on 
analysis of known versus unknown cattle behavior, we effectively filter out individuals do not present in our train-
ing data. These unknowns are readily recognizable in the system by their designated labels, "Unknown 1…N."

Model evaluation
To evaluate the robustness of our classification model, we used the k-fold cross-validation method and employed 
fivefold cross-validation. This method ensures that each fold of the dataset maintains the same class distributions 
as the original dataset, reducing potential biases in model evaluation. The procedure involves training the model 
on four folds and validating it on the remaining fold, iterating this process five times means that each fold serves 
as a validation set exactly once.

The performance of the model was assessed using accuracy and precision metrics for each fold. The mean 
and standard deviation of these metrics provide a measure of the model’s stability and reliability. The dataset was 
split into 5 folders as A, B, C, D, and E. When A is serving as a validation dataset, the remaining 4 folders serve 
as a training dataset. Each folder served as validation once in turn. In the Table 5, Fold represents each fold of 
the cross-validation (1–5), Accuracy represents the accuracy score obtained for each fold, Precision represents 
the precision score obtained for each fold, Mean represents the mean accuracy and precision across all folds, Std 
represents the standard deviation of accuracy and precision scores across all folds.

The fivefold cross-validation results, with a mean accuracy of 0.95 and precision of 0.95, along with their 
respective standard deviations of 0.01, provide strong evidence of the proposed model’s robustness and reliability. 
The consistent performance across different folds suggests that the model is likely to perform well, effectively 
balancing correctness and precision in identification.

Experimental results and analysis
This session explains all the experiments involved in pursuing this research, with the respective results of the 
three primary phases of the system: detection, tracking, and identification. The robustness of our approach is 
demonstrated by the experimental findings obtained from the given video sequences.

Cattle detection
In our test farms, cattle motion patterns differed across farms; Farm A and Farm B followed a bottom-to-top 
approach, while Farm C featured right-to-left movement. The training parameters of two farms for YOLOv8 
detector are outlined in Table 6. For training with YOLOv8, the training parameters separation is the same for 
all environments in this research. The datasets were split in to 7:3 for training and validation as in Table 7. Fol-
lowing training, the generated weights were saved for deployment in the testing phase.

The performance of the detection is evaluated by calculating precision, recall, and mAP at an IOU threshold 
of 0.5. The equation used to calculate the precision, recall, and accuracy are shown as in (4), (5) and (6):

where TP (True Positive) represents the bounding boxes with the target object that were correctly detected, and 
FN (False Negative) means the existing target object was not detected. FP (False Positive) is represented when 

(4)Precision =
TP

TP + FP

(5)Recall =
TP

TP + FN

(6)Accuracy =
TP + TN

TP + FP + TN + FN

Table 5.   Fivefold cross-validation results.

Fold Accuracy Precision

1 0.94 0.95

2 0.95 0.95

3 0.96 0.96

4 0.94 0.95

5 0.96 0.96

Mean 0.95 0.95

Std 0.01 0.01
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the background was wrongly detected as cattle. TN (True Negative) indicates the probability of a negative class in 
image classification. In this study, only True Positive and False Positive will be used to evaluate the performance.

Detection results of farm A and farm B
For training of detection in Farm A, a total number of 1,027 images were selected from the video as dataset for 
YOLOv8 and trained. The trained weight is also applied at Farm B due to the similarity in cattle walking direc-
tion and body structure, despite the difference in farms and cattle. For detecting result of the cattle can be seen 
in Table 8.

Detection result of farm C
A total of 421 cattle images were selected from the videos for training on the Farm C dataset, using the YOLOv8n 
model. Due to the difference between the cattle images obtained from Farm A, Farm B, and Farm C, it is not 
possible to utilize the previously trained weight. Consequently, a different weight has to be trained specifically 
for Farm C. The detection result on cattle is presented in Tables 8, 9.

Cattle tracking
For the tracking, it is used in both generating training dataset and testing for the identification method. The usage 
of tracking in this research is to collect the training dataset to train in feature extraction and identification, to 
improve the accuracy of the identification system by taking the finalize predicted cattle ID based on the number 
appearance of predicted cattle ID for each cattle, and to solve the ID-switching problem. ID-switching occurs 
when the identification system incorrectly predicted the cattle ID, and the cattle is labeled with incorrect ID. In 
this system, the ID-switching problem was solved by taking the consideration of the number of max predicted 
ID from the system.

Table 6.   Dataset used for training of cattle detection.

No Data Parameter Value

1 Farm A

Network image size 640*640

Class cow

#Epoch 150

Batch Size 16

Initial Learning rate 0.01

2 Farm C

Network image size 640*640

Class cow

#Epoch 300

Batch Size 16

Initial Learning rate 0.01

Table 7.   Data preparation for YOLOv8 model.

No Date Total images (100%) Training set (70%) Validation set(70%) Network model

1 Farm A 1,027 719 308
YOLOv8n

2 Farm C 421 295 126

Table 8.   Testing performance of detection in Farm A and Farm B.

Model

mAP@0.5 (%) mAP@0.5:0.95 (%)

Precision(%)
Recall
(%)Mask Box Mask Box

YOLOv8n 98.6 98.5 92.4 93.4 98.3 99.3

Table 9.   Testing performance of detection in Farm C.

Model

mAP@0.5 (%) mAP@0.5:0.95 (%)

Precision(%)
Recall
(%)Mask Box Mask Box

YOLOv8n 97.2 97.1 95.3 96.2 97.1 98.2
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The performance of cattle tracking system is evaluated by the following Eq. (7):

where TP is the number of correctly tracked cattle and Number of cattle is the total number of cattle in the 
testing video.

Tracking result of farm A
To evaluate the tracking accuracy of the system for Farm A, a total of 71 videos (355 min long) in the Morning 
and 75 videos (375 min long) in the Evening. These videos specifically included cattle and were recorded on 
the 22nd and 23rd of July, as well as the 4th and 5th of September, and the 29th and 30th of December 2022. 
Morning and Evening videos of each day contained the total cattle from a range of 56–65. According to the 
results, there were some ID-switched cattle due to the False Negative from the YOLOv8 detector. This issue was 
more common in morning recordings due to poor lighting conditions. The result of the cattle tracking sample 
is presented in Fig. 15.

The tracking results for both the Morning and Evening of each day, as detected through the utilization of 
the YOLOv8 detection model can be seen in Table 10. The table describes the date used to test, total number of 
cattle (also defined as GT: Ground Truth), correctly and incorrectly tracked cattle count, and the accuracy of 
the tracking phase.

Tracking result of farm B
There are 12 cattle in Farm B in each day’s recordings, and we have conducted our testing on Morning and Even-
ing of 21st, 22nd, 23rd, 24th and 25th of the July 2023 as testing data. The tracking results for the cattle of Farm 
B are presented in Fig. 16. Table 11 describes the date used to test, total number of cattle (also defined as GT: 
Ground Truth), correctly and incorrectly tracked cattle count, and the accuracy of the tracking phase.

Tracking result of farm C
The tracking in Farm C is different from Farm A and Farm B in the movement and the image of cattle body. 
Therefore, the tracking method was adjusted to track cattle from right to left of the detected bounding box. The 
testing date is on 31st of July and 1st of Aug and recorded videos include a total of 252 and 258 cattle respectively. 

(7)Accuracy =
TP

Number of cattle

Figure 15.   Example of cattle tracking results in Farm A.

Table 10.   Testing performance of tracking in Farm A.

No Date #Cattle (GT) #CorrectlyTracked Cattle #IncorrectlyTracked Cattle Accuracy (%)

1 22nd July 2022 Morning 65 65 0 100

2 22nd July 2022 Evening 65 65 0 100

3 23rd July 2022 Morning 64 64 0 100

4 23rd July 2022 Evening 56 56 0 100

5 4th Sept 2022 Morning 56 56 0 100

6 4th Sept 2022 Evening 64 64 0 100

7 5th Sept 2022 Morning 64 64 0 100

8 5th Sept 2022 Evening 64 64 0 100

9 29th Dec 2022 Morning 61 57 4 93.44

10 29th Dec 2022 Evening 61 60 1 98.36

11 30th Dec 2022 Morning 61 60 1 98.36

12 30th Dec 2022 Evening 61 55 6 90.16
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The sample result of the cattle tracking in Honkawa Farm is described in Fig. 17. Table 12 illustrates the date 
used to test, total number of cattle (also defined as GT: Ground Truth), correctly and incorrectly tracked cattle 
count, and the accuracy of the tracking phase.

Comparative analysis of results for tracking
Among the three farms, Farm C has the highest tracking accuracy. This is mostly because the illumination is 
consistently maintained and there are no issues of excessive or insufficient brightness on the rotary milking 
machine. The videos taken at Farm A throughout certain parts of the morning and evening have too bright and 
inadequate illumination as in Fig. 18.

Cattle identification
For identification, the datasets were split into black and non-black cattle. This allowed the VGG16-SVM pair to 
identify black cattle within the black-weight category. VGG16 extracts features from detected and tracked cat-
tle, and these features are then fed into the SVM for cattle ID recognition. The predicted cattle IDs, along with 
their corresponding tracking IDs, are ranked and captured in the "RANK1," "RANK2," …, "RANK5" columns 
of an Excel spreadsheet. This sample CSV file demonstrates the storage format for predicted cattle IDs and their 
associated tracking IDs as shown in Fig. 19.

To determine the final ID for each tracked cattle, we count the appearances of each predicted ID within the 
region of interest for that cattle. The ID with the highest count is then assigned as the final cattle ID. For example, 
the final predicted ID for tracked ID 2 of Fig. 20 is 10,328 because the total number of 10328 is higher than the 
other predicted IDs in RANK1, the sample result is shown in Fig. 20.

The performance of cattle identification system is evaluated by the following Eq. (8):

Figure 16.   Example of cattle tracking results in Farm B.

Table 11.   Testing performance of tracking in Farm B.

No Date #Cattle (GT)
#CorrectlyTracked
Cattle

#IncorrectlyTracked
Cattle Accuracy (%)

1 21st July 2023 Morning 12 12 0 100

2 21st July 2023 Evening 12 11 1 91.67

3 22nd July 2023 Morning 12 12 0 100

4 22nd July 2023 Evening 12 12 0 100

5 23rd July 2023 Morning 12 12 0 100

6 23rd July 2023 Evening 12 12 0 100

7 24th July 2023 Morning 12 12 0 100

8 24th July 2023 Evening 12 12 0 100

9 25th July 2023 Morning 12 12 0 100

10 25th July 2023 Evening 12 11 1 91.67
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where TP is the number of correctly identified cattle and Number of cattle is the total number of cattle in the 
testing video.

(8)Accuracy =
TP

Number of cattle

Figure 17.   Example of cattle tracking results in Farm C.

Table 12.   Testing performance of tracking in Farm C.

No Date #Cattle (GT) #CorrectlyTrackedCattle #IncorrectlyTrackedCattle Accuracy (%)

1 31st July 2023 252 252 0 100

2 1st Aug 2023 258 258 0 100

Figure 18.   Poor brightness and over brightness condition.
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Identification result of farm A
In Farm A, there were no Unknown cattle included in testing data, only Black cattle and Non-Black cattle con-
tained. The testing videos were same date as the testing videos from tracking stage, total of 6 days. The identifica-
tion results for the cattle of Farm A are presented in Fig. 21. Table 13 describes the date used to test, total number 
of cattle (also defined as GT: Ground Truth), correctly and incorrectly identified cattle count, and the accuracy 
of the identification on the cattle of Farm A.

Figure 19.   Data format of Tracking ID, color and predicted IDs’ ranks in a CSV file.

Figure 20.   Taking final cattle ID based on maximum appearance ID of tracked cattle.
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Identification result of farm B
In Farm B, there are only a total of 13 cattle, and the cattle dataset does not include the Unknown cattle and 
Black cattle. The datasets are a total of 5 day testing videos. The result of the cattle identification sample in Farm 
B is presented in Fig. 22. Table 14 illustrates the date used to test, total number of cattle (also defined as GT: 
Ground Truth), correctly and incorrectly identified cattle count, and the accuracy of the identification on the 
cattle of Farm B.

Identification result of farm C
In Farm C, the testing videos contained both Unknown and Black cattle. The testing was conducted on 31st July 
and 1st Aug, 2023 and there are 252 and 258 cattle in the testing videos respectively. The sample result of the 
cattle identification in Farm C is described in Fig 23. Table 15 describes the date used to test, total number of 
cattle (also defined as GT: Ground Truth), correctly and incorrectly identified cattle count, and the accuracy of 
the identification on the cattle of Farm C.

Overall performance analysis
From the analysis of experimental results, final performance of the system in tracking and identification are 
evaluated by taking the average from three farms. The equation to calculate the overall performance for each 
stage is described as in Eqs. (9) and (10):

(9)Accuracy of farm =
Total Accuracy

Number of testing

(10)Accuracy =
AverageAccuracy of (FarmA+ FarmB+ FarmC)

Number of farms

Figure 21.   Example of cattle identification results in Farm A.

Table 13.   Testing performance of identification in Farm A.

No Date #Cattle (GT) #CorrectlyIdentifiedCattle #IncorrectlyIdentifiedCattle Accuracy (%)

1 22nd July 2022 Morning 65 57 8 87.69

2 22nd July 2022 Evening 65 59 6 90.77

3 23rd July 2022 Morning 64 61 3 95.31

4 23rd July 2022 Evening 56 51 5 91.07

5 4th Sept 2022 Morning 56 54 2 96.43

6 4th Sept 2022 Evening 64 52 8 81.25

7 5th Sept 2022 Morning 64 60 4 93.75

8 5th Sept 2022 Evening 64 62 2 96.88

9 29th Dec 2022 Morning 61 57 4 93.44

10 29th Dec 2022 Evening 61 56 5 91.80

11 30th Dec 2022 Morning 61 59 2 96.72

12 30th Dec 2022 Evening 61 55 6 90.16
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By the above equations, over a three farms average, the proposed system achieved tracking accuracy of 98.90% 
and identification accuracy of 96.34%.

Conclusion
This automatic cattle identification system for identifying the cattle by their back pattern from the images cap-
tured by the camera above the cattle. Notably, the system exhibits robustness against challenging cases like 
black cattle and previously unseen individuals ("Unknown"). Its effectiveness has been demonstrated through 
extensive testing on three distinct farms, tackling tasks ranging from general cattle identification to black cattle 
identification and unknown cattle identification.

The system employs the cutting-edge YOLOv8 algorithm for cattle detection. YOLOv8 demonstrates impres-
sive speed surpassing the likes of YOLOv5, Faster R-CNN, and EfficientDet. The accuracy of the model is also 
remarkable, with a mean average precision (mAP) of 0.62 at an intersection over union (IOU) threshold of 0.5 on 
the test dataset. This outperforms its nearest rival, YOLOv5, by a margin of 0.04. EfficientDet and Faster R-CNN 
get mAP@0.5 scores of 0.47 and 0.41, respectively.

In order to effectively track the movement of cattle, we have developed a customized algorithm that utilizes 
either top-bottom or left-right bounding box coordinates. The selection of these coordinates is made dynami-
cally, taking into consideration the observed patterns of movement within each individual farm. This method 
tackles the issue of ID-switching, a prevalent obstacle in tracking systems. To enhance identification accuracy, 
we concluded the process of assigning cattle IDs by choosing the ID that was predicted most frequently. This 
approach ensures consistency and minimizes misidentifications.

We utilized the powerful combination of VGG16 and SVM to completely recognize and identify individual 
cattle. VGG16 operates as a feature extractor, systematically identifying unique characteristics from each cattle 

Figure 22.   Example of cattle identification results in Farm B.

Table 14.   Testing performance of identification in Farm B.

No Date #Cattle (GT) #CorrectlyIdentifiedCattle #IncorrectlyIdentifiedCattle Accuracy (%)

1 21st July 2023 Morning 12 12 0 100

2 21st July 2023 Evening 12 11 1 91.67

3 22nd July 2023 Morning 12 12 0 100

4 22nd July 2023 Evening 12 12 0 100

5 23rd July 2023 Morning 12 12 0 100

6 23rd July 2023 Evening 12 12 0 100

7 24th July 2023 Morning 12 12 0 100

8 24th July 2023 Evening 12 12 0 100

9 25th July 2023 Morning 12 11 1 91.67

10 25th July 2023 Evening 12 11 1 91.67
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image. These characteristics are subsequently inputted into a Support Vector Machine (SVM), which is tightly 
connected to the final SoftMax layer of VGG16, in order to achieve accurate identification. The predicted ID 
and its related tracking ID are carefully recorded in a CSV file, creating a thorough database for determining 
the final ID in the future. To address the potential presence of unknown cattle, we thoughtfully store additional 
RANK2 data, ensuring comprehensive coverage of various identification scenarios.

There are Black and Non-Black cattle in testing videos. The process of differentiating between black and non-
black cattle during testing yielded significant advantages. This separation not only reduced the occurrence of 
misidentifications for both groups, but also improved the accuracy of identification specifically for black cattle. 
Identifying unknown cattle, however, presented a significant challenge. To address this issue, we resolved it by 
implementing a threshold that is determined by the frequency of the most commonly predicted ID (RANK1). 
If the count drops below a pre-established threshold, we do a more detailed examination of the RANK2 data to 
identify another potential ID that occurs frequently. The cattle are identified as unknown only if both RANK1 
and RANK2 do not match the threshold. Otherwise, the most frequent ID (either RANK1 or RANK2) is issued 
to ensure reliable identification for known cattle.

Data availability
The datasets used and/or analysed during the current study available from the corresponding author on reason-
able request.
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