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Abstract

Trained immunity is characterized by long-term functional reprogramming of innate immune cells 

following challenge with pathogens or microbial ligands during infection or vaccination. This 

cellular reprogramming leads to increased responsiveness upon restimulation, and is mediated 

through epigenetic and metabolic modifications. In this review, we describe how molecular 

mechanisms underlying trained immunity, for example, induced by β-glucan or Bacille Calmette-

Guérin (BCG) vaccination, can be investigated by using and integrating different layers of 

information including genome, epigenome, transcriptome, proteome, metabolome, microbiome, 

immune cell phenotyping, and function. We also describe the most commonly used experimental 

and computational techniques. Finally, we provide a number of examples of how a systems 

biology approach was applied to study trained immunity to understand interindividual variation 

or the complex interplay between molecular layers. In conclusion, trained immunity represents an 

opportunity for regulating innate immune function, and understanding the complex interplay of 

mechanisms that mediate trained immunity might enable us to employ it as a clinical tool in the 

future.
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Introduction

The human immune system is classically divided into the innate and the adaptive immune 

system. While innate immunity develops rapidly and is considered to be nonspecific, the 

adaptive immune system takes more time to develop, but is antigen specific and leads to 

the development of immunological memory. However, this dogma has been challenged, as 

a growing body of evidence supports the existence of innate immune memory. First of all, 

plants and invertebrates show enhanced protection upon reinfection, even though they lack 

a functional adaptive immune system [1]. In addition, certain infections and vaccinations, 

including Candida albicans (C. albicans) infection and the Bacille Calmette-Guérin (BCG) 

vaccine, are able to induce protection against unrelated infectious diseases through innate 

immune mechanisms [2,3]. These microbes were shown to leave an immunological imprint 

on innate immune cells, which leads to enhanced responsiveness, for example, increased 

cytokine production, upon subsequent stimulation. As shown in Fig. 1, this ability of innate 

immune cells, such as monocytes, to adapt after a primary challenge and exhibit improved 

antimicrobial activities during a secondary challenge has been termed trained immunity [3].

One of the well-studied inducers of trained immunity is the BCG vaccine. BCG vaccination 

leads to increased production of innate cytokines upon stimulation with unrelated pathogens 

[4], and these proinflammatory responses have been linked to increased protection against 

yellow fever [5] and malaria [6]. The nonspecific protection induced by BCG seems to be 

independent of adaptive immunity, as BCG-vaccinated severe combined immunodeficiency 

mice, which lack both B and T cells, are significantly better protected against infection 

with C. albicans compared to unvaccinated mice [4]. A cell wall component of C. albicans, 

β-glucan, also has the ability to induce trained immunity, and enhance cytokine responses 

upon restimulation [7]. Mice treated with β-glucan are also better protected against 

secondary infections, for example, with Staphylococcus aureus [8] and Mycobacterium 
tuberculosis [9]. Even sterile endogenous stimuli have been shown to induce trained 

immunity in humans, such as oxidized LDL and aldosterone, although the resulting 

proinflammatory responses after induction of trained immunity by these endogenous 

mediators have been linked to inflammatory diseases such as atherosclerosis [10]. It is 

important to note that trained immunity represents a concept of long-term adaptation 

of innate immune cells, and that different inducers of trained immunity, such as BCG, 

β-glucan, or oxidized LDL, can induce different transcriptional and functional programs. 

Trained immunity leading to heterologous protection might provide a tool to protect against 

emerging infectious diseases. For example, in the ongoing COVID-19 pandemic, BCG 

vaccination is currently being tested in several clinical trials to investigate its capacity to 

reduce susceptibility and severity of SARS-CoV-2 infection [11,12].

Underlying mechanisms of trained immunity

Trained immunity is mediated by epigenetic changes, including DNA methylation and 

histone modifications, which affect long-term transcriptional regulation [4,13]. The histone 

modifications related to trained immunity include the acquisition of histone 3 lysine 

27 acetylation (H3K27ac) marks at distal enhancers (marked with histone 3 lysine 4 

methylation [H3K4me1]) and the incorporation of histone 3 lysine 4 trimethylation 
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(H3K4me3) marks at the promoters of immune-related genes [14,15]. A recent study 

in cell lines and human white blood cells demonstrated that these histone modifications 

are regulated at the level of topologically associated domains through long noncoding 

RNAs [16]. These epigenetic modifications are intertwined with metabolic changes. Upon 

BCG priming, glycolysis is increased, which is crucial for the induction of histone 

modifications and functional reprogramming of innate immune cells [17]. The interplay 

between epigenetic and metabolic reprogramming is necessary for the induction of trained 

immunity, as certain metabolites have a direct effect on a series of enzymes involved in 

epigenetic remodeling [18,19].

Trained immunity has been shown to last for at least 3 months and up to 1 year [4,20], 

while the heterologous protection against infections can last for at least 5 years, as BCG 

vaccination was associated with lower mortality in children up to 5 years of age in Uganda 

[21]. Considering the relatively short lifespan of innate immune cells, it is remarkable 

that these trained immunity effects last for such a long time. Recent studies have shown 

that these long-term effects are probably mediated through reprogramming of myeloid 

progenitor cells in the bone marrow (BM), which in turn generate myeloid cells with 

a trained immunity phenotype. In both mice and humans, it was observed that BCG 

induces transcriptional changes in hematopoietic stem and progenitor cells, which led to 

epigenetically modified monocytes (Fig. 2) [22,23]. Also for β-glucan, it was observed that 

administration led to increased myelopoiesis, which was accompanied by elevated signaling 

of innate immune cytokines such as IL-1β and GM-CSF [24]. In addition, considering the 

possibility to transmit epigenetic information through the germline, the trained immunity 

phenotype might even be conserved in a transgenerational manner. Indeed, maternal BCG 

priming has been associated with increased protection induced by BCG [25], and additional 

research is needed to study the impact of these transgenerational effects.

Omics-based technologies in biological research

To be able to employ the untapped potential of trained immunity, we need to fully 

understand the mechanisms involved. Immune responses are the result of a complex 

interplay between molecular and cellular interactions. As for trained immunity, we have 

indeed observed the importance of epigenetic, transcriptional, and metabolic changes [26], 

and we need to study these different biological layers to understand their role in immune 

modulation. The development of high-throughput methods allows researchers to use an 

unbiased approach examining many potential genes or markers in relation to health and 

disease, rather than examining a limited number of “candidate” genes or markers. This 

unbiased approach can help generate novel hypotheses. When all different molecular 

components, such as genes, proteins, metabolites, and immunological parameters, are 

combined to describe an organism as a whole, we speak of systems biology (Fig. 3). 

With such genome-wide measurements of molecules and deep immune profiling, we have 

a unique opportunity to assess the interactions between molecules and reconstruct the 

regulatory networks, resulting in a comprehensive understanding of biological mechanisms. 

A systems biology approach is especially challenging in the field of immunology when 

we come across dozens of different cell types and many more intersecting molecular 

pathways and signals [27]. Nonetheless, systems biology-based methodologies are a 
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promising approach to study trained immunity. In this next section, we describe the 

current technologies for genome-wide measurements of different molecular levels and the 

computational approaches to analyze them, which are summarized in Table 1, and integrate 

such data in the context of trained immunity.

Genome assessment using DNA microarray or next-generation sequencing

The genome comprises all genetic material in an organism, which consists of protein-coding 

regions, noncoding regions, and mitochondrial DNA. Information on the genetic code can 

be generated either through genotyping, which is the process of determining specific genetic 

variants, or sequencing, which is a method to determine the exact sequence of nucleotides. 

The most commonly used technique for genotyping is microarray, which contains probes 

of allele-specific DNA sequences. These probes hybridize with the DNA sample when 

the nucleic acid sequences are complementary, which is then detected. The detection of 

these polymorphisms, known as single nucleotide polymorphisms (SNP), can be used to 

detect risk alleles for a certain disease or phenotype [28]. Using already available datasets, 

imputation of additional genotype variation can be performed to increase the power and the 

resolution with tools like Impute2 [29] or the Michigan Imputation Server [30].

Genotyping is faster and cheaper than DNA sequencing, but is limited by the amount 

of information that is generated [31]. The costs of sequencing decreased rapidly after 

the introduction of next-generation sequencing, which refer to a series of innovations 

including novel DNA template preparation, parallel sequencing, image capture, followed by 

sequence alignment, assembly and variant detection [32]. Although the sequencing costs are 

decreasing rapidly, whole genome sequencing is still costly for large-scale projects. In this 

case, SNP array-based genotyping followed by imputation is a more cost-effective strategy, 

even for rare variant detection [33].

By association analysis between genetic variants and immunological profiles (including 

trained immunity phenotypes), we can learn to understand the impact of genetic factors on 

immune traits and immune-related diseases [34,35]. Instead of using the traditional approach 

to look at specific SNPs, for example, in promotor regions of candidate genes, this genome-

wide approach might reveal novel genetic associations. Linking genetic variants to immune 

traits can be achieved through quantitative trait loci (QTL) mapping, for example, using 

Plink [36] or the R package MatrixeQTL [37]. Such studies will improve our understanding 

of the variation in trained immunity responses, and can be used to pinpoint host factors that 

can be modified and targeted.

Epigenome assessment using ChIP-seq or ATAC-seq

The epigenome consists of all chemical alterations that do not change the DNA sequence, 

but which are added to the DNA to regulate the expression of genes in the genome. In 

each cell, the DNA is organized around histones to form nucleosomes, which in turn are 

organized into chromatin. This leaves certain genomic regions biologically active and others 

inactive, as these are no longer accessible for the transcription machinery. The composition 

and compaction of chromatin is regulated by many epigenetic mechanisms including DNA 

methylation, histone modifications, and noncoding RNAs. While the genetic code is for 
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the most part static, the epigenome is not, as the chromatin structure is subject to dynamic 

changes.

There are various genome-wide analysis methods to understand the epigenetic structure. 

First of all, methylome can be assessed on a genome-wide level using microarray or bisulfite 

sequencing technologies. There are various experimental approaches for assessing DNA 

methylation including enzyme digestion, affinity enrichment or bisulfite conversion, and the 

selection of a profiling method depends on the specific research question [38]. Another 

approach is to study protein-DNA interactions using chromatin immunoprecipitation 

sequencing (ChIP-seq). ChIP can be used for the identification of transcription factor 

binding sites or the location of specific histone modifications. In combination with high-

throughput sequencing analysis, this allows for an unbiased and genome-wide analysis [39]. 

Finally, instead of looking at specific marks, one can also study the accessible regions in 

the genome, for example with DNase-seq or with assay of transposase accessible chromatin 

(ATAC)-seq. With DNase-seq, regions in the genome that are hypersensitive to DNase I 

are cleaved, which are the regions that are easily accessible to the transcription machinery, 

after which these regions are sequenced [40]. ATAC-seq uses hyperactive Tn5 transposase to 

simultaneously cut and ligate adapters for sequencing of regions of increased accessibility. 

While other technologies require millions of cells as input material, ATAC-seq only needs a 

standard input of 50 000 cells [41] and can even be assessed on a single-cell level [42].

The epigenome varies across different cell types, but there are publicly available epigenetic 

reference datasets, for example, from the Encyclopedia of DNA Elements (ENCODE) [43] 

and the International Human Epigenome Consortium (IHEC) [44], of which the Roadmap 

Epigenomics Project is a member [45]. These datasets contain data from different cell 

lineages and tissues that can be used for comparison and annotation. Data on epigenetic 

marks can also be integrated with genotypes or transcriptomics through local or genome-

wide association analysis, for example, DNA methylation QTL mapping [46] or expression 

quantitative trait methylation (eQTM) analysis [47], which can aid in interpreting the 

functionality of immune trait-associated genes.

Epigenetic changes, including the induction of histone modifications and alterations in DNA 

methylation levels, have a specific biological role in innate immune memory [48]. It has 

been observed that infection or proinflammatory stimuli affect the epigenetic landscape of 

innate immune cells [15,49], and these changes mediate the trained immunity responses 

upon a secondary challenge [14]. Differential analysis of genome-wide methylation patterns, 

accessible regions, and histone modifications between trained and untrained cells will reveal 

the regulatory mechanisms of trained immunity and identify the key epigenetic processes in 

this context.

Transcriptome assessment using RNA microarray or next-generation sequencing

Transcriptome refers to the collection of all RNA transcripts, both coding and noncoding. 

The coding RNA transcripts, also known as mRNA, are transcribed into proteins, while the 

noncoding RNA transcripts have other diverse functions. There are two main technologies 

to quantify RNA transcripts: microarray and RNA-seq. Microarrays measure the abundance 

of a defined set of transcripts via hybridization of RNA to complementary probes. The 
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RNA-seq technique copies bulk RNA into cDNA transcripts which are then sequenced. 

These sequences are aligned to a reference genome sequence to identify which genes are 

transcribed, and the quantification provides the expression levels for transcribed genes. 

These read counts can be used for differential expression analysis, for example, using the R 

package DESeq2 [50]. In contrast to RNA-seq, microarray requires prior knowledge of the 

genomic sequence of the organism of interest to develop probes. RNA-seq methodology has 

constantly improved and is now the dominant transcriptomics technique used [51].

The amount of input RNA is much lower for RNA-seq technologies compared to microarray, 

which even allows to analyze the transcriptome on a single-cell level (scRNA-seq). This 

provides a higher resolution and enables us to understand individual differences on a cellular 

level [52]. One of the advantages of scRNA-seq over bulk RNA-seq is that changes in cell 

composition can also be taken into account, which can mask important changes on a bulk 

RNA-seq level [53]. In addition, scRNA-seq provides the opportunity to identify unique cell 

subpopulations. In the context of trained immunity, scRNA-seq could be used to assess cell 

heterogeneity after training, which could then be linked to immune function. ScRNA-seq 

could also be used to study hematopoietic stem and progenitor cells in the context of trained 

immunity, to understand the changes induced on a lineage level covered in detail in this 

issue by Stephenson et al. [54]. Not only the transcriptome can now be assessed on a 

single-cell level, but also the genome, epigenome (assessing DNA methylation patterns or 

using ATAC-seq), and the proteome can be studied for individual cells [55]. Furthermore, 

there are technologies available that are able to detect more than one type of single-cell 

omics in the same cell. For example, the methylome and transcriptome can be detected in 

parallel to explore the cellular connections between epigenetic variation and transcriptional 

regulation [56]. The R package Seurat version 3 presents a framework for the comprehensive 

integration of single-cell data [57]. An integrative approach combining these technologies 

will increase our understanding of different cellular modalities and their function in certain 

tissues.

Proteome assessment using mass spectrometry or immunoaffinity assays

Although the generation of proteins is the result of transcribing mRNA, many mechanisms, 

such as post-translational modifications and protein degradation, affect the correlation 

between transcriptome and proteome. In addition, many mRNA transcripts give rise to 

multiple protein products. This underlines the importance of assessing the variation in 

proteome in addition to transcriptome analysis.

Mass spectrometry (MS)-based technologies can be used for the systemic identification 

and quantification of proteins. MS is based on the principle of generating ionized analytes, 

separating them according to their specific m/z, and then recording the relative abundance 

of each ion type [58]. Another method in proteomics is to use a targeted approach by 

using immunoaffinity (antibody-based) assays [59]. However, in contrast to MS-based 

technologies, immunoaffinity assays, such as ELISA and multiplex immunoassays, are time 

consuming to develop per analyte, and often have a lower capacity for multiplexing.

In the context of trained immunity, the assessment of the proteome, for example, measuring 

cytokines and chemokines, is of great importance, as these proteins play a key role in 
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mediating and steering the immune response. In addition, targeted proteome analyses can 

be used to validate the functional activity of pathways, that were identified from previous 

(epi)genome or transcriptome studies, and therefore, allow data integration between these 

different omics techniques.

Metabolome assessment using nuclear magnetic resonance or mass spectrometry

Metabolomics is the study of metabolites, which are defined as low molecular weight 

organic and inorganic molecules, which are the substrates, intermediates, and products of 

biochemical processes. These metabolites are often the result of the interaction between 

proteins and environmental factors, and the metabolome is therefore an important link 

to understand immunological processes. The diversity in metabolites leaves the complete 

characterization of the metabolome technically challenging and multiple strategies are often 

used to provide a wide coverage. Nuclear magnetic resonance (NMR) spectroscopy and 

MS, the latter often used in combination with liquid or gas chromatography, are the most 

commonly used techniques for metabolomics [60]. NMR spectroscopy is based on the 

principle that when a nucleus of an atom is placed in a magnetic field and exposed to a 

pulse of electromagnetic radiation, it will resonate at a frequency specific for that isotope. 

Since the magnetic field is unique to a certain compound, NMR spectroscopy can be used 

to identify biochemical molecules. Compared to MS-based technologies, NMR spectroscopy 

is less sensitive, which means the number of detectable metabolites is generally lower. On 

the other hand, advantages of NMR spectroscopy include minimal sample preparation, high 

level of experimental reproducibility, and the nondestructive nature of the technique [61]. 

In contrast to untargeted metabolomics, the accuracy and specificity of the measurements 

can be improved by using (semi-)targeted metabolomics strategies, but this requires prior 

knowledge of the chemical properties of analytes.

Studying the relative abundance of metabolites is a way to understand the metabolic state 

of a cell or organism, which is important as rewiring of cellular metabolism is essential for 

inducing the epigenetic changes underlying trained immunity [62]. However, the relative 

abundance of metabolites is also dependent on environmental factors and the gut microbiota 

[63]. Here, integration of transcriptome and metabolome data is a promising method for 

mapping metabolic networks and metabolic reactions [64].

Microbiome assessment using 16S rRNA or shotgun metagenomic sequencing

The human microbiome is the collection of microbes that live in or on our body. The 

gut microbiome, which is the most commonly studied part of the microbiome, has been 

associated with cytokine responses upon microbial stimulation [65] and immune-related 

diseases such as asthma, inflammatory bowel disease, and diabetes [66]. As the microbiome 

affects our metabolic functions and immune system, it might also be relevant for trained 

immunity research.

Next-generation sequencing techniques allow us to study variation in diversity and 

abundance of bacteria from human samples. There are two commonly used techniques for 

microbiome assessment: 16S sequencing and shotgun metagenomics. The 16S rRNA gene 

is highly conserved between different species of bacteria and archaea, but also contains 
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species-specific variations. Therefore, the nucleotide sequence of the 16S rRNA gene can be 

used to identify microbial communities [67]. Another technique for microbiome assessment 

is shotgun metagenomic sequencing, which looks at the entire genomic content of the 

microbiota in an unbiased manner. Metagenomics also allows the functional characterization 

and de novo assembly of metagenomes [68]. However, this technique is more expensive than 

16S sequencing.

Similar to studies associating microbiome composition to ex-vivo cytokine responses [65], 

the gut microbiome could be associated with trained immunity and vaccination responses. 

To this date, this has not been investigated on a population level. Further research is 

needed to assess the effect of microbiome on interindividual variation in trained immunity 

responses.

Cell subsets and surface markers assessment using flow or mass cytometry

Another layer of complexity is the large number of different cell types in the immune 

system. Increased resolution due to scRNA-seq led to the conclusion that individual cells 

within a population, which were once assumed to be homogeneous, have unique features, 

adding to the complexity of cellular systems. The identification and functionality of various 

cell types is dependent on the proteins expressed on the surface of these cells, known as 

cluster of differentiation (CD) markers, which can be assessed by flow cytometry using 

specific antibodies [69]. Since flow cytometry is dependent on the detection of fluorescent 

labels, one panel has a limited multiplexing capability. In contrast, mass cytometry, which is 

a fusion between flow cytometry and MS, offers advantages in this perspective, since it can 

measure up to 40+ protein parameters. Mass cytometry uses rare metal isotopes instead of 

fluorophores for antibodies labeling, and elemental MS is then able to discriminate isotopes 

of different atomic weights with high accuracy [70]. This method was commercialized and 

the instrument is called cytometry by time-of-flight (CyTOF). Several analytical tools have 

recently been developed to assist in the interpretation of mass cytometry data. These include 

algorithms designed to assess the global structure of a sample, the association between 

two molecules in single cells, or the cellular features that predict a certain immunological 

phenotype [70].

Due to the high dimensionality, mass cytometry can identify cells, but simultaneously assess 

the expression of cell-surface markers that execute critical biological processes, and even 

enumerate the expression of transcription factors that drive gene expression programs [70]. 

This allows researchers to study the behavior of individual cells in a more holistic manner, 

which could reveal coregulation and crosstalk between cellular programs in the context of 

trained immunity.

Host-pathogen interaction assessment using ex-vivo stimulation or killing assays

Finally, all these levels of data can be integrated and linked, in this context, to 

reveal the complex interplaying networks of molecules involved in trained immunity 

responses. Trained immunity is commonly assessed by measuring the immune response 

of innate immune cells after ex-vivo stimulation with unrelated pathogens or ligands. After 

stimulation, a wide variety of responses can be assessed such as cytokine production, 
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expression of pattern recognition receptors, expression of transcription factors, and energy 

consumption [4,71]. Although these measurements illustrate the level of responsiveness 

of immune cells, we are especially interested in the ability of immune cells to clear an 

infection. The ability of immune cells to control outgrowth can be assessed using killing 

assays, which can either be studied ex vivo or in animal models [7,72]. Finally, the ultimate 

goal is to use this integrative approach to link these various data levels to clinical phenotypes 

in infectious disease cohorts or human experimental infection models [6,73,74]. Ultimately, 

this integrative approach might help us to understand the interindividual variation of immune 

traits in the context of trained immunity. Knowledge on the heterogeneity of immune 

traits or a patient population could lead to personalized healthcare. As an example, omics 

technologies are currently being applied to develop treatment for sepsis patients targeting 

their precise immune state [75,76]. Precision medicine could be applied in the future 

utilizing trained immunity to prevent infectious diseases or to improve vaccine strategies.

How to use systems biology to study trained immunity

Lessons learned about myelopoiesis

Previous studies have aimed to use a systems biology approach to get a better understanding 

of trained immunity. As a first example, two studies have been performed to understand 

the longevity of trained immunity, which is mediated through reprogramming of myeloid 

progenitor cells in the BM as earlier discussed. Kaufmann et al. vaccinated mice with BCG, 

after which they characterized the BM compartment. Using a combination of RNA-seq, 

ChIP-seq, ATAC-seq, and flow cytometry, they identified enhanced myelopoiesis of the 

hematopoietic stem cells, which in turn generated epigenetically modified macrophages. 

These epigenetically changed macrophages were shown to provide better protection against 

M. tuberculosis infection [22]. Similarly, Cirovic et al. studied the BM compartment in 

humans after BCG vaccination, combining RNA-seq, ATAC-seq, flow cytometry, and ex-

vivo immune responses [23]. Together, these studies using an integrative approach increased 

our understanding of the longevity and generation of trained immunity responses in vivo.

Multiomics data integration to predict vaccine responses and immune traits

Other examples on multiomics data integration include the study from Bakker et al., 

which integrated 11 categories of host factors together to build a computational model 

which predicted stimulus-induced cytokine production [77]. In addition, Tsang et al. build 

predictive models of antibody responses after influenza vaccination using preperturbation 

cell populations [78]. Similar approaches can also be applied to study trained immunity and 

vaccination responses.

These previous studies integrated multiple data levels already, but a next step would be to 

integrate various types of data with genomic information. Currently, this has not been done 

in the context of trained immunity, but there are examples of studies trying to understand 

the variation of other immune traits using genotype data. For example, the effect of genetic 

heritability on cytokine production after microbial challenge was studied through QTL 

mapping. In this study, it was observed that genetic factors especially explained a high 

percentage of the variance observed for monocyte-derived cytokines (>50% of explained 
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variance especially for IL-6 and IL1-β) [79]. In addition, heritability assessment and QTL 

mapping can also be applied to cell subsets instead of cytokines [80,81], which revealed 

that T-cell numbers are more strongly driven by genetic factors than B-cell counts [82]. 

A similar approach could also be used in the future to understand the variance in trained 

immunity immune traits. In addition, existing datasets can be used as reference to prioritize 

candidate genes in applying systems biology to trained immunity such as the GTEx portal 

with tissue-specific expression QTL data [83], the Roadmap Epigenomics [45], and the 

Functional Genomics Project [84].

The ultimate goal is to use multiomics to understand the protection trained immunity 

provides against infectious diseases, which could be studied with human experimental 

infection models. One example of this is the study of Arts et al., in which they vaccinated 

healthy controls with BCG or a placebo, after which the study participants were vaccinated 

with the live-attenuated yellow fever vaccine as a model for infection. Study participants 

who were vaccinated with BCG showed significantly lower viremia compared to the 

unvaccinated controls. Using a combination of data from genotyping, ChIP-seq, RNA-seq, 

and ex-vivo immune responses, they showed that IL-1β production is important for the 

induction of trained immunity and the accompanied reduction of viremia [5]. This is 

one example of how multiomics integration can lead to a better understanding of trained 

immunity and how it protects against subsequent infections.

One of the strengths of integrating multiple levels of data is an increased power to identify 

key regulatory molecular networks driving trained immunity. For example, results obtained 

from one level (i.e. genes) can be used to reduce the number of traits to test in the second 

level (i.e. proteins), thereby, increasing power. In addition, the shared effects observed at 

multiple molecular levels could provide strong evidence for real, biologically relevant traits, 

which in practice improves the statistical power. Lastly, the power could be further improved 

by using Bayesian statistics in the integrative analysis [85], where the prior knowledge from 

literature can be utilized.

Pitfalls of system biology approaches

There are also some pitfalls we need to acknowledge when we use systems biology to study 

trained immunity. One important pitfall, when it comes to designing effective omics studies, 

is the issue of sample size. Due to the large number of markers measured using omics 

technologies and the relatively small contributing effect size of individual analytes, the risk 

of both type 1 and 2 errors are high without a sufficient sample size for both the discovery 

and validation cohort. For clinical research, this is often a limitation, and a collaborative 

approach is often necessary to recruit enough patients. Furthermore, many multiomics 

studies rely on associations between markers and immune traits or patient phenotypes. 

Additional empirical evidence is often needed to confirm causal relationships, which can be 

achieved via in-vitro validation, experimental animal models, or clinical studies. In addition, 

with increased resolution, our definition of heterogeneity is also challenged. In the end, 

every individual or single cell will be unique, but not all variation is biologically or clinically 

relevant. Therefore, we have to be careful not to confuse noise with important functional 
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differences. When these pitfalls are accurately addressed, systems biology provides a 

promising tool for studying trained immunity.

Future research

Trained immunity has the potential to have an impact on global health, as inducers of trained 

immunity, such as BCG and β-glucan, could be used to protect against infectious diseases. 

For example, it could be used to enhance host responses in (relatively) immunocompromised 

individuals, for example, the elderly, or to prevent postoperative infections. BCG might 

also provide a tool to protect against emerging infectious diseases [12]. To exemplify, in 

the ongoing COVID-19 pandemic, BCG vaccination is currently being tested in several 

clinical trials to investigate its capacity to prevent infection with the new coronavirus 

SARS-CoV-2 [11]. In addition to preventing infections, trained immunity might also be 

a useful target in other immune-mediated diseases. Local BCG instillations are being used to 

treat patients with bladder cancer, and trained immunity has, therefore, been proposed as a 

new strategy for immunotherapy in cancer [86]. Recently, nanobiologicals-inducing trained 

immunity were successful in suppressing tumor growth in animal models [87]. Also, other 

conditions characterized by defective immunity, such as immunoparalysis in sepsis, could 

be targeted with trained immunity [88]. Systems biology could be applied to understand 

interindividual variation in trained immunity responses, which could help us to improve 

treatment options or vaccine strategies. All things considered, trained immunity represents a 

powerful opportunity for regulating innate immune function to treat or prevent a variety of 

diseases in the future.

Over the last decade, we have gathered important new insights in the context of trained 

immunity. However, many important questions remain, which are summarized in Textbox 1. 

First of all, there is still much unknown about the durability of trained immunity responses. 

Future studies should investigate how long the BM alterations persist, if restimulation, for 

example, through BCG revaccination, could prolong these effects, and if this process is 

reversible. Second of all, it remains unclear why certain microbial ligands and vaccinations, 

such as β-glucan and BCG, are able to induce strong trained immunity responses while 

others are not, and what determines this ability. In addition, for many inducers of trained 

immunity, the level of specificity is unknown, but it will be crucial to pinpoint to which 

particular pathogens (viruses, bacteria, or parasites) these agents provide protection. Next, 

most of the research into trained immunity has focused on monocytes and NK-cells. 

However, recent research has revealed that neutrophils also have the ability to adapt a 

trained immunity phenotype after BCG vaccination [89]. Therefore, the ability of other 

innate or semi-innate immune cells, for example, γδ-T-cells, DCs, and stromal cells, to 

adapt a trained immunity phenotype should also be explored. Also, it should be further 

investigated how the promotion of a proinflammatory environment could possibly contribute 

to immune-mediated diseases, such as atherosclerosis, which could be a potential risk of 

trained immunity. Last, trained immunity shows high variability across individuals, possibly 

due to the existence of pre-existing immunity. When we understand the factors responsible 

for the variation in trainability, we know which individuals would benefit most from 

treatment, and we can aim to optimize the trained immunity inducers to generate consistent 

results. With this knowledge, therapeutics, such as antibodies or nanoparticles, targeting a 

Koeken et al. Page 11

Eur J Immunol. Author manuscript; available in PMC 2024 August 05.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



specific epigenetic or metabolic pathway could be used to induce a more predictable trained 

immunity response in the future [88].

In conclusion, trained immunity represents an opportunity for regulating innate immune 

function to prevent or treat a wide variety of diseases in the future. Systems biology is 

a promising approach to study the complex interplay of mechanisms that mediate trained 

immunity and the interindividual variation in trained immunity responses. These insights 

might enable us to employ trained immunity as a clinical tool in the future.
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Textbox 1:

Future research priorities

Immunological questions

• What is the durability of the bone marrow alterationst hat mediate trained 

immunity? Can the duration of these changes be prolonged by restimulation, 

and is the process reversible?

• Which microbial or endogenous ligands are able to induce trained immunity, 

and how specific are these various inducers?

• Which cell types and tissue-specific cells can adapt a trained immunity 

phenotype?

• What explains the interindividual variation in trained immunity responses?

Clinical questions

• Can trained immunity inducers be used to protect against infections, for 

example, to prevent postoperative infections, to protect the elderly or 

immunocompromised individuals, or in the context of emerging infection 

diseases?

• Can trained immunity modulators be used to suppress tumor growth?

• What are the possible risks of inducing trained immunity?
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Figure 1. 
The concept of trained immunity. Innate immune cells, including monocytes, are 

epigenetically reprogrammed after exposure to a priming stimulus, such as BCG or β-

glucan, allowing an enhanced response upon a secondary challenge when they become 

“trained monocytes.”
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Figure 2. 
Underlying mechanism of trained immunity. Trained immunity, for example, induced by 

BCG vaccination, persists for at least several months due to reprogramming of myeloid 

progenitor cells. Epigenetic reprogramming together with metabolic rewiring mediates the 

transition to a trained immune cell with enhanced responsiveness upon stimulation. Created 

with BioRender.com.
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Figure 3. 
Schematic overview of systems immunology. A multiomics approach, integrating different 

layers of data types, can be used to understand regulatory networks of immune traits such 

as trained immunity or immune-related diseases. Similarly, an integrative approach can also 

identify biomarkers to understand interindividual variation in trained immunity or immune-

related diseases.
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