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Abstract 16 

Episodic memories are temporally segmented around event boundaries that tend to coincide with 17 

moments of environmental change. During these times, the state of the brain should change 18 

rapidly, or reset, to ensure that the information encountered before and after an event boundary is 19 

encoded in different neuronal populations. Norepinephrine (NE) is thought to facilitate this 20 

network reorganization. However, it is unknown whether event boundaries drive NE release in 21 

the hippocampus and, if so, how NE release relates to changes in hippocampal firing patterns. 22 

The advent of the new GRABNE sensor now allows for the measurement of NE binding with sub-23 

second resolution. Using this tool in mice, we tested whether NE is released into the dorsal 24 

hippocampus during event boundaries defined by unexpected transitions between spatial contexts 25 

and presentations of novel objections. We found that NE binding dynamics were well explained 26 

by the time elapsed after each of these environmental changes, and were not related to 27 

conditioned behaviors, exploratory bouts of movement, or reward. Familiarity with a spatial 28 

context accelerated the rate in which phasic NE binding decayed to baseline. Knowing when NE 29 

is elevated, we tested how hippocampal coding of space differs during these moments. 30 

Immediately after context transitions we observed relatively unique patterns of neural spiking 31 

which settled into a modal state at a similar rate in which NE returned to baseline. These results 32 

are consistent with a model wherein NE release drives hippocampal representations away from a 33 

steady-state attractor. We hypothesize that the distinctive neural codes observed after each event 34 

boundary may facilitate long-term memory and contribute to the neural basis for the primacy 35 

effect.   36 
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Introduction 37 

Determining neurobiological mechanisms by which the hippocampus supports the formation of 38 

memories for distinct episodes remains a major outstanding challenge. Norepinephrine (NE) 39 

signaling is hypothesized to play a key role in organizing memory into episodes demarcated by 40 

event boundaries1. Yet, the situations in which NE is released in the hippocampus, and the 41 

effects of NE on hippocampal coding, are not well understood. Here, we use the GRABNE sensor 42 

and analysis of neuronal spiking dynamics to test the hypothesis that NE release occurs at event 43 

boundaries and aligns with changes in neural coding that promote long-term memory.  44 

Prior work suggests that NE release from the locus coeruleus (LC)  may facilitate event 45 

segmentation by modulating the induction threshold for synaptic plasticity2-11, facilitating 46 

reorganization of which neurons are active before and after unexpected salient events12, and 47 

changing how neurons encode their environment at the time of transmitter release13. NE release 48 

from the LC causes immediate changes in the excitability and activity of neurons across the 49 

hippocampal formation14-23. Electrical stimulation of the LC acutely silences most hippocampal 50 

neurons24,25 while simultaneously increasing firing in the subset of neurons that respond to 51 

salient stimuli25, an observation that motivated the hypothesis that NE sets the gain of the 52 

neuronal input/output curve26. Computational models predict that NE-induced changes in gain 53 

should promote network shifts by lowering the activation energy for transitioning between 54 

learned states/attractors27-32 . Hippocampal place fields remap33 (change place field position), 55 

with learning34-38 and also after salient changes in an animal’s environment39-41, offering an 56 

attractive correlate to assess LC-induced reset42.  57 

NE also facilitates synaptic plasticity2. Plasticity-related signaling is needed for the reactivation 58 

of waking spiking activity during subsequent sharp-wave ripples replay events34,43,44. Neuronal 59 
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replay is important for memory consolidation45 and variations in the content of replay may 60 

dictate which moments are remembered and which are forgotten46. Stimulation of dopaminergic 61 

terminals from the ventral midbrain47, as well as natural reward48, enhances synaptic plasticity 62 

and can promote reactivation. It is unknown whether moments of elevated noradrenergic release 63 

similarly bias subsequent replay, though such a relationship has been predicted49.  64 

Micro-dialysis studies have revealed that NE is released in the hippocampus after exposure to 65 

novel environments50,51, physical restraint/handling50,51, or after exposure to novel combinations 66 

of familiar objects52. This method samples average NE concentration over a minutes-long period 67 

and therefore cannot resolve whether release is related to the experimental stimuli or the 68 

behaviors associated with those stimuli; for example, mice move more in novel spaces.  The low 69 

sampling resolution of micro-dialysis also precludes relating moment-to-moment changes in 70 

neural coding with fluctuations in NE concentration. Using the recently developed GRABNE 71 

sensor53, which can measure NE release with sub-second resolution, hippocampal NE levels 72 

were shown to increase immediately after delivering an electrical shock and decrease around 73 

freezing54. This pattern could indicate a relationship between NE around encoding and retrieval 74 

events, or alternatively, may arise due to a relationship between NE release and overall levels of 75 

movement or arousal, which in this case co-varied with different phases of the experiment. In 76 

support of this latter interpretation, a previous study found that the firing rate of LC neurons 77 

positively correlates with acceleration55. Others have reported that LC neurons fire in response to 78 

unexpected salient stimuli56-63, including reward prediction errors64-66. Such surprise-related 79 

activity of LC neurons may cause NE release at the moments when event boundaries are thought 80 

to occur, however, such a relationship is not guaranteed as NE release is also modulated at the 81 

level of the axon terminal67.  82 
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To better understand how hippocampal NE release dynamics relate to event boundaries and the 83 

associated neuronal response, we used the GRABNE sensor to examine how NE release is related 84 

to event boundaries imposed by unexpected transitions between testing environments and the 85 

introduction of novel objects. We also tested how these signals are affected by moment-to-86 

moment fluctuations in behavior and reward availability, and how NE release dynamics change 87 

over the course of learning. Knowing when NE is expressed, we then assessed whether these 88 

moments are associated with changes in neural coding as predicted by prominent models of NE 89 

function. Our findings support a model in which NE release around event boundaries scales with 90 

the deviance between current and previously stored neural representations.  91 

Results 92 

To investigate the dynamics of NE release and binding in the dorsal hippocampus, the GRABNE 93 

genetically encoded fluorescent indicator53 was virally delivered to dorsal CA1 (Figure 1A), and 94 

optic fibers were chronically implanted in C57BL6/J mice (N = 8 mice, N = 3 female) 95 

unilaterally targeting the injection site. The main dependent measure was the emission intensity 96 

of the NE-derived signal (experimental excitation λ = 465-nm) with corrections for mechanical 97 

instability (isosbestic excitation λ = 405-nm) and photobleaching, and normalized by the mean 98 

and standard deviation recorded during a 10-minute homecage baseline (see Methods); this 99 

measurement will be referred to as SignalNE. The SignalNE derived from the GRABNE sensor was 100 

validated in our hands by showing that the noradrenergic reuptake inhibitor desipramine caused a 101 

significant increase in SignalNE relative to vehicle injections (Figure S1A). Likewise, 102 

noradrenergic α2 receptor antagonism with yohimbine (from which GRABNE was derived) 103 

disrupted normally strong SignalNE (Figure S1B). 104 

SignalNE exponentially decays after transfer to a novel arena 105 
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Moving between environments causes a large reorganization in which hippocampal neurons are 106 

active33,68. To test how NE release relates to this cause of network reorganization, SignalNE was 107 

measured as mice were transferred from their home cage to a novel testing arena that, over days, 108 

became more familiar to the subject (Figure 1B,C). Averaging across all exposures, SignalNE 109 

increased immediately upon entry to the testing arena and exponentially decayed to a steady state 110 

over minutes (Figure 1D).  The NE dynamics may be related to the transition itself, or the 111 

incidence of behaviors that occur immediately following exposure to an unfamiliar space. For 112 

example, in the moments after transition, mice tended to spend more time close to the edges of 113 

the environment (thigmotaxis) and tended to move more rapidly (Figure S1C). We quantified 114 

how NE release relates to five potential behavioral covariates: time from arena entry, 115 

acceleration, velocity, distance from edge, and time from rearing. These five behavioral variables 116 

were themselves correlated (Figure S1D). Univariate analysis revealed strong, positive co-117 

modulation of SignalNE with acceleration (t(7) = 4.54, p = 0.002) and modest positive correlation 118 

with velocity (t(7) = 2.32, p = 0.05)(Figure S1E). SignalNE also correlated with distance to the 119 

edge of the environment (t(7) = -2.37, p = 0.05)(Figure S1E,F), and showed transient changes 120 

around rearing events in a subset of animals (Figure S1E,G). Such covariation in putative factors 121 

driving NE release complicates assessment of whether NE release dynamics relate to the 122 

contextual transition per se, or whether NE is more closely associated with novelty-related 123 

behaviors. The sub-second temporal resolution of the GRABNE sensors allows disambiguation of 124 

these scenarios. 125 

To identify the independent variable with the greatest explanatory power, we performed 126 

backward stepwise regression on a non-linear model defined by the five behavioral variables of 127 

interest.  Time from transition was modeled with two terms: a positive term with a fast decay and 128 
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a negative term with a slower decay to capture decreases in NE observed after some transitions. 129 

Cross-validated mean squared error (CVMSE) was calculated for the full, saturated model and 130 

for a reduced model in which one of the five variables (or the intercept) has been dropped. 131 

Significant decreases in model fit were only observed after dropping the time from context entry 132 

independent variable (Figure 1E). Despite apparent modulation of SignalNE with movement, the 133 

critical factor in predicting SignalNE was the time from event transition. 134 

SignalNE exponentially decays after transfer to a familiar linear track 135 

LC activity and NE release have been related to reward65,69 and acceleration55. The physical 136 

dimensions of the testing arenas prohibited moments of high acceleration or velocity and the 137 

recording sessions lacked appetitive reward conditions. We therefore sought to test whether 138 

SignalNE was under the control of event boundary transitions even when mice engaged in a 139 

learned task in which subjects must run to receive water reward on a linear track, a standard 140 

apparatus for studying hippocampal physiology.  141 

Here, we considered five independent variables: time from linear track entry, acceleration, 142 

velocity, distance from the edge of the track, and time from reward. As was observed in the 143 

novel arena experiments, NE increased rapidly upon entry to the linear track and decayed to a 144 

steady state (Figure 2 A,B).  Hippocampal NE was not modulated around reward delivery 145 

(signaled with an audible solenoid click) nor movement (Figure S2). The stepwise regression 146 

analysis showed that removing time from entry, but no other term, significantly decreased our 147 

ability to predict fluctuations in SignalNE (Figure 2C). These results show that, even in the 148 

context of an appetitive task that requires conditioned responses, time from transition is the 149 

dominant factor in explaining hippocampal NE release.  150 

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted August 31, 2024. ; https://doi.org/10.1101/2024.07.30.605900doi: bioRxiv preprint 

https://doi.org/10.1101/2024.07.30.605900
http://creativecommons.org/licenses/by-nc-nd/4.0/


SignalNE exponentially decays after introduction of a novel object 151 

In experiments that have studied event boundaries in people, the modality of the information is 152 

often non-spatial (e.g. the color of a picture background1,70) and LC firing has been related to 153 

object sampling in the rodent62. Therefore, we tested whether the introduction of a novel object 154 

could likewise signal an event boundary to the mouse that would be associated with a transient 155 

increase in SignalNE. 156 

Five novel objects were consecutively introduced to the mouse, each for five minutes starting 10 157 

minutes after the mouse was transferred to a familiar arena, a timeline designed to decouple 158 

event boundaries related to environmental transitions from those related to object introduction 159 

(Figure 3A). Mice spontaneously move to explore novel objects, and this well-characterized 160 

behavior is used as a metric for intact memory71.  We hypothesized that the event boundary 161 

would be defined by the object’s introduction, and therefore predicted that NE release would be 162 

related to these moments rather than the behaviors associated with individual samples of the 163 

object. 164 

To address this question, a similar statistical modeling approach was adopted wherein SignalNE 165 

was modeled as a function of: time from object introduction, acceleration, velocity, distance 166 

from edge of the environment, and whether or not the mouse was sampling the object. Upon 167 

introduction, each of the five objects induced a phasic release of NE (Figure 3 B,C); NE release 168 

dynamics were not systemically related to the ordinal position of the object in the sequence 169 

(Figure S3 A-C).  NE release was also not coordinated with individual object samples (Figure 170 

S3D). Backward stepwise regression analysis revealed that the time from object introduction was 171 

the only term whose absence significantly decreased CVMSE (Figure 3D). These results show 172 

that changes in spatial context and introduction of salient and novel objects increase SignalNE, 173 

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted August 31, 2024. ; https://doi.org/10.1101/2024.07.30.605900doi: bioRxiv preprint 

https://doi.org/10.1101/2024.07.30.605900
http://creativecommons.org/licenses/by-nc-nd/4.0/


thus suggesting that NE release around both types of event boundaries may organize 174 

hippocampal neural activity. 175 

Novel objects do not affect SignalNE around spatial context transitions 176 

As SignalNE increases around novel objects and context transitions, we next tested how the 177 

combination of these conditions affects noradrenergic signaling in the dorsal hippocampus. In 178 

addition, mice typically initiate movement to explore novelty and we sought a scenario in which 179 

mice stop to inspect something new. To achieve these goals, mice were trained to run for water 180 

on a linear track and were then presented with a novel object placed midway down the track. In 181 

these sessions, there was a baseline linear track period without novel objects, then mice were 182 

returned to the home cage and a novel object was placed on the track (Control sessions in the 183 

same subjects were run on different days without novel objects), and finally, mice were returned 184 

to the linear track. Though mice reliably stopped to inspect the novel object, no difference in 185 

SignalNE was observed between the novel object and control conditions (Figure 4). Therefore, 186 

SignalNE related to the familiar context transition was not affected by the presence of novel 187 

objects. 188 

Experience accelerates the decay of SignalNE after spatial context transitions 189 

Prior studies have found that the effect of event boundaries on the organization of memory 190 

depends on stimulus familiarity72 and recordings from LC neurons show rapid habituation with 191 

repeated exposures60,62,63,73. Therefore, we tested how the SignalNE changes as a novel 192 

environment becomes increasingly familiar after repeated exposure over 10 days. Comparing the 193 

first and second days of testing, mice tended to display higher levels of acceleration, rear more 194 

often, and spend more time close to the perimeter during first-time arena exposure (Figure S4). 195 
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We adopted the same regression analysis to decouple learning-related changes in behavior from 196 

learning-related changes in NE release. As before, SignalNE was estimated as a function of time 197 

from context entry, acceleration, velocity, distance from edge, and time from rearing. For each 198 

subject, for each day, we derived a point estimate of a positive β-weight associated with the gain 199 

in SignalNE due to the context transition as well as a term τ that describes the rate of decay of 200 

SignalNE after the event boundary. The rate of SignalNE decay (τ; mixed-effects linear model,  201 

t(73) = 2.31, p = 0.02), and not amplitude (β; mixed-effects linear model, t(73) = 1.16, p = 202 

0.25), systematically changed as a function of the number of days of experience (Figure 5 A-C). 203 

Returning the subject to their home cage was associated with an increase (β) in SignalNE, with a 204 

decay that was more rapid than that observed after 10 days of contextual habituation (Figure 5C).  205 

These findings show that learning alters NE signaling dynamics, either by accelerating the rate of 206 

NE clearance or by decreasing the duration in which LC neurons continue to release NE after 207 

being moved into a different space.  208 

Familiarity is not the sole determinant of the decay of SignalNE after spatial context 209 

transitions 210 

Mice were highly familiar with the linear track, yet SignalNE showed a relatively slow delay. The 211 

τtrack was comparable to the τNovelEnv observed after 3-4 days of exposure. Moreover, there was a 212 

higher baseline SignalNE maintained throughout the linear track sessions (Figure 2). We 213 

hypothesized that the dynamics of the SignalNE around event transitions depend upon recent NE 214 

signaling history. To equate familiarity of the context, we compared transitions to the home cage 215 

from the linear track or the novel environments. For each session, SignalNE in the homecage was 216 

modeled as a function of: context entry, acceleration, and velocity. For both linear track and 217 

novel context sessions, significant decreases in model fit were only observed after dropping the 218 
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terms related to time from home cage entry (Figure S5). SignalNE increased similarly around the 219 

transition to home cage after experience in the arena or linear track (Figure 6A). However, in the 220 

linear track sessions, SignalNE rapidly decreased and was depressed relative to baseline for 221 

several minutes. The rate of SignalNE decay was faster (Figure 6B) and the NE decrease was 222 

larger (Figure 6C) after linear track exposure as compared to experience in the arena.  These 223 

results show that recent experience changes the dynamics of SignalNE around event boundaries 224 

imposed by context transitions. 225 

CA1 spatial code takes minutes to settle after context transition 226 

Knowing the dynamics of NE after context transfer allowed us to search for changes in neural 227 

activity that track this time course. Modeling studies have emphasized that NE binding should 228 

increase the rate at which neural patterns change over time27. Using a large open-source database 229 

in which CA1 neurons were recorded as mice were transferred to novel and familiar tracks74, we 230 

found that in novel environments, the rate of decorrelation was indeed faster in the first minute 231 

after transfer as compared to later in the session (Figure S6 A,B). Such a relationship was not 232 

observed in a familiar space (Figure S6 C,D). Since we found strong NE release in both 233 

conditions, we doubt these changes are driven by NE. 234 

Next, we analyzed the rate at which the spatial map settles after inducing remapping by shifting 235 

the subject from its home cage to a novel or familiar testing environment. Place fields can be 236 

observed immediately after transitioning to a new environment75,76, though fields can also 237 

emerge and/or change throughout experience77, and show other changes across repetition as 238 

well78.  To gain an intuition for the dynamics immediately after transition, we embedded the 239 

high-dimensional population firing rate vectors (mean ensemble = 253.8 neurons, range  = 191-240 

363 neurons, bin size = 100-ms) into a 2D space. Color coding by position shows that the CA1 241 
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representational space maps the spatial layout of the environment (Figure 7A). Color coding by 242 

time shows that moments immediately following the transition are associated with unusual 243 

representations, which can be seen at the periphery of the representational state space (Figure 244 

7B). Recognizing that single locations may have a multitude of neural representations79,80, we 245 

quantified the correlation of the instantaneous representation recorded at each moment relative to 246 

those recorded in the same location at any other moment throughout the session. This nearest-247 

neighbor search revealed that early moments were associated with neural activity that poorly 248 

correlated with activity recorded in the same location later in the session (Figure 7 C,D). 249 

Representations settled into a steady state after several minutes and more rapidly in a familiar 250 

environment (Figure 7 E-G). Settling involved both an increase of activity within a neuron’s 251 

place field and a decrease in out-of-field firing (Figure S7 A,B). To ensure this representational 252 

uniqueness did not arise due to unusual behaviors during the first minutes after transfer, we 253 

calculated the absolute difference in velocity (|Δvel|NN) and acceleration (|Δacc|NN) recorded at 254 

the moments captured by the nearest-neighbor (NN) search. When comparing pairs of moments 255 

with the highest representational similarity, there was no systematic relationship between time 256 

after transfer and |Δvel|NN or |Δacc|NN  (Figure S7 C-F). To confirm this impression, we 257 

modeled the nearest-neighbor representational similarity as a function of time from transfer, 258 

|Δvel|NN, and |Δacc|NN. Only removing time from transition significantly decreased ability to 259 

predict nearest neighbor correlations (Figure S7 E,F). Similar results were found when 260 

representational similarity was not conditioned on the mouse’s location (Figure S7 G,H). These 261 

results show that changes in representational uniqueness are more driven by time from transfer 262 

than unusual movement statistics. The time course of representational stabilization qualitatively 263 
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matched that of NE decay in both novel and familiar environments suggesting a potential link 264 

between NE release and atypical spiking behavior.  265 

No preferential reactivation of moments following transition 266 

NE binding facilitates the induction of synaptic plasticity across hippocampal subfields2-11. 267 

Another body of work has shown that reactivation of waking patterns during sharp-wave ripples 268 

depends upon the same signaling pathways that mediate synaptic plasticity43,44, thus motivating 269 

the hypothesis that replay depends upon synaptic plasticity. Knowing when NE is likely to be 270 

present, we next asked whether the moments immediately following context transition were 271 

associated with enhanced reactivation. The population firing rate observed in each 100-ms bin 272 

was correlated with that observed during ripples before and after experience in a novel 273 

environment. These correlations were then compared to a bootstrap distribution (shuffling neural 274 

activity across ripples to break patterns of synchrony) to assess the likelihood that a particular 275 

firing rate vector would be observed more than expected if neurons fire independently of one 276 

another across ripples. Contrary to expectations, the pattern of activity observed towards the end 277 

of the session was more likely to be reactivated in the ripples that followed the experience 278 

(Figure 8 A,B). We also did not observe preferential reactivation of the moments following a 279 

transition in familiar environments (Figure 8 C,D), nor any evidence that the pattern of activity 280 

observed on the track was present in ripples recorded prior to the experience. These results 281 

suggest that enhanced NE signaling associated with context transition is not sufficient to gate 282 

entry into subsequent replay. 283 

Discussion  284 
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Moment-to-moment changes in extracellular NE concentration were mainly driven by the time 285 

since a salient environmental change. NE release could not be explained by fluctuations in 286 

spontaneous or conditioned mouse behavior.  Familiarity accelerated the rate at which NE 287 

decayed to baseline after transitioning between contexts, while the degree of phasic NE increase 288 

at the time of transition did not systematically change with learning. In opposition to predictions 289 

from models that place a central role of NE in gating the plasticity required to alter future neural 290 

dynamics, we did not find any enhancement in the reactivation of neural patterns observed in the 291 

moments immediately following context transition, and in fact, we observed the converse – 292 

greater reactivation of the neural patterns observed later in the recording session. Analyzing the 293 

dynamics of neural coding around environmental transitions, we observed that hippocampal 294 

representations of space took several minutes to stabilize into a modal steady state. This time 295 

course was faster in a familiar environment and qualitatively mirrored that of NE release. These 296 

results support a model in which the hippocampal NE release is proportional to the deviance 297 

between the current neural representation and the steady-state attractor.  298 

Potential sources dictating NE dynamics 299 

NE dynamics were well described by the sum of two exponentials, one reflecting an increase in 300 

NE release around the event boundary that decays to baseline over several minutes and another 301 

describing a decrease in NE release from baseline that recovers more slowly. This 302 

phenomenological model was able to capture complex interactions between NE release and 303 

clearance that dictate the available SignalNE. A temporally extended input driving NE release 304 

minutes after the event boundary is likely, since, in anesthetized preparations, the impulse 305 

response function of NE release after LC stimulation returns to baseline within tens of seconds, 306 

not minutes81-83. Moreover, large increases in SignalNE returned to baseline quickly after 307 
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transitioning to the mouse home cage. Therefore, NE clearance can occur quickly.  In the awake 308 

behaving subject, however, brief optogenetic stimulation of LC produces an increase in medial 309 

prefrontal NE concentration that takes minutes to decay53. The mechanisms by which NE levels 310 

are maintained long after LC stimulation are unknown. The LC is the sole source of NE in the 311 

hippocampus and release dynamics are jointly dictated by changes in the firing of LC neurons 312 

and local modulation of the LC terminals.  It is possible that the LC itself receives drive long 313 

after the event boundary that decreases systematically over time. Alternatively, electrotonic 314 

coupling between LC neurons may underlie phasic NE release84, and perhaps this electrical 315 

coupling slowly decays after event boundaries, or LC stimulation. This latter mechanism is 316 

motivated by the observation that phasic NE release is likely driven by changes in LC 317 

synchrony85-87.  However, single unit recordings from the LC show no increase in firing rate 318 

when subjects are transferred to a familiar environment61, in contrast to the NE signal observed 319 

in the current study. This dissociation suggests local control of NE release independent of 320 

somatic action potentials.  321 

In a synaptosome preparation, in which LC terminals located in the hippocampus are dissociated 322 

from LC somata, NE is released by NMDA receptor stimulation67, which is modulated by 323 

somatostatin88,89 and nicotinic90 receptors also located on the LC axon terminal. Somatostatin’s 324 

influence on NE release is independent of membrane depolarization88, thus introducing the 325 

possibility that the terminal depolarization may differ from the signal arriving to the post-326 

synaptic neuron. Induction of synaptic plasticity can alter the levels of spill-over glutamate91,92 327 

available to bind to NMDAR on LC terminals. One possible explanation for the acceleration of 328 

NE decay across days of arena exposure may relate to decreases in spill-over glutamate. If decay 329 

rates are dictated by glutamatergic stimulation of the LC terminal, future experiments should test 330 
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whether these rates differ along the longitudinal axis of the hippocampus93. We predict slower 331 

decay in the ventral hippocampus. A diversity of decay rates (perhaps averaged in the present 332 

study) may provide more precise information about the time since an event boundary94-96.  333 

We also observed significant and sustained decreases in NE release when mice were moved back 334 

to their homecage whose kinetics depended upon the recent history of the subject. NE release in 335 

the linear track was systematically elevated from baseline which likely creates decreased 336 

subsequent noradrenergic signaling resources86. Future studies should test whether learning after 337 

transition differs in the high and low NE states.  338 

NE release is enhanced around event boundaries 339 

Event segmentation theory states that event boundaries occur at these prediction errors97, which 340 

coincide with an abrupt change, or reset, in ongoing activity98. Event boundaries have a profound 341 

influence on the organization of episodic memory. For example, memory is enhanced for the 342 

events immediately following an event boundary99,100. This primacy effect exists across encoding 343 

modalities101, and in animal studies of hippocampal-dependent spatial memory102,103. There are 344 

also fewer serial transitions across event boundaries during free recall70, which suggests 345 

segregation of memories into discretized episodes104. This segregation is particularly evident 346 

when networks reorganization (reset) around the transition point, as inferred by decreased 347 

correlations in multi-voxel BOLD signals105-107. NE released from LC terminals is known to 348 

correlate with pupil diameter108,109, thus providing an indirect (if imperfect110) assessment of LC 349 

function in people. Around event boundaries, pupils tend to dilate1, suggesting NE release at 350 

these times.  351 
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Direct NE measurements in animals show enhanced release in the hippocampus around 352 

conditioned and noxious stimuli, as well as following exposure to novel contexts of even 353 

handling50-52,54,81,111. Microdialysis studies lack the temporal resolution to dissociate whether NE 354 

release is related to specific stimuli or novelty per se versus the associated changes in animal 355 

behavior. Prior studies that have used GRABNE in the hippocampus have not attempted to 356 

disambiguate these possibilities.  357 

Other recording studies have found LC neuronal activity is related to movement55, orienting 358 

behaviors87, and reward consumption64 and NE recordings in other brain regions have found 359 

correlations with these variables65.  We used two techniques to isolate NE signals related to event 360 

transitions from those related to reward, movement and overall arousal. First, our statistical 361 

modeling showed across a variety of testing conditions that the time elapsed after some 362 

environmental change predicted NE release; translational movement, reward, and bouts of 363 

exploratory behavior (rearing or object exploration) were poor predictors of SignalNE. Next, we 364 

developed different protocols in which exploratory behaviors either involved the initiation or the 365 

interruption of movement. In neither case did we observe time-locked NE release around bouts 366 

of exploration.  367 

Arousal or attention also seem to be unsatisfactory explanatory cognitive constructs to explain 368 

the dynamics of hippocampal NE release observed in the present study. In as much as these 369 

mental states can exist or be measured in the rodent, situations in which mice systematically 370 

engage in more exploration did not change the time course of NE decay after context transition 371 

(Figure 4). Instead, in all cases tested, the hippocampus NE release corresponded to the time 372 

elapsed from an unpredicted salient environmental change (context shift or object introduction). 373 

Notwithstanding, in a subset of subjects, we did observe transient changes in NE release around 374 
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rearing events. Though this was not significant at the group level, we speculate that the degree of 375 

NE release may be related to the nature of the information acquired during the environmental 376 

sampling.  377 

The LC contribution to long-term changes in neural coding 378 

The LC influences memory formation through the co-release of dopamine61,69,111-115 and 379 

NE2,54,116-119. The modulation of late-phase synaptic plasticity, e.g. through synaptic tag-and-380 

capture mechanisms3,120, has long been emphasized as the dominant role by which 381 

catecholamines may gate entry of new information into long-term memory4,9,11,20,61,112,113,121-124. 382 

SPW-R replay is a prominent electrophysiological correlate of experience that depends on 383 

plasticity-related processes43,44. Since stimulation of the midbrain enhances replay47, we 384 

hypothesized that NE may also enhance future reactivation. This prediction was not correct, as 385 

we did not find any evidence that the neural activity observed following context transition was 386 

preferentially reactivated. In fact, we saw that later moments were more likely to be reactivated 387 

in post-RUN ripples. This reactivation bias is likely due to the autocorrelation of the brain over 388 

time in which the neurons active at any given time are more likely to continue to be active due to 389 

consistencies in the external environment (or internal milieu) and the slow turn-over in proteins 390 

that affect intrinsic excitability125-127. Though we did not quantify replay of the temporal 391 

sequences of cell assemblies, a prior report using the same data also failed to observe enhanced 392 

replay of moments following transition128. Therefore, if a primacy effect occurs after context 393 

transitions, it is unlikely to be mediated by, or reflected in, enhanced replay of these moments. 394 

Others have found that LC stimulation promotes place field accumulation, but only in the present 395 

of natural reward69. NE is therefore likely to act in concert with other signals to promote long-396 

term changes in neural coding during exploration and during ripples. 397 
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Changes in neural coding around event boundaries 398 

We observed that immediately after an environmental transition, the spatial representation was 399 

relatively unique, and settled into a steady-state spatial code over the course of minutes. In 400 

familiar spaces, the neural patterns observed in the early moments were more similar to the 401 

ultimate steady state.  When subjects move between environments, hippocampal place fields 402 

remap which involves changes in which neurons express place fields, alterations in which 403 

subsets of neurons fire together, and reorganization in the distances between the place fields of 404 

simultaneously recorded neurons33,39. This remapping can occur rapidly, with the reset signal 405 

driven either externally – when stimuli signal changes in how subjects should behave within the 406 

space36,129 – or internally when multiple reference frames must be simultaneously 407 

maintained130,131. During such rapid remapping competing ensembles “flicker” before settling 408 

into a steady state129,132. Manually moving subjects between environments also induces 409 

remapping68. Place fields may be observed on the first trial in a novel environment75,76, but 410 

previous studies have found that extended exposure modifies the hippocampal representation of 411 

space in several ways: new fields may be added77,133, field asymmetry changes78, and firing 412 

reliability is enhanced76. Other changes may occur in the presence of appetitive34 or aversive 413 

stimuli35.  414 

The time course for reset around transition, in which neural activity reached its steady state, 415 

qualitatively matched that of NE release.  It is possible that NE perturbed neural activity away 416 

from the stored attractor. The seminal work of Segal and Bloom showed that electrical LC 417 

stimulation acutely silenced most hippocampal neurons24,25 while enhancing the firing rate of 418 

those neurons that fire in response to various stimuli. In anesthetized rats, LC activation causes 419 

an increase in the excitability of CA123,134 and dentate gyrus20 neurons, as measured by the 420 
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amplitude of the population spike after afferent bundle stimulation. Ex vivo low-frequency 421 

optogenetic stimulation of LC terminals likewise causes an increase in CA1 intrinsic 422 

excitability23.  These acute effects are all blocked by β-adrenergic receptor antagonists. 423 

Therefore, NE-related changes in gain/excitability may cause deviations from a stored neural 424 

representation.  425 

Alternatively, prominent models stipulate that area CA1 could be key in the generation of a 426 

memory-related surprise signal that redirects attention and drives the release of 427 

neuromodulators4. In these models, an error signal originates from a “comparator” structure in 428 

CA14,135,136. This hypothesis was motivated by the observation that CA1 neurons are activated by 429 

contextual novelty137, novel objects138, and novel configurations of familiar objects139. 430 

Unexpected violations of a learned sequence also cause robust activation of CA1 neurons140, an 431 

output that may be used to signal prediction error to arousal circuits141,142.  This error signal may 432 

drive NE release through local modulation of LC terminals, or through polysynaptic pathways 433 

(e.g. via the paraventricular hypothalamus143,144).  We speculate that an error signal should be 434 

proportional to the difference between the instantaneous and steady-state neural representation.  435 

We observed relatively unique neural patterns immediately following event boundaries. 436 

Computational models predict that “pattern separation” yields enhanced memory by virtue of 437 

creating neural traces that are less susceptible to interference145.  The hippocampal activity 438 

patterns observed soon after the transition provide a neural timestamp for those moments that 439 

may, in turn, underlie the enhanced subsequent recall that defines the primacy effect.  440 

Limitations 441 
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The main limitation of the present study is that NE and neural coding were not studied in the 442 

same subjects. Future studies should combine recording modalities and causally link the changes 443 

in neural activity and NE signaling through perturbation studies that up- and down-regulate NE 444 

and test for changes in hippocampal coding through the lens of representational uniqueness.  445 

Another important limitation of the present study is the lack of in vivo calibration of the GRABNE 446 

sensor. First, all measurements here are relative to baseline. Future studies should estimate how 447 

emission intensities scale with NE concentration in vivo. Relatedly, the sensor is expressed 448 

everywhere on the neuron, thus providing a read-out of a signal that may not actually be 449 

available to the post-synaptic cells. Though most NE signaling occurs via “volume 450 

transmission”, noradrenergic receptors do show laminar specificity146 that is not honored by the 451 

membrane insertion patterns of the GRABNE sensor. Finally, the sensor has fast onset (τon = 452 

0.09 s) and slow offset kinetics (τoff = 1.93 s)53. Additionally, we smoothed the SignalNE which, 453 

combined with limitations of the sensors, impose some limitations on the rate of behavioral 454 

fluctuations that may be captured in our analyses. The temporal resolution of the sensor has not 455 

been calibrated against amperometry or fast cyclic voltammetry, but once such experiments have 456 

been done, a deconvolution kernel may be developed to correct for binding kinetics.  457 

Finally, the results have implications for a larger literature focusing on memory enhancement for 458 

the events that occur after an event boundary. We define a minutes-long time window in which a 459 

potential noradrenergic-dependent primacy effect may be expected, however, we did not 460 

quantify learning gains as a function of time from an event boundary. Relating the present 461 

observations to memory is an important future direction. 462 

Conclusion 463 
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We found that the primary driver of NE release in the dorsal hippocampus is time from some 464 

salient environmental change. When NE is elevated, neural activity differs from its steady state, 465 

which may promote subsequent retrieval of these moments associated with relatively unique 466 

neural representations. Event segmentation disturbances have been observed in a variety of 467 

disorders, including: ADHD147, schizophrenia148, and Alzheimer’s Disease149 (a disease in which 468 

the LC is particularly affected150,151); as well as in normal cognitive decline in aging149. Trauma 469 

can also affect noradrenergic signaling in the hippocampus152, which affects how we respond to 470 

and cope with stress153. Future studies that relate NE release to hippocampal network 471 

remapping/reset will provide important insight into the comorbid attention and memory deficits 472 

associated with these disorders. 473 

Methods 474 

Fiber photometry  475 

Subjects: C57BL/6J mice (N = 8 mice, N = 3 female) were implanted at 3-6 months-old. Data 476 

was acquired for up to a year after implantation with no change in signal quality across this 477 

extensive timeline. Two surgeries were performed at least two weeks apart, the first to deliver 478 

the GRABNE sensor via AAV infusion and the second to implant a fiber optic stub. After viral 479 

injection, animals were housed individually on a regular 12:12 h light:dark schedule and tested 480 

during the light cycle. Following one week of recovery from the second surgery, mice were 481 

recorded at most 5 days/week for up to a year before being euthanized with a sodium 482 

pentobarbital cocktail (FatalPlus®, 300 mg/kg I.P.) and transcardially perfused with 4% 483 

paraformaldehyde. All experimental procedures were performed in accordance with the National 484 

Institutes of Health Guide for Care and Use of Laboratory Animals and were approved by the 485 
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University of New Mexico Health Sciences Center Institutional Animal Care and Use 486 

Committee. 487 

Viral injections and fiber implant: Mice were deeply anesthetized with isoflurane (1.5-2%in pure 488 

oxygen) and GRABNE was delivered by injecting AAV9-hSyn-NE2h (titer: ≥ 5×10¹² vg/mL, WZ 489 

Biosciences, MD USA)53 unilaterally into the left dorsal hippocampus. Two coordinates were 490 

used, both with reference from bregma: coordinate 1 (N = 2 mice) A/P: -2.3, M/L: -2.0 D/V: -1.4 491 

and -1.2 from the brain surface; coordinate 2 (N = 6 mice) A/P: -2.0, M/L: -1.5 D/V: -1.3 and -492 

1.1 from the brain surface. Coordinate 1 yielded higher signal-to-noise; signals recorded from 493 

both coordinates showed the same qualitative dynamics around event boundaries. In all cases, 494 

the virus was injected at two depths each at a volume of 150-nL and a rate of 30 nL/min using a 495 

Nanoliter 2020 Injector (WPI). At least two weeks later, fiber optic stubs (10 mm borosilicate 496 

mono fiber-optic cannulas from Doric lenses; MFC_400/430-0.66_10.0mm_MF1.25_FLT) were 497 

implanted at the injection site. To secure the stubs to the subject, the surface of the exposed skull 498 

was covered with C&B Metabond® (Parkell, NY USA), and the sides of the exposed fiber-optic 499 

cannula were coated in Unifast LC dental acrylic (SourceOne Dental, Inc, AZ USA) for stability. 500 

Finally, clips (Neuralynx, AZ USA) were added to minimize motion artifact due to slippage at 501 

the mating sleeve. Postoperatively, animals received a single injection of 0.1-mg/kg of 502 

buprenorphine (S.C.) and again as needed for the next 1-3 days.  503 

Fiber photometry recording procedures: Prior to the first recording session, we allowed a 504 

minimum of three weeks from the viral injection procedure to allow the virus sufficient time to 505 

transfect and express. Signals were captured with a LUX RZ10X processor running the Synapse 506 

software (Tucker-Davis Technologies, FL). Experimental (465 nm, carrier frequency = 330 Hz) 507 

and isosbestic (405 nm, carrier frequency = 210 Hz) wavelengths were combined using a 508 
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fluorescent MiniCube (FMC4_IE(400-410)_E(460-490)_F(500-550)_S; Doric, QC Canada) and 509 

delivered to the subject with a 4-m low auto fluorescence mono fiber-optic patch cord (core = 510 

400-µm; NA = 0.57; Doric, QC Canada). Excitation intensity of the isosbestic and experimental 511 

wavelengths was adjusted to equalize emission intensity, which was sampled at 1017.3 Hz.  512 

Behavioral procedures 513 

Novel arena: On the first day, mice were transferred to three novel arenas (dimensions in Figure 514 

S1).  First, a 10-minute homecage (HC) baseline was captured, then mice were manually 515 

transferred to a novel arena (Context A) and back to their homecage for 10 minutes. This 516 

procedure was performed again for Contexts B and C (HC-Context A-HC-Context B-HC-517 

Context C-HC). On following days, a 10-minute baseline period was run, followed by 10 518 

minutes of exposure to Context A, and another 10 minutes in the home cage (HC-Context A-519 

HC).  On Day 10, the procedure from the first day was repeated. 520 

Spontaneous Object Recognition: On Day 0, mice were allowed to acclimate to a clean and 521 

empty cage for 30 minutes. This cage had a hook-and-loop fastener for later object placement. 522 

On Day 1, we recorded a 10-minute baseline in the clean and empty cage. Then, five novel 523 

objects were sequentially affixed to the hook-and-loop fastener in the cage, each for five minutes 524 

with no interval between objects. After the fifth object was removed, the animal remained in the 525 

empty cage for another 10 minutes.  526 

Linear track: Water-restricted mice were trained to run laps on a 1.2m linear track for water 527 

reward (15µL) which was delivered at each end of the track after mice crossed an IR sensor to 528 

trigger a wall-mounted solenoid. Mice ran between 3-17 laps (mean = 8.1 laps) in 286-1500s 529 

(mean = 658s).  In these sessions (N = 110), there was a 10-minute homecage period before mice 530 
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were transferred to the linear track. Once mice stopped running for water for at least 30s, they 531 

were returned to the home cage for 10 minutes. Following data acquisition, mice were given ad 532 

libitum access to water in their home cage for 15 minutes and weighed to ensure no more than 533 

15% loss of baseline body weight. 534 

Drug infusions: Desipramine hydrochloride (Bio-Techne Corporation, MN USA) was injected 535 

(I.P.) at a concentration of 10mg/kg (1 mg/ml) in normal saline (0.9%). Yohimbine 536 

hydrochloride (Sigma Aldrich, MO USA) was injected (I.P.) at a concentration of 4-mg/kg (0.4 537 

mg/ml) in normal saline. For recordings with drug injections, a 10-minute baseline was captured 538 

before injections with either drug or vehicle.  539 

Signal Analysis 540 

Estimation of SignalNE: The demuxed experimental and isosbestic signals both exhibited 541 

evidence of photobleaching, though with different decay rates. Therefore, we fit a double 542 

exponential to the first 10 minutes of each signal to estimate and extrapolate a mean signal which 543 

was subtracted from the observed emission intensities. Next, the isosbestic was scaled to the 544 

experimental signal using standard linear regression. The isosbestic was then subtracted from the 545 

experimental signal, and the mean and standard deviation were calculated over the first 10 546 

minutes. These values were used to normalize SignalNE which is measured in terms of baseline 547 

standard deviations from the baseline mean. Finally, the signal was smoothed with a Gaussian 548 

kernel (1-s s.t.d.).  549 

We opted against a sliding window dF/F calculation, as we did not want to impose a minutes-550 

long timescale to our analysis and we opted against divisive normalization directly to the 551 

isosbestic as photobleaching dominated the fluctuations in the isosbestic signal and this rate 552 
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differed from that experimental signal154. We adopted the mean and standard deviation from the 553 

baseline period (rather than the entire session), as some of our experimental conditions (e.g. 554 

desipramine infusions) dramatically changed the mean SignalNE values over long periods of time. 555 

We are aware that subtractive isosbestic correction (instead of divisive) may distort the relative 556 

amplitudes of signals recorded early versus late into the session155. These concerns are mitigated 557 

here as the main decreases in emission intensity due to photobleaching occurred within the 10-558 

minute baseline period. Moreover, we observed stable responses across ~1-hr of recording (e.g. 559 

see Figure 1C) and a reliable return to baseline SignalNE values in the final home cage 560 

recordings. 561 

Statistical modeling of SignalNE: SignalNE at each moment was estimated as a function of various 562 

behavioral variables which differed according to the testing paradigm.  563 

In the novel arena experiments, SignalNE was estimated as a function of acceleration (acc), 564 

velocity (vel), normalized distance from the edge (distedg), time from context transfer (t1), and 565 

time from rearing onset (t2), see Equation 1. Acceleration and velocity were calculated using a 566 

second-order Kalman filter of the head location (right and left ear locations estimated with 567 

DeepLabCut156). Normalized distance to the edge was calculated as the distance to the nearest 568 

edge divided by the maximum distance to an edge possible. In some cases, the animal could 569 

extend its head beyond the wall of the arena and these values were coded as negative.  570 

Equation 1 571 

𝑆𝑖𝑔𝑛𝑎𝑙𝑁𝐸(𝑡) = ̂ 𝛽0 + 𝛽1𝑎𝑐𝑐(𝑡) + 𝛽2𝑣𝑒𝑙(𝑡) + 𝛽3𝑑𝑖𝑠𝑡𝑒𝑑𝑔(𝑡) + 𝛽4𝑒−𝜏1∗𝑡1 − 𝛽5𝑒−𝜏2∗𝑡1572 

+ 𝛽6𝑒−𝜏3∗𝑡2 − 𝛽7𝑒−𝜏4∗𝑡2  573 
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Time from transition/rearing was modeled with two terms: a positive term β4/6 with a fast 574 

exponential decay τ1/3 and a negative term β5/7 with a slower exponential decay τ2/4 . To avoid 575 

degeneracy, τ1/3 was bounded between 0.1-0.001 and τ2/4 was bounded between 0.001-0.0001. 576 

All β values were bound at ±10 s.t.d. Point estimates for the 12 free parameters (β0-7 and τ1-4) 577 

were calculated with MATLAB R2021b using the fmincon non-linear optimizer against a 578 

regularized objective (Equation 2) defined by the mean squared error (MSE) with a penalty for 579 

model complexity (λ = 0.001). Fits were robust to initial conditions.  580 

Equation 2 581 

𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 =  
∑(𝑆𝑖𝑔𝑛𝑎𝑙𝑁𝐸 − 𝑆𝑖𝑔𝑛𝑎𝑙𝑁𝐸

̂ )
2

 

𝑁
+  𝜆 ∑ 𝛽2 582 

We performed 50/50 cross-validation, with the model trained on even days and tested on odd, or 583 

vice-versa. The cross-validate mean-squared error (CVMSE) was used to assess model fit (the 584 

regularization term is dropped here).  585 

To assess the importance of each behavioral independent variable (and intercept), we excluded 586 

all terms related to those variables in a backwards stepwise regression analysis. For example, 587 

removing time from context transfer removed four terms: β4, β5,τ1,τ2. The cross-validation 588 

employed here ensures that model performance should not suffer more simply due to removing 589 

more free parameters, as demonstrated by the stability of the model after removing the four terms 590 

related to rearing (or reward in the case of the linear track). CVMSE for the saturated and 591 

reduced model was compared by computing the percent change in CVMSE.  592 

Equation 3 593 
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𝛥𝐶𝑉𝑀𝑆𝐸 =    
𝐶𝑉𝑀𝑆𝐸𝑟𝑒𝑑𝑢𝑐𝑒𝑑 − 𝐶𝑉𝑀𝑆𝐸𝑠𝑎𝑡𝑢𝑟𝑎𝑡𝑒𝑑

𝐶𝑉𝑀𝑆𝐸𝑠𝑎𝑡𝑢𝑟𝑎𝑡𝑒𝑑
 594 

A similar approach was adopted for modeling SignalNE during novel object exposure, except we 595 

included a binary indicator function for whether the mouse was sampling the object (snout 596 

touching the object) and the time from event boundary, t3, was the time from object introduction; 597 

we dropped the term related to rearing. Parameters were estimated for each subject and 50/50 598 

cross-validation was done by splitting each session in half (first half training, second half test).  599 

Equation 4 600 

𝑆𝑖𝑔𝑛𝑎𝑙𝑁𝐸(𝑡) = ̂ 𝛽0 + 𝛽1𝑎𝑐𝑐(𝑡) + 𝛽2𝑣𝑒𝑙(𝑡) + 𝛽3𝑑𝑖𝑠𝑡𝑒𝑑𝑔(𝑡) + 𝛽4𝑜𝑏𝑗𝑠𝑎𝑚𝑝𝑙𝑒(𝑡) + 𝛽4𝑒−𝜏1∗𝑡3601 

− 𝛽5𝑒−𝜏2∗𝑡3  602 

For the linear track, we considered: velocity, acceleration, distance from edge, time from transfer 603 

to the track (t1), and time from reward (t4). Parameters were estimated for each subject and 604 

cross-validation was done by considering even training and odd testing days (or vice versa).  605 

Equation 5 606 

𝑆𝑖𝑔𝑛𝑎𝑙𝑁𝐸(𝑡) = ̂ 𝛽0 + 𝛽1𝑎𝑐𝑐(𝑡) + 𝛽2𝑣𝑒𝑙(𝑡) + 𝛽3𝑑𝑖𝑠𝑡𝑒𝑑𝑔(𝑡) + 𝛽4𝑒−𝜏1∗𝑡1 − 𝛽5𝑒−𝜏2∗𝑡1607 

+ 𝛽6𝑒−𝜏3∗𝑡4 − 𝛽7𝑒−𝜏4∗𝑡4 608 

In all cases, to determine the significance of a parameter’s removal, we performed Student t-test 609 

on the CVMSE values (testing against h0 CVMSE = 0) with degrees of freedom defined by the 610 

number of subjects. To compare changes in parameters across days, we used a mixed-effects 611 

linear model, with days of exposure defined as a fixed effect and subject as a random effect. We 612 

modeled the relationship with random slopes and intercepts.  613 
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Electrophysiology  614 

Electrophysiology subjects: Data was downloaded from The Buzsaki Lab Databank (Project: 615 

Place field-memory field unity of hippocampal neurons)157.  As described in Huszar et al.74, 616 

chronic recordings were performed from freely moving adult C57BL/6J mice (N = 3 mice; 617 

subjID: e13_26m1, e15_13f1, e16_3m2) using high-density ASSY Int64-P32-1D or ASSY 618 

Int128- P64-1D silicon probes (Diagnostic Biochips, MD USA). In these experiments, probes 619 

were implanted over the right dorsal hippocampus (A/P -2.0, M/L +1.7) and lowered to the deep 620 

neocortical layers, while the drive was cemented to the skull. A stainless-steel screw was placed 621 

over the cerebellum for grounding and reference. Neural signals were recorded in the homecage 622 

while probes were lowered into the CA1 pyramidal layer, which was identified physiologically 623 

via the sharp wave polarity reversal. Neural data were amplified and digitized at 30-kHz using 624 

Intan amplifier boards (RHD2132/RHD2000, Evaluation System, Intan Technologies, CA USA). 625 

The complete dataset is available at https://dandiarchive.org/dandiset/000552/0.230630.2304. All 626 

experiments were conducted in accordance with the Institutional Animal Care and Use 627 

Committee of New York University Medical Center (IA15-01466).  628 

Behavioral testing: Over weeks, mice were over-trained on a spatial alternation task in a figure-629 

eight maze (see Huszar et al. 2022, for full details). Animals were water restricted before the 630 

start of experiments and familiarized with the figure-eight maze. Mice were trained to visit 631 

alternate arms between trials to receive a water reward in the first corner reached after making a 632 

correct left/right turn after which, a 5-s delay in the start area was introduced between trials. To 633 

explore the reorganization of place tuning across different environments, the same mice were 634 

introduced to novel environments after running in the familiar figure-8 maze. In the sessions 635 

analyzed here (N=8), animals underwent recording sessions consisting of a ~120-min home cage 636 
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period, running on the familiar figure-eight maze, ~60-min home cage period, running in a novel 637 

environment, followed by a final ~120-min home cage period. In some sessions, animals were 638 

exposed to two distinct novel environments, with a ~60-min home cage period in between (only 639 

one transition to a novel environment was chosen per session to analyze here). We considered 640 

transitions to novel linear tracks (N = 3 sessions), novel figure-8 mazes (N = 3 sessions), and a 641 

novel arena (N = 1 session). Mazes were placed in distinct recording rooms, or in different 642 

corners of the same recording room, with distinct enclosures to ensure unique visual cues. Mouse 643 

position was captured with head-mounted red LEDs. 644 

Spiking analysis: Spikes were extracted and classified into putative single units using 645 

KiloSort1158 and manually curated in phy159. Pyramidal neurons were separated from 646 

interneurons based on waveform shape and bursting statistics and only pyramidal cell spiking 647 

was analyzed. 648 

ACG slope analysis: Population firing rates were calculated in 100-ms bins by counting the 649 

number of spikes observed in that period and then z-scoring over the first 1000-s after transfer. 650 

All vectors within a session were correlated with one another to generate a similarity matrix of 651 

Pearson R correlation values. We considered the drop-off in population firing rates vector 652 

correlation over a 10-s period using a 100-s moving average with an exponent with three free 653 

parameters (β, τ, c). 654 

Equation 6 655 

𝐴𝐶�̂�(𝑡) =  𝛽 ∗ 𝑒−𝜏∗𝑡 + 𝑐 656 

Reset analysis:  At each 100-ms moment, we asked where was the subject in space, and what 657 

were the 3 most similar population firing rate vectors – as assessed from the similarity matrix of 658 
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Pearson R values – recorded in that location (minimum occupancy = 1-s). The mean of this 659 

nearest-neighbor (NN) search was saved as the measure of representational similarity of that 660 

moment to all others, conditioned on the location of the mouse and smoothed with a 1-s 661 

Gaussian kernel.  662 

To control for movement, we additionally calculated the mean absolute difference in velocity 663 

(|Δvel|NN) and acceleration (|Δacc|NN) for the time bins with the highest population firing rate 664 

vector correlations, i.e. those identified by the nearest-neighbor search above. If low correlations 665 

in our NN search were driven by unusual movements, we would anticipate this to be reflected by 666 

large deviations in |Δvel|NN, and |Δacc|NN. Therefore, we estimated the NN correlation as a 667 

function of time from transition, |Δvel|NN, and |Δacc|NN. 668 

 669 

Equation 7 670 

𝑁𝑁(𝑡) = ̂ 𝛽0 + 𝛽1|𝛥𝑣𝑒𝑙|𝑁𝑁(𝑡) + 𝛽2|𝛥𝑎𝑐𝑐|𝑁𝑁(𝑡) + 𝛽3𝑒−𝜏1∗𝑡1 − 𝛽4𝑒−𝜏2∗𝑡1 671 

Cross-validation was done by withholding each session from the training dataset and reporting 672 

the CVMSE for each withheld session.   673 

Place field detection: Mouse location was binned in 1x1 cm bins and the mean normalized firing 674 

of each neuron (as described above) was calculated in each location. During moments when 675 

velocity exceeded 5 cm/s, the mean normalized firing rate was calculate for each bin with more 676 

that 1-s occupancy. Place field bounds were defined as regions with > 5 Hz firing rate (i.e. using 677 

an unnormalized firing rate threshold). 678 
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Ripple detection: Broadband LFP was bandpass filtered between 130 and 200 Hz using a fourth-679 

order Chebyshev filter, and the normalized squared signal was calculated. SPW-R maxima were 680 

detected by thresholding the normalized squared signal at 5 s.t.d. above the mean, and the 681 

surrounding SPW-R start and stop times were identified as crossings of 2 s.d.t. around this peak. 682 

SPW-R duration limits were set to be between 20 and 200 ms. See Huzsar et al.,74 for full details.  683 

Reactivation analysis: For each ripple recorded within 30 minutes of the beginning of the session 684 

and within 30 minutes after the session, a population firing rate vector was calculated by 685 

summing the total number of spikes emitted from each unit and dividing by the duration of the 686 

ripple. Next, these population firing rate vectors were correlated with those recorded on the track 687 

(in 100-ms bins). To assess whether the observed Pearson R was greater than expected by 688 

chance, a bootstrap null distribution was created by shifting each neuron’s activity observed on 689 

any given ripple to a random other ripple observed during the session, thus preserving the single-690 

cell mean ripple recruitment rate, but destroying patterns of synchrony observed across the 691 

ensemble. This procedure was repeated 1000 times, so that we could ask, for each ripple, if the 692 

observed Pearson R greater than 99.9% of the shuffles. We report the percentage of ripples in 693 

which each moment shows significant reactivation before and after experience with a false 694 

positive rate = 0.001.  695 
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Figure 1  1117 

Figure 1. Time from context transition controls SignalNE when mice are moved to novel 

arenas. A) Histological confirmation of GRABNE expression (GFP) and fiber placement over 

dorsal CA1. B) Schematic of experimental timeline. C) Example session showing increases in 

SignalNE around each context and homecage (HC) transition. D) Mean SignalNE measured 

across all transitions (black) and cross-validated prediction from the saturated model (red) or 

a reduced model lacking terms related to time from transfer (blue). E) Change in CVMSE due 

to removal of various potential behavioral variables. Only removal of the terms related to 

time from transition significantly decreased model performance (t(7) = 3.30, p = 0.01). 
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Figure 2 1118 

  1119 

Figure 2. Time from context transition controls SignalNE when mice are moved to a linear 

track. A) Example session showing SignalNE (black) aligned with acceleration (red) and 

reward delivery (·). Vertical gray lines show that local peaks in SignalNE do not align to bouts 

of acceleration nor reward timing. Shaded area shows last 60s before removing from track 

during which SignalNE was not modeled. B) Mean SignalNE measured across all linear track 

transitions (black) and cross-validated prediction from the saturated model (red). C) Change 

in CVMSE due to removal of various potential behavioral variables. Only removal of the 

terms related to time from transition significantly decreased model performance (t(7) = 

7.20,p = 0.0008). 
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Figure 3. Time from object introduction controls SignalNE  A) Photographs of five novel 

objects presented to the mouse. B) Example session showing SignalNE (black) aligned object 

introduction (dashed line) and object sampling (·). C) Mean SignalNE measured across all 

object presentations (black) and cross-validated prediction from the saturated model (red). C) 

Change in CVMSE due to removal of various potential behavioral variables. Only removal of 

the terms related to time from object introduction significantly decreased model performance 

(t(5) = 3.54, p =0.017).  
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Figure 4. Novel objects do not affect NE dynamics after transfer to a familiar linear track. A) 

Mean SignalNE across experimental sessions when the track was baited with a novel object 

(black); control sessions were run without new objects (red). B) Estimated τ describing 

SignalNE decay after moving to the linear track did not change in the presence of a novel 

object (t(4) = 1.47, p = 0.22). C) Change in CVMSE due to removal of various potential 

behavioral variables. Only removal of the terms related to time from linear track transfer 

significantly decreased model performance (t(5) = 3.22, p = 0.03). 
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Figure 5. Experience accelerates SignalNE decay after context transition. A) Mean SignalNE 

plotted as a function of time from context transition (dashed line) and color coded by number 

of days of experience. Black trace shows SignalNE recorded after transitioning back to the 

home cage (HC). B) Estimated SignalNE derived from the saturated model. C) Parameter 

estimates for the magnitude (β) and decay rate (τ) of SignalNE after context transition color-

coded by days of experience. D) Decay rate (τ) after transfer to the arena hastens over days of 

exposure (mixed-effect linear model; t(73) = 2.31, p = 0.02) and is most rapid during transfer 

to the HC (Day N vs HC, all p ≤0.01). 
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Figure 6. SignalNE is depressed relative to baseline after periods of sustained elevation. A) 

Mean SignalNE recorded after moving mice back to the home cage from the arena (red) or the 

linear track (black). B) Same data as Figure 5C with the addition of parameter estimates for 

the behavior of SignalNE after transition to home cage from the linear track. C) The decrease 

in SignalNE was significantly larger after transitioning mice to the home cage from the linear 

track as compared to from the novel arenas (t(5) = 3.74, p = 0.005) 
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1138 

Figure 7. CA1 spatial code takes minutes to stabilize after context transition in novel and 

familiar spaces. A) Example UMAP embedding of population firing rate vectors (100-ms), 

color-coded by where the mouse was physically located on a linear track when the data was 

recorded. B) Same embedding color coded by time from context transfer. C) Representational 

similarity (Pearson R) of the observed population firing rate vector at each moment in a novel 

environment relative to the mean of the next 3 most similar vectors recorded in the same 

location. D) Same as Panel C recorded in a familiar environment. E) In a novel environment, 

the patterns recorded in the first minute were less correlated than those observed 10 minutes 

into the session (t(7) = 8.05, p = 0.00009) F) Same as Panel E recorded in a familiar 

environment (t(7) = 8.20, p = 0.00008). G) Initial representations were more correlated to their 

nearest neighbors in a familiar environment as compared to those recorded in a novel 

environment (t(7) = 7.58, p = 0.0001). 
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Figure 8. Moments immediately after transition are not preferentially replayed. A) Percentage 

of ripples recorded before (black) and after (red) experiencing a novel environment that 

showed significant reactivation of each moment after transition. Dashed line shows false 

positive (FP) rate. B) Moments recorded 10-11 minutes after novel context transition were 

more likely to be reactivated than those recorded 0-1 minutes after transition (t(7) = 2.46, p = 

0.04). C) Same as Panel C showing reactivation rates as a function of time after transition to 

a familiar environment. D) There is no difference in reactivation rate for early vs late 

moment in a familiar environment (t(7) = 0.40, p = 0.70). 
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Supplemental Figures 1141 

 1142 

Figure S1. Validation of GRABNE sensor and behavioral correlates of SignalNE.A) SignalNE 1143 

increases after injection of desipramine. B) The normal increase in SignalNE after context 1144 

transition is eliminated after injection with yohimbine. C) Fluctuations in behavior as a function 1145 

of time after context transition. D) Time series correlations (Pearson R) in independent 1146 

behavioral variables used to predict SignalNE. E) SignalNE plotted as a function of different 1147 
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behavioral variables. F) SignalNE plotted as a function of mouse position in each of the novel 1148 

arenas. G) SignalNE plotted for each mouse as a function of time around rearing (data for one 1149 

subject was not available).  1150 
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 1152 

Figure S2. No change in SignalNE due to acceleration nor reward delivery on a linear track. A) 1153 

Mean SignalNE plotted as a function of acceleration conditioned on time after transition. B) No 1154 

change in SignalNE after reward delivery (dashed line).   1155 
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 1165 

Figure S3. SignalNE is related to object introduction, not sampling. A) Observed mean SignalNE 1166 

around each object’s introduction. B) Estimated fits derived from the saturated model. C) Mean 1167 

± SEM point estimates for the increase (β) and decay (τ) in SignalNE around introduction of each 1168 

object. D) Mean observed SignalNE around each object sample.  1169 

 1170 
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Figure S4. Change in behavior across days. Change in A) acceleration, B) velocity, C) 1178 

propensity to rear, and D) distance to the edge across day 1 (D1) and day 2 (2) in the novel arena.  1179 
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Figure S5. Time from context transfer explains SignalNE in the home cage. A) Change in 1183 

CVMSE due to removal of various potential behavioral variables. Only removal of the terms 1184 

related to time from home cage track transfer from the arena significantly decreased model 1185 

performance, (t(7) = 2.62, p = 0.03)  B) Same as Panel A with transitions to the home cage from 1186 

the linear track (t(5) = 4.44, p = 0.007)   1187 
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 1189 

Figure S6 CA1 activity decorrelates faster in the first minute after transfer to a novel, but not 1190 

familiar, environment. A) Population vector correction plotted as a function of lag (note log 1191 

scale) during Minute 1 (black) or Minute 10 (blue) after transfer to a novel environment. Bar = 1192 

p<0.01. B) The decay rate of the autocorrelation was significantly steeper in the first minute of 1193 

exposure (t(7) = 3.07, p =0.018). C) Same as Panel A with data recorded in a familiar 1194 

environment. D) No difference in ACG decay rates during the minute 1 vs minute 10 of exposure 1195 

to a familiar environment (t(7) = 0.50, p =0.63).  1196 
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Figure S7. Variations in velocity and acceleration do not explain time-dependent changes in 1198 

nearest-neighbor (NN) representational similarity. A) Deviations in z-scored firing rates from the 1199 

mean place field activity in a novel environment. Top, firing rates within a place field increased 1200 

over time. Bottom, out-of-field firing decreased over time. B) Same as Panel A with data 1201 

recorded in familiar environments. C) At each moment after transitioning to a novel 1202 

environment, we identified another 100-ms time bin with the most similar neural representational 1203 

and calculated the absolute difference in velocity (|Δvel|NN) and acceleration (|Δacc|NN) recorded 1204 

at these times. As compared to Figure 7C, neither |Δvel|NN nor |Δacc|NN co-varies with time as did 1205 

the measure of representational uniqueness. D) Same as Panel C recorded after a transition to a 1206 

familiar environment. E)  Only removing time from transition decreased ability to predict NN 1207 

representational similarity, t(7) = 3.52, p = 0.01. F) Same as panel E, recorded in a familiar 1208 
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environment, t(7) = 3.12, p = 0.017. G) In a novel environment, the patterns recorded in the first 1209 

minute were less correlated to others captured in the same recording session than those observed 1210 

10 minutes into the recording (t(7) = 5.23, p = 0.001). H) Same as Panel G recorded in a familiar 1211 

environment (t(7) = 5.60, p = 0.0008).  1212 
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