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ABSTRACT: A wide range of density functional methods and basis sets are
available to derive the electronic structure and properties of molecules. Quantum
mechanical calculations are too computationally intensive for routine simulation
of molecules in the condensed phase, prompting the development of
computationally efficient force fields based on quantum mechanical data.
Parametrizing general force fields, which cover a vast chemical space, necessitates
the generation of sizable quantum mechanical data sets with optimized
geometries and torsion scans. To achieve this efficiently, choosing a quantum
mechanical method that balances computational cost and accuracy is crucial. In
this study, we seek to assess the accuracy of quantum mechanical theory for
specific properties such as conformer energies and torsion energetics. To comprehensively evaluate various methods, we focus on a
representative set of 59 diverse small molecules, comparing approximately 25 combinations of functional and basis sets against the
reference level coupled cluster calculations at the complete basis set limit.

1. INTRODUCTION
General force fields offer a computationally efficient alternative
to quantum mechanical (QM) calculations,1−13 in particular for
pharmaceutical and biomolecular applications. Parametrizing
general force fields or training machine learning (ML)
potentials, for molecular mechanics (MM), requires extensive
quantum chemistry data sets, with molecules covering a large
chemical space, that inform the bonded parameters, typically
bonds, angles, and torsions as well as nonbonded terms.14−21

The data sets include optimized chemical structures of different
conformers of molecules and associated properties such as
charges, bond orders, dipole moments, Hessian matrices, and
torsion energy profiles for rotatable bonds, dimer interaction
energies, among other data. A quantum mechanical method is
needed that is globally accurate for different chemistries and
properties, is computationally cost-effective, and can converge
with a predefined set of hyperparameters (or a template with
minimal changes) without too much human intervention, thus
enabling automated generation of larger data sets essential for
this effort. There are hundreds of density functionals, post
Hartree−Fock methods, and basis sets to choose from, and it is
cumbersome to pick one without a proper benchmark study.

Recent benchmark studies address the issue of how accurate a
quantum mechanical method is with respect to a highly accurate
gold standard such as coupled cluster with singles, doubles and
perturbative triples in the complete basis set limit (CCSD(T)/
CBS). Some studies are from the viewpoint of quantum
chemistry method developers, where one would be concerned
by a difference of even 0.1 kcal/mol in mean accuracy of absolute

energies, with respect to the reference level of theory. However,
from the perspective of practitioners engaged in force field
development and general biochemical simulations, where
relative energies such as conformer energetics and torsional
profiles are of primary concern (as emphasized in Sellers et
al.22), it is crucial that the quantum mechanical (QM) methods
used to generate reference data for force field parametrization
can reproduce torsion energy profiles with deviations of
approximately 0.5 to 1.0 kcal/mol or smaller. This level of
accuracy, as demonstrated in high-level QM calculations, is vital
for ensuring the accuracy of trained force fields, and boosts the
reliability of property predictions like protein−ligand binding
affinities.22,23 By achieving accuracy within this specified range
for the QM reference data employed in force field para-
metrization, and assuming the trained force field mimics the QM
training data quite well, we can effectively capture the essential
conformational behavior and energetic trends exhibited by the
molecules under investigation. Our focus here is precisely in this
area, conformational energetics, and not on modeling long-
range electrostatic interactions, which may involve different
considerations.24−27
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Our primary focus is on accurately modeling small molecule
organic compounds within pharmaceutically relevant regions of
chemical space using force fields. As a result, we do not concern
ourselves with evaluating the performance of quantum
mechanical (QM) methods for compounds involving transition
elements, lanthanides, noble gases, and other elements not
directly implicated in the fundamental molecular interactions
governing the binding and recognition of small molecule drugs.
At the Open Force Field (OpenFF) Initiative,3,28 our attention
lies on achieving performance benchmarks for organic molecules
within the chemical space that is pertinent to small molecule
drugs and that our force fields are currently capable of modeling.
This chemical space encompasses C, H, O, N, P, S, F, Cl, Br, and
I, as well as the monatomic ions Li+, Na+, K+, Rb+, F−, Cl−, Br−,
and I−.

A variety of different method and basis set combinations in
gas-phase calculations have been used in building various
general force fields as well as ML potentials, depending on the
force field and application. Some other common models were
derived as follows:

• GAFF: MP2/6-31G* was used as one of the sources of
training bond and angle parameters. For the torsional
parameters MP4/6-311G**//MP2/6-31G* was used.4

• CHARMm: valence parameters were trained on QM data
calculated at the MP2/6-31G* and MP2/6-31+G*
levels.29

• ANI-1: Training data generated at ωB97X/6-31G* level
of theory. ANI-1ccx used CCSD(T)/CBS extrapolated
structures.30

• OPLS3e: M06-2X/cc-pVTZ(-f)//B3LYP/6-31G* level
of theory was used for their training set.10

• TorsionNet: a mix of data generated at B3LYP/6-
31G**//HF/3-21G and B3LYP/6-31+G**//HF/3-
21G.31

• OrbNet Denali: ωB97X-D3/def2-TZVP level of theory.32

• Open Force Field (OpenFF): B3LYP-D3(BJ)/DZVP was
the default level of theory.2

• Espaloma: A mix of SPICE16 data set and OpenFF data
sets, all of the data generated at B3LYP-D3(BJ)/DZVP
level of theory.18

• MACE-OFF23: SPICE16 data set at ωB97M-D3(BJ)/
def2-TZVPPD level of theory.21

Traditionally there are five rungs on “Jacob’s ladder” of
chemical accuracy corresponding to the density functional
theory (DFT) method used.33 Starting with the Local Density
Approximation (LDA), we progress one level up the accuracy
ladder each with Generalized Gradient Approximation (GGA),
meta-GGA, hybrid functionals, and then double hybrid
functionals. Although, all hybrid functionals do not necessarily
include the ingredient added in “meta-GGA” which uses the
second derivative of the density in the energy functional. For
example, B3LYP does not have the meta-GGA term, but M06
does. Hybrid and double-hybrid functionals are distinguished by
including a percentage of HF exchange, and a percentage of MP2
correlation, respectively. Therefore, double hybrid functionals
are at least the cost of a MP2 calculation. Range separated
functionals (RSF) are another very important development in
DFT methods. In RSFs, such as ωB97 family, the percentage of
HF exchange depends on the distance between the electrons.
This accounts for the electron self-interaction error, and has
become incorporated into several of the most modern
functionals (i.e., the ones starting with LC or ω). DFT methods

with dispersion corrections, which can be either ab initio,34−36 or
empirical in nature,37 are notably more accurate than their
standard forms as they improve the description of the
noncovalent interactions. Grimme’s DFT-D3,38,39 along with
Becke-Johnson (BJ) damping,40 is one of the most prominent
dispersion corrections widely used in the field. On the other
hand, wave function based methods (WFT) include Hartree−
Fock, post-Hartree−Fock methods viz., Møller−Plesset pertur-
bation theory of different orders (MP2, MP3, MP4),
configuration interaction (CI), coupled cluster (CC), and
multireference methods such as complete active space self-
consistent field (CASSCF), in increasing order of complexity in
describing electron correlation, and approaching higher
accuracy.

Recent studies have utilized several benchmark data sets to
assess the general quality of QM methods for specific molecular
properties. Notable among these data sets are Database2015B,41

GMTKN3042 and its expanded version GMTKN55,43

MGCDB84,44 CHAL336,45 MPCONF196,46 YMPJ,47 S22,48

S66,49 HB375,50 TorsionNet500,31 Dakota Folmsbee’s set,51

XB18,52 CTB-279.53 The subsets of these data sets emphasize
performance on predicting:

• noncovalent interactions, both inter- and intramolecular
• isomerization energies
• chemical reaction barrier heights
• relative conformer energies for various chemical moieties
• torsional strain, and barriers

In our present study we want to address
• the extent to which benchmark results of quantum

mechanical methods obtained from larger basis sets, as
documented in existing literature, are informative when
deployed with smaller basis sets

• how good OpenFF’s current choice of DZVP basis set is
in describing conformational energetics for charged
entities, and whether the error in relative energies of
torsion profiles is within the desired range (0.5−1 kcal/
mol) without addition of more diffuse functions to the
basis set

• how well different QM methods predict torsional energy
profiles and whether the accuracy gain is significant
enough that it warrants a change in QM reference for
force field training

2. MOTIVATION AND APPROACH
2.1. Prior Studies and Selection of Molecules. Based on

earlier benchmark studies,2,54 the OpenFF initiative initially
chose B3LYP-D3(BJ)/DZVP as the method for generating QM
training data to train OpenFF force fields, with the expectation
that this choice might need to be revisited at a later date. Such a
“revisit” is our focus here. The prior benchmarks2 included
assessing accuracy of conformer energetics on the
MPCONF196 set,46 which is a data set of conformers of
smaller peptides and medium-sized macrocycles, that were all
neutral, and of relative energies of torsional profiles on a curated
set of 15 one-dimensional torsion scans. A good compromise
between accuracy and cost on MPCONF196 and the smaller set
of torsion scans led to the choice of the B3LYP-D3(BJ)
functional along with Salahub’s double-ζ split-valence +
polarization (DZVP) basis set55 for building OpenFF force
fields.

Although very insightful, this prior benchmark study did not
include charged molecules, and was limited to [C, H, N, O]
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Figure 1. continued
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chemical space. Because of these limitations, here we focused on
running a new benchmark which would more adequately
represent the pharmaceutically relevant chemical space that our
force field needs to describe accurately. Thus, to expand the
scope of the prior benchmark we selected 59 torsions from
molecules in OpenFF’s Roche (general, and tautomer+proto-
mer data set) and Coverage molecule sets.

Molecule selection followed these criteria:
• ensuring a comprehensive representation of chemical

diversity
• prioritizing size similarity among molecules to mitigate

the influence of intrinsic size-related effects on electronic
properties

• incorporating variations in central bonds, formal charges,
element compositions, and intramolecular interactions

• and, inclusion of molecules that added additional
complexity beyond those in the prior set, such as those
with

• nonzero formal charges
• strong internal interactions
• conjugated central rotatable bonds (>10 kcal/mol

rotational barrier)
• halogens

The extracted charged molecules were further subdivided into
groups based on the type of charged functional group. Here are
the SMARTS patterns of the subgroups which include,

• functional groups with a charge of −1
• phenolate: c[O-]
• carboxamide: C(�O)[N-]

• aromatic carbons connected to a nitrogen with a
negative charge: c[N-]c

• sulfonamide: S(=O)(=O)[N-]
• sulfinamide: S(=[N-])(=O)

• functional groups with a charge of +1:
• protonated amine with carbon bond: [NH+,nH

+](=,:[C,c])[C,c]
• protonated amine: [NH+]([*])[*]
• protonated primary amine: [NH2+]([*])[*]
• protonated ammonium: [NH3+][*]

We then performed one-dimensional torsion scans on one
selected molecule per cluster. We selected one molecule per
cluster by picking the centroid using the MACCS keys
fingerprint method.56 Following selection, we performed one-
dimensional torsion scans by rotating around the central bond in
the chosen dihedral. In total, 59 torsions were scanned in 36
unique molecules, shown in Figure 1 with the dihedral atoms
highlighted, in this benchmark study.
2.2. Computational Details. Torsion scans were per-

formed with a 15-degree grid spacing, using Torsiondrive,57

resulting in a total of 24 points on the grid within the range of
[-180°, 180°]. More details on the compute infrastructure were
provided in SI section 1.2.

2.2.1. Choice of Reference Theory. The benchmark geo-
metries were the final geometries from the torsion scan at MP2/
heavy-aug-cc-pVTZ level of theory. Whereas, the benchmark
relative energies were obtained using coupled cluster with single,
double, and perturbative triple excitations at the complete basis
set limit, CCSD(T)/CBS. It is to be noted that MP2 is a wave
function-based method that treats electron correlation explicitly,
and does not rely on the same approximations as DFT

Figure 1. Molecules used in this benchmark study. The atoms and central bonds engaged in the driven torsions are highlighted.
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functionals. Hence, MP2 geometries offer a more neutral and
consistent basis for benchmarking devoid of the specific biases
inherent to individual DFT functionals. For the complete basis
set calculation, Helgaker’s 2-point extrapolation scheme was
used as implemented in Psi4.58−60 Helgaker extrapolation
scheme here includes a reference total energy from Hartree−
Fock, correlation correction which includes correlation effects
beyond HF with the MP2 method, and a delta correction, which
gives a highly accurate correlation calculation with CCSD(T),
accounting for the error in MP2. The difference between
CCSD(T) and MP2 converges quickly with increase in basis
functions and hence a smaller basis set can be used for this part
of calculation. Psi4 performs these calculations in stages and the
treatment follows this equation:60

= +

+
_

_
_ _

_

_ _
_

E E E( ) ( )total
CBS

scf scheme total,SCF
scf basis

corl scheme corl,corl wfn
corl basis

delta wfn lesser
delta wfn

(1)

where is an energy or energy extrapolation scheme. And, in
our case this translates to

= +
+

[ ]

[ ]

E E E

E E

E

(

) (

)

total
CBS

HF
heavy aug cc pVQZ

MP2
heavy aug cc pV TQ Z

HF
heavy aug cc pV TQ Z

CCSD(T)
heavy aug cc pVDZ

MP2
heavy aug cc pVDZ (2)

Although heavy-aug-cc-pVDZ (or haDZ) is computationally
affordable it may fall short of the gold standard reference level of
theory often used in the community.61,62 It is expected that the
delta correction error with haDZ would fall somewhere in
between 0.1 and 0.25 kcal/mol, the errors observed with aug-cc-

Table 1. Overall RMSE and MUE (in kcal/mol) in Torsion Profile Energies of the Molecule Set with Respect to the Reference
Level CCSD(T)/[haTQZ; δ:haDZ]//MP2/heavy-aug-cc-pVTZ Level of Theorya

metric (kcal/mol)

specification RMSE MUE RMSE-TRLR

B97-D3(BJ)/def2-TZVP 0.53090.4981
0.5591 0.34900.3264

0.3694 0.45240.4136
0.4872

M05-2X-D3/DZVP 0.50890.4770
0.5418 0.32140.3024

0.3423 0.38460.3516
0.4152

M06-2X-D3/DZVP 0.44920.4214
0.4778 0.28980.2734

0.3084 0.35820.3326
0.3846

M08-HX-D3/DZVP 0.51970.4888
0.5507 0.34230.3222

0.3632 0.41190.3824
0.4424

ωB97X-D3BJ/DZVP 0.44080.4125
0.4681 0.28080.2635

0.2986 0.34210.3131
0.3716

ωB97M-D3BJ/DZVP 0.41410.3880
0.4397 0.26180.2452

0.2788 0.31770.2895
0.3466

ωB97M-V/DZVP 0.42190.3935
0.4503 0.26940.2530

0.2870 0.33200.3013
0.3639

PW6B95-D3(BJ)/DZVP 0.43410.4086
0.4577 0.28090.2642

0.2994 0.33100.3080
0.3539

PW6B95-D3/DZVP 0.43710.4120
0.4621 0.28780.2719

0.3053 0.33110.3098
0.3514

MP2/aug-cc-pVTZ 0.69470.6487
0.7380 0.45200.4230

0.4798 0.59140.5314
0.6504

MP2/heavy-aug-cc-pVTZ 0.63410.5941
0.6773 0.41980.3943

0.4444 0.54870.4942
0.6069

DSD-BLYP-D3(BJ)/heavy-aug-cc-pVTZ 0.49860.4759
0.5211 0.33160.3130

0.3520 0.37090.3488
0.3951

B3LYP-D3(BJ)/DZVP 0.51480.4834
0.5475 0.32300.3016

0.3446 0.39640.3612
0.4301

B3LYP-D3MBJ/DZVP 0.53320.5021
0.5642 0.33350.3111

0.3570 0.40400.3728
0.4405

B3LYP-NL/DZVP 0.53790.5056
0.5686 0.33700.3157

0.3586 0.40380.3697
0.4351

B3LYP-D3(BJ)/def2-SV(P) 1.07021.0054
1.1362 0.66910.6270

0.7158 0.78520.7209
0.8528

B3LYP-D3(BJ)/def2-SVP 1.13431.0650
1.1950 0.71600.6699

0.7658 0.81700.7507
0.8811

B3LYP-D3(BJ)/def2-TZVP 0.48660.4596
0.5170 0.30770.2886

0.3276 0.39220.3625
0.4228

B3LYP-D3(BJ)/def2-TZVPD 0.46090.4320
0.4897 0.29610.2777

0.3142 0.38530.3549
0.4200

B3LYP-D3(BJ)/def2-TZVPP 0.49400.4616
0.5239 0.31330.2943

0.3329 0.39740.3661
0.4276

B3LYP-D3(BJ)/def2-TZVPPD 0.46210.4332
0.4925 0.29660.2775

0.3152 0.38470.3516
0.4184

B3LYP-D3(BJ)/def2-QZVP 0.46030.4323
0.4917 0.29500.2771

0.3136 0.38130.3511
0.4149

B3LYP-D3(BJ)/6-31G* 0.80690.7603
0.8560 0.50710.4776

0.5390 0.58880.5482
0.6305

B3LYP-D3(BJ)/6-31+G** 0.51400.4861
0.5424 0.33210.3134

0.3516 0.41570.3839
0.4485

B3LYP-D3(BJ)/6-311+G** 0.46590.4389
0.4948 0.30140.2830

0.3201 0.38950.3605
0.4193

aThe 95% confidence intervals, calculated with cinnabar, are presented as subscripts and superscripts. Furthermore, the last column includes the
RMSE within the thermally relevant low-energy region (TRLR) with energies of <5 kcal/mol, averaged over all of the molecules, which serves as a
metric for assessing accuracy in low-energy regions. The best performer on this set of molecules is ωB97M-D3(BJ)/DZVP, and our current choice
of theory level, B3LYP-D3(BJ)/DZVP, lags behind it by only 0.1 kcal/mol in RMSE.
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pVDZ and cc-pVDZ on either end of the range.63,64 To assess
how good our choice of reference theory level is we have
performed energy calculations with the gold standard reference
theory level for a subset of 7 molecules from the benchmark set61

at CCSD(T)/CBS, where for the extrapolation to CBS the
correlation basis is aug-cc-pV[TQ]Z, and delta basis is aug-cc-
pVTZ. The gold standard energy is calculated as,60

= +

+
_

[ ]

[ ]

E E E

E E E

(

) ( )

gold std
CBS

HF
aug cc pVQZ

MP2
aug cc pV TQ Z

HF
aug cc pV TQ Z

CCSD(T)
aug cc pVTZ

MP2
aug cc pVTZ

(3)

Our reference theory level employed a computationally
efficient smaller basis set (haDZ) for delta correction when
compared to a larger basis (aTZ) used in the gold standard
reference. And, the RMSE in relative energies for the 7 molecule
subset (7 × 24 grid points) of our reference theory with respect

to the gold standard was 0.07610.0609
0.0904 kcal/mol (the subscript

and superscript are the 95% confidence intervals). So, the
difference with respect to the gold standard was one tenths of a
kcal/mol for our choice of reference theory level, which was
accurate enough and quite affordable for our study.

2.2.2. Choice of Density Functionals to Benchmark. We
have chosen a smaller pool of density functional approximations
(DFA) that are cost-effective from the get go and we are not
looking into a comprehensive evaluation of all available DFAs.
The choice of DFAs include those commonly used in developing
force fields and charge models, and better performing ones from
other benchmark studies. From our prior studies DZVP has
been proven cost friendly and all of the DFAs were tested with
this basis set. And, within our current choice of DFA used in
developing OpenFF force fields, B3LYP-D3BJ, we tested
Ahlrichs def2 basis sets incrementing them systematically in
size, and the Pople basis sets in increasing size as they are

Table 2. Comparison between Neutral and Charged Molecule Subsetsa

RMSE (kcal/mol)

specification whole set neutral subset charged subset

B97-D3(BJ)/def2-TZVP 0.53090.4981
0.5591 0.52780.4853

0.5697 0.53410.4894
0.5826

M05-2X-D3/DZVP 0.50890.4770
0.5418 0.56650.5159

0.6154 0.44140.3929
0.4875

M06-2X-D3/DZVP 0.44920.4214
0.4778 0.49820.4554

0.5404 0.39220.3549
0.4314

M08-HX-D3/DZVP 0.51970.4888
0.5507 0.55410.5125

0.5942 0.48150.4399
0.5252

ωB97X-D3(BJ)/DZVP 0.44080.4125
0.4681 0.46380.4228

0.5080 0.41560.3783
0.4563

ωB97M-D3BJ/DZVP 0.41410.3880
0.4397 0.43250.3944

0.4698 0.39410.3538
0.4334

ωB97M-V/DZVP 0.42190.3935
0.4503 0.43350.3917

0.4722 0.40960.3688
0.4506

PW6B95-D3(BJ)/DZVP 0.43410.4086
0.4577 0.42880.3970

0.4608 0.43940.4008
0.4788

PW6B95-D3/DZVP 0.43710.4120
0.4621 0.45030.4160

0.4829 0.42300.3899
0.4585

MP2/aug-cc-pVTZ 0.69470.6487
0.7380 0.68180.6086

0.7586 0.70790.6595
0.7597

MP2/heavy-aug-cc-pVTZ 0.63410.5941
0.6773 0.63820.5692

0.7076 0.62970.5875
0.6673

DSD-BLYP-D3(BJ)/heavy-aug-cc-pVTZ 0.49860.4759
0.5211 0.47350.4415

0.5058 0.52330.4917
0.5530

B3LYP-D3(BJ)/DZVP 0.51480.4834
0.5475 0.44610.4088

0.4830 0.57730.5282
0.6230

B3LYP-D3MBJ/DZVP 0.53320.5021
0.5642 0.46900.4302

0.5052 0.59240.5451
0.6419

B3LYP-NL/DZVP 0.53790.5056
0.5686 0.46050.4268

0.4930 0.60770.5566
0.6555

B3LYP-D3(BJ)/def2-SV(P) 1.07021.0054
1.1362 0.90480.8330

0.9744 1.21801.1184
1.3157

B3LYP-D3(BJ)/def2-SVP 1.13431.0650
1.1950 0.94920.8777

1.0188 1.29841.1952
1.4037

B3LYP-D3(BJ)/def2-TZVP 0.48660.4596
0.5170 0.47970.4370

0.5197 0.49380.4527
0.5370

B3LYP-D3(BJ)/def2-TZVPD 0.46090.4320
0.4897 0.49700.4491

0.5450 0.42030.3857
0.4546

B3LYP-D3(BJ)/def2-TZVPP 0.49400.4616
0.5239 0.49370.4516

0.5399 0.49440.4522
0.5335

B3LYP-D3(BJ)/def2-TZVPPD 0.46210.4332
0.4925 0.49780.4537

0.5395 0.42190.3878
0.4584

B3LYP-D3(BJ)/def2-QZVP 0.46030.4323
0.4917 0.48570.4400

0.5305 0.43250.3964
0.4708

B3LYP-D3(BJ)/6-31G* 0.80690.7603
0.8560 0.67010.6209

0.7162 0.92740.8540
1.0008

B3LYP-D3(BJ)/6-31+G** 0.51400.4861
0.5424 0.52980.4818

0.5742 0.49710.4625
0.5331

B3LYP-D3(BJ)/6-311+G** 0.46590.4389
0.4948 0.50190.4558

0.5480 0.42540.3926
0.4569

aThe overall RMSE in torsion profile energies of the molecule set with respect to the reference level CCSD(T)/[haTQZ; δ:haDZ]//MP2/heavy-
aug-cc-pVTZ level of theory for the whole benchmark set and subsets of neutral and charged molecules. The 95% confidence intervals, calculated
with cinnabar, are presented as subscripts and superscripts. The RMSE of neutral molecules for OpenFF’s default theory level, B3LYP-D3(BJ)/
DZVP, is comparable to the best functional.
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commonly used in practice in industry. Also, one of the purposes
of the study was to determine which DFAs are useful at medium
sized basis sets. The rankings and differences might vary from
the benchmarks at larger basis sets. This selection represents
different rungs on the Jacob’s ladder of chemical accuracy.

• B97 (GGA), with D3(BJ) dispersion correction and with
def2-TZVP basis set

• B3LYP hybrid family (hybrid-GGA), with65

• D3(BJ) dispersion correction, and following basis
sets55,66−75

• DZVP
• def2-SV(P)
• def2-SVP
• def2-TZVP
• def2-QZVP
• def2-TZVPP
• def2-TZVPD
• def2-TZVPPD
• 6-31G*
• 6-31+G**
• 6-311+G**

• D3MBJ76 dispersion correction and DZVP basis
• NL dispersion correction and DZVP basis

• Berkeley range separated functionals (meta-GGA),77 with
DZVP basis and dispersion corrections,

• ωB97M-V, ωB97M-D3(BJ)
• ωB97X-D3(BJ)

• Minnesota functionals (meta-GGA),78−81 with DZVP
basis and dispersion corrections

• M05-2X-D3
• M06-2X-D3
• M08-HX-D3

• PW6B95 (meta-GGA),82 with DZVP and dispersion
corrections

• D3(BJ)

• D3

• Double hybrid DSD-BLYP-D3(BJ)83 with haTZ basis

3. RESULTS AND DISCUSSION
3.1. Comparison of Different Levels of Theory. In the

context of force field fitting, apart from conformer energies and
optimized geometries, torsion energy profiles are another
important source of molecular geometries/energetics data.
The energy barriers observed in torsion energy profiles are a
measure of the strength of steric hindrance or strong
intramolecular interactions that prevent certain conformations.
Thus, accurately capturing torsion profiles is relevant for
understanding molecular recognition, binding, and other
interactions that occur in complex systems. Our aim here is to
pick an accurate and computationally efficient QM level of
theory to train the valence parameters in a general small
molecule force field. For this purpose, single point energies were
evaluated at different levels of theory for comparison at the
benchmark geometries, and the RMSE in relative energies was
tabulated. Single point energies were evaluated at the same
geometry to ensure parity between the methods since
performing a geometry optimization with each of the methods
will result in minor differences in final geometries, and
sometimes TorsionDrive may push them to a completely
different minima. SI Table S1 lists the RMSE in torsion profile
energies for each of the molecules considered in this benchmark
set with respect to the reference level of theory, CCSD(T)/
[haTQZ; δ:haDZ].

Figure 2. Torsion profile that corresponds to a molecule with a high RMSE at relative energies of >1.0 kcal/mol for most of the methods (row 23 from
Table S1). The horizontal dashed line represents 5 kcal/mol, and if we truncate the energies above it, we can see that the low-energy regions were
captured better than were the high-energy regions.
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The relative energies were calculated by subtracting the
minimum energy for each of the methods. And, the RMSE was
calculated with respect to the reference theory level.
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where E’ represents the absolute energies, x0 represents the
minimum energy point. And, the RMSE and MUE were
evaluated with the relative energies. For calculating the RMSE of
thermally relevant low-energy region (TRLR), only the relative
energies below 5 kcal/mol on the reference energy surface were
chosen. The cutoff of 5 kcal/mol was chosen to favor low-energy
regions in state space.3,28,84

From Table 1 we can see that RMSE values of relative energies
for most of the functional and basis set combinations studied

here fall in the range of 0.4−0.7 kcal/mol with respect to
CCSD(T)/[haTQZ; δ:haDZ], the reference level of theory.
ωB97M-D3(BJ)/DZVP is the most accurate among those
tested here with an RMSE in torsion profile energies of 0.41
kcal/mol. This range-separated hybrid functional has been one
of the top performers in several other recent studies that were
done with larger basis sets.43,44 Our current choice of theory,
B3LYP-D3(BJ)/DZVP, has an RMSE of 0.52 kcal/mol and it
closely trails by a difference of 0.1 kcal/mol when compared to
the best functional in this study. Almost half of the of the other
tested levels of theory were within 0.1 kcal/mol of the best
functional. No method is consistently the most accurate across
all of the subsets, highlighting the importance of considering a
large and diverse benchmark set.

The RMSEs on the whole set and the subsets of neutral and
charged molecule sets were depicted in Figure 3 and tabulated in
Table 2. We can see from Figure 3(f), and from Table 2, that the
accuracy of B3LYP-D3(BJ) functional increases for charged
molecules with addition of polarization and diffuse functions
from DZVP to def2-TZVP and higher. Within B3LYP-D3(BJ) it
is to be noted that the high quality DZVP basis set yields
comparable results to the larger triple-ζ level basis set, def2-
TZVP. PW6B95-D3(BJ)/DZVP is the best among the tested
methods for neutral molecules with an RMSE of 0.43 kcal/mol.

Figure 3. RMSE on the entire benchmark data set and on subsets of neutral and charged molecules. The top row shows the RMSE in torsion profile
energies with different functional and basis set combinations. The bottom row shows the RMSE within the B3LYP functional.
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ωB97M-D3(BJ)/DZVP is also on the same level with
statistically insignificant difference. And, B3LYP-D3(BJ)/
DZVP, has an RMSE of 0.45 kcal/mol and it closely trails
these two functionals by a negligible difference of 0.02 kcal/mol
for neutral molecules.

Some of the larger errors were seen in the subset of charged
molecules, when compared to the neutral molecules, among the
whole set of molecules used in this benchmark. ωB97M-
D3(BJ)/DZVP is the best among the tested methods for the
charged subset of molecules. And, OpenFF’s default level of
theory, B3LYP-D3(BJ)/DZVP, has an RMSE error 0.18 kcal/
mol worse than the best method, with an overall RMSE of 0.58
kcal/mol. The difference in RMSE between charged molecules
and the neutral molecules is slightly higher for B3LYP-D3(BJ)/
DZVP level of theory, and addition of basis functions helped
drive this error down. The addition of basis functions from
DZVP to def2-TZVPD basis set shows a significant improve-
ment, with B3LYP-D3(BJ) functional, and can be a choice for
fine-tuning the force field with more accurate data.

Despite observing higher errors in certain molecules, the
methodology used to construct the torsion profile target data,
which prioritizes the match to low energy regions, has the
potential to mitigate some of these discrepancies. During the
training of OpenFF force fields we construct a torsion profile
target and optimize the force field using ForceBalance,85,86 and
the objective function in terms of relative energies is defined as
follows:3
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where the primes indicate the absolute energies at each grid
point and the weighted differences in relative energy profiles
serve as the loss function to minimize:
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where xi represents the coordinates of ith conformer, the 0th
conformer is the minimum energy conformer in respective
potential energy landscapes, θ is the force field parameter set at
that iteration, and OptMM(xi, θ) corresponds to the MM energy
obtained via constrained minimization and dE = 1 kcal/mol is a
conversion factor to make the sum over deviations dimension-
less. The applied weights w(EQM) in eq 6 prioritize matching the

Figure 4. Cost factor of a single point energy and gradient calculations within each method, averaged over 10 runs of different conformations of the
same molecule (with 16 heavy atoms) for all of the methods. All of the run times of each method were normalized with the time taken for a B3LYP-
D3(BJ)/DZVP calculation. All of the calculations were run on an Intel(R) Xeon(R) Gold 6148 CPU @ 2.40 GHz CPU using 16 threads and 48 GB of
memory. The best functional, ωB97M-D3(BJ)/DZVP, is indicated with an ω, while OpenFF’s default, B3LYP-D3(BJ)/DZVP, is indicated with a ◆.
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torsion profile at energy minima since Boltzmann sampling
favors low-energy regions in state space.84
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In the context of fitting OpenFF force fields, the torsion
profile energy loss function defined above in eq 6 may further
mitigate the differences between the methods since we applied a
hard cutoff of 5 kcal/mol to exclude the higher energy regions
from torsion fits for the OpenFF Parsley and Sage line of force
fields.3,28

The RMSE on thermally relevant low-energy region (TRLR),
only considering the energies less than 5 kcal/mol with respect
to the minima on the torsion profile, were tabulated in the last
column of Table 1. We can see that ωB97M-D3(BJ)/DZVP still
holds its place as the most accurate functional with torsion target
score as well, and the differences between various methods drop
drastically in the low energy regions. In a sense, the modeling of
low-energy, thermally relevant regions was quite accurate, while
it was in the high-energy regions where the influence of

stereoelectronic and steric effects became prominent, leading to
discernible differences between various methods.

The error in the subset of neutral molecules (30 data points)
is small for OpenFF’s default of B3LYP-D3(BJ) and close to the
best functional, ωB97M-D3(BJ). However, the error is larger for
the charged subset of molecules (29 data points) with OpenFF’s
default, compared to the best functional, and yet remains
accurate in low-energy regions. Most of the large deviations
come from high energy regions which were (and usually are)
excluded in fitting to torsion profile energies as they are
thermally irrelevant. In this sense, our default method may
remain appealing given its low computational cost and relatively
low error in key regions of torsion profiles. For charged
molecules, addition of more basis functions would help as seen
in Figure 3, subplot (f).

Referring to SI Table S1, when we examine the molecule with
the largest error using OpenFF’s default, B3LYP-D3(BJ)/
DZVP, which exhibits an RMSE in relative energies of 1.36 kcal/
mol, we observe that the majority of discrepancies arise from the
high-energy region exceeding 5 kcal/mol. The torsion profile for
this molecule with respect to different basis sets was shown in
Figure 2. It is worth reiterating that we exclude this high-energy
region during the training process.
3.2. Comparison of Timings and Accuracy. The

computation time of a single point (energy + gradient)
calculation provides a rough approximation of the method’s
cost for a torsion scan or geometry optimization. When
examining the OpenFF QM data sets of small molecules, it is
observed that a geometry optimization typically requires a
median of 42 gradient calculations (based on data from
approximately 8000 geometry optimizations). Additionally, a
1D torsion scan with 24 grid points generally costs around 788
gradient calculations (from data on roughly 4000 torsion scans).
As a rule of thumb, a geometry optimization calculation is 40x
costlier than a single point energy and gradient calculation, and a
1D torsion scan is 800x costlier if executed serially, or nearly 72-
fold for parallelized torsion scans (considering the median of
maximum number of optimization steps taken among all grid
points). So, the differences scale up pretty quickly with the type
of calculation. To provide a reference point, we present timing
data for a molecule containing 16 heavy atoms. The timings were
normalized with the time for a B3LYP-D3(BJ)/DZVP
calculation. The cost factor versus RMSE plot is shown in
Figure 4, and the most accurate functional is almost twice the
cost of a B3LYP-D3(BJ)/DZVP calculation, despite only a
modest accuracy benefit. It is to be noted that Psi4, as of v1.4.1,
does not yet have analytic gradients for NL and VV10 dispersion
terms, and also for DSD-BLYP method, so for these methods
only the costs of an energy calculation were reported and scaled
with respect to the cost of a B3LYP-D3(BJ) energy calculation
(Table 3).

B3LYP-D3(BJ) with def2-SVP and def2-SV(P) were lower in
accuracy but cheaper, and by adding more basis functions to
improve accuracy the cost increases, and it can be seen from
Figure 4 that Salahub’s DZVP offers a perfect balance in cost and
accuracy for this functional. In the basis set study using B3LYP,
6-311+G** is already very close to the basis set limit (def2-
QZVP) in terms of accuracy, in fact it is closer than def2-TZVP
and def2-TZVPP, yet it is much cheaper than all of those. When
comparing the Pople basis sets, perhaps the largest improvement
in accuracy for B3LYP came from adding the first set of diffuse
functions (from 6-31g* to 6-31+g*). In the Minnesota
functionals, M06-2X-D3 performs better than M05-2X-D3

Table 3. Cost Factors of a Single Energy + Gradient
Calculation of Various Methods with Respect to a B3LYP-
D3(BJ) Calculationa

specification
mean wall time ±

standard deviation (s)
cost

factor

B97-D3(BJ)/def2-TZVP 49.41 ± 1.10 2.33
M05-2X-D3/DZVP 27.05 ± 0.42 1.28
M06-2X-D3/DZVP 27.26 ± 0.35 1.29
M08-HX-D3/DZVP 27.06 ± 0.49 1.28
ωB97X-D3(BJ)/DZVP 37.49 ± 0.84 1.77
ωB97M-D3(BJ)/DZVP 43.17 ± 0.82 2.04
PW6B95-D3(BJ)/DZVP 27.11 ± 0.39 1.28
PW6B95-D3/DZVP 26.98 ± 0.33 1.27
MP2/aug-cc-pVTZ 397.87 ± 15.91 18.78
MP2/heavy-aug-cc-pVTZ 312.62 ± 12.16 14.75
B3LYP-D3(BJ)/DZVP 21.19 ± 0.24 1.00
B3LYP-D3MBJ/DZVP 21.21 ± 0.21 1.00
B3LYP-D3(BJ)/def2-SV(P) 18.21 ± 0.36 0.86
B3LYP-D3(BJ)/def2-SVP 19.89 ± 0.17 0.94
B3LYP-D3(BJ)/def2-TZVP 51.80 ± 0.63 2.44
B3LYP-D3(BJ)/def2-TZVPD 80.60 ± 0.63 3.80
B3LYP-D3(BJ)/def2-TZVPP 60.27 ± 0.95 2.84
B3LYP-D3(BJ)/def2-TZVPPD 92.33 ± 1.18 4.36
B3LYP-D3(BJ)/def2-QZVP 203.17 ± 3.71 9.59
B3LYP-D3(BJ)/6-31G* 19.41 ± 0.32 0.92
B3LYP-D3(BJ)/6-31+G** 30.22 ± 0.49 1.43
B3LYP-D3(BJ)/6-311+G** 37.98 ± 0.46 1.79

Energy Calculation Only
ωB97M-V/DZVP 66.97 ± 0.61 6.21
B3LYP-NL/DZVP 64.02 ± 0.47 5.94
DSD-BLYP-D3(BJ)/heavy-aug-cc-pVTZ 87.43 ± 1.13 8.11
B3LYP-D3(BJ)/DZVP 10.78 ± 0.17 1.00

aAll of the wall times were averaged over 10 different runs of 10
different conformers of the same molecule, molecule 1 in Table 1,
which contains 16 heavy atoms. For a few methods for which timings
for an energy calculation were reported, they were scaled with respect
to the cost of a B3LYP-D3(BJ) energy calculation.
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and M08-HX-D3. In both the B3LYP and ωB97 M tests, the ab
initio nonlocal dispersion correction actually gives larger RMSEs
than the empirical dispersion.

Psi4’s efficient implementation results in quadratic scaling of
DFT calculation time with an increase in molecule size.87 Both
the quadratic and linear fits of the data yielded a similar R2,
which prompted considering the Akaike information criterion
(AIC) and the Bayesian information criterion (BIC) to
differentiate the models better. Higher R2, lower AIC, and
lower BIC values indicate a better fit to the quadratic model.
From Figure 5 we can see that with an increase in number of
atoms represented by an increase in number of basis functions
and the scaling of computation cost for a B3LYP-D3(BJ)/DZVP
single point energy plus gradient calculation.
3.3. Faster Parametrization with SQM/ML Potentials.

Creating bespoke force fields on-the-fly adds a lot of new torsion
parameters, which in turn requires generation of new QM
reference data for training them.88 Generation of new QM data

is time-consuming, and a possible alternative for faster
parametrization, without too much loss in accuracy, can be a
semiempirical method, or a couterpoise corrected method with
minimal basis, or machine learning potentials.21,89−96 Here we
checked the performance of the semiempirical method GFN2-
XTB,95 Grimme’s 3-corrected Hartree−Fock method (HF-
3c),93 and two recent machine learning potentials, AIMNET296

and MACE-OFF23,21 the ML potentials which have demon-
strated accuracy very close to the level of DFT that they were
trained on. Only single point energies were evaluated here, as in
the comparisons above.

Table 4 summarizes the performance of the four methods
across the whole benchmark set, and also broken down into
neutral and charged subsets (see also Table 2). GFN2-XTB
shows reasonable accuracy, but is not competitive with the DFT
methods. AIMNet2 shows very good accuracy, close to DFT,
consistently across both neutral and charged species. MACE-
OFF23 shows remarkable accuracy for the neutral subset, in fact
more accurate than any of the DFT methods studied here. Note
that MACE-OFF23 was not trained on charged species, and
hence the error is much higher for this subset, but this will be
addressed in future models. HF-3c does not perform well here.
Thus, machine learning potentials such as these are a reasonable
alternative to DFT, particularly for high-throughput, bespoke
parametrization work.88

4. CONCLUSION
We conducted a benchmark of QM levels of theory that strike a
balance between accuracy and computational efficiency for
generating large QM data sets with diverse chemistries to train
the valence parameters in a general small molecule force field.
The benchmark set of molecules included charged molecules,
biaryls, complex hypervalent sulfur chemistry, and complex
nitrogen chemistry. This benchmark study is an extension to an
earlier work2 on benchmarking conformer energies, which

Figure 5. Scaling of B3LYP-D3(BJ)/DZVP single point energy plus gradient calculation with an increase in the number of basis functions, which in
turn represents an increase in the number of atoms. The time of calculation for the dispersion correction term is not included as it is negligible, on the
order of a fraction of a second. The quadratic (orange) and linear (blue) fits to the data are shown along with the metrics R2, Akaike information
criterion (AIC), and the Bayesian information criterion (BIC). The quadratic scaling model seems appropriate from these metrics.

Table 4. Comparison of SQM, DFT-3c, and ML Methods on
This Benchmark Seta

RMSE (kcal/mol)

specification whole set neutral subset charged subset

GFN2-XTB 1.24371.1742
1.3163 1.33671.2276

1.4589 1.13951.0604
1.2106

AIMNET2 0.55180.5176
0.5891 0.57370.5343

0.6157 0.52810.4697
0.5877

MACE-OFF23 1.10131.0049
1.2011 0.40610.3778

0.4336 1.51561.3669
1.6542

HF-3c 1.82231.7147
1.9320 1.61241.4597

1.7677 2.01661.8458
2.1811

aThe overall RMSE in torsion profile energies of the molecule set
with respect to the reference level CCSD(T)/[haTQZ; δ:haDZ]//
MP2/heavy-aug-cc-pVTZ level of theory for the whole benchmark set
and subsets of neutral and charged molecules. The 95% confidence
intervals, calculated with cinnabar, are presented as subscripts and
superscripts.
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suggested B3LYP-D3(BJ)/DZVP as the level of theory to
generate OpenFF force field training and validation data. In the
context of force field development, aside from conformer
energies and optimized geometries, torsion energy profiles
represent another indispensable source of molecular interaction
data. Achieving accuracy in torsion profile energies relative to a
highly accurate QM level of theory reflects in the trained force
field. For this purpose, relative energies were compared against
CCSD(T)/[haTQZ; δ:haDZ]//MP2/haTZ level of theory for
different functional and basis set combinations. And, among the
tested methods, ωB97M-D3(BJ) outperforms the others even
within a smaller basis set of DZVP, boasting an RMSE in torsion
profile energies of just 0.41 kcal/mol. This range-separated
hybrid functional has consistently ranked among the top
performers in various recent studies43,44 which were done with
a larger basis set. OpenFF’s choice of B3LYP-D3(BJ)/DZVP
closely follows it with an RMSE in relative energies of 0.52 kcal/
mol. And, the computational cost of B3LYP-D3(BJ)/DZVP for
a single gradient is only half of the best functional, but depending
on the type of data set, geometry optimization or torsion scans,
the cost would scale up with the number of steps taken during
the calculation. Within a subset of neutral molecules the RMSE
in relative energies with B3LYP-D3(BJ)/DZVP is comparable
to the most accurate method. And, the larger errors appear to
originate from molecules with charges. However, in practice, the
distinctions between levels of theory become evident in the
high-energy regions, which are typically excluded during force
field training with torsion profiles as they are thermally
irrelevant.

■ ASSOCIATED CONTENT
Data Availability Statement
The scripts to download the structure data from QCArchive and
the downloaded energy and dipole data are available at https://
github.com/MobleyLab/qm-theory-benchmark/tree/master.
*sı Supporting Information
Supporting Information includes tables on individual errors in
each molecule, details on compute infrastructure used, dipole
moments comparison, correlation between energy and delta
energy difference wrt reference, error estimates in barriers. The
Supporting Information is available free of charge at https://
pubs.acs.org/doi/10.1021/acs.jpcb.4c03167.

(PDF)

■ AUTHOR INFORMATION
Corresponding Author

Pavan Kumar Behara − Center for Neurotherapeutics,
University of California, Irvine, California 92697, United
States; orcid.org/0000-0001-6583-2148;
Email: pbehara@uci.edu

Authors
Hyesu Jang − Chemistry Department, University of California
at Davis, Davis, California 95616, United States; OpenEye
Scientific Software, Santa Fe, New Mexico 87508, United
States

Joshua T. Horton − School of Natural and Environmental
Sciences, Newcastle University, Newcastle upon Tyne NE1
7RU, U.K.

Trevor Gokey − Department of Chemistry, University of
California, Irvine, California 92697, United States

David L. Dotson − The Open Force Field Initiative, Open
Molecular Software Foundation, Davis, California 95616,
United States; Datryllic LLC, Phoenix, Arizona 85003, United
States

Simon Boothroyd − Boothroyd Scientific Consulting Ltd.,
London WC2H 9JQ, U.K.

Christopher I. Bayly − OpenEye Scientific Software, Santa Fe,
New Mexico 87508, United States

Daniel J. Cole − School of Natural and Environmental Sciences,
Newcastle University, Newcastle upon Tyne NE1 7RU, U.K.

Lee-Ping Wang − Chemistry Department, University of
California at Davis, Davis, California 95616, United States;

orcid.org/0000-0003-3072-9946
David L. Mobley − Center for Neurotherapeutics, University of
California, Irvine, California 92697, United States;
Department of Chemistry, University of California, Irvine,
California 92697, United States; orcid.org/0000-0002-
1083-5533

Complete contact information is available at:
https://pubs.acs.org/10.1021/acs.jpcb.4c03167

Notes
The authors declare the following competing financial
interest(s): D.L.M. serves on the scientific advisory boards of
Anagenex and OpenEye Scientific Software, Cadence Molecular
Sciences, and is an Open Science Fellow with Psivant.

■ ACKNOWLEDGMENTS
P.K.B. appreciates the financial support from National Institute
of General Medical Sciences Grant R01GM132386. D.L.M.
appreciates the financial support from the National Institutes of
Health (R35GM148236 and R01GM132386). D.J.C. and J.T.H.
acknowledge support from a UKRI Future Leaders Fellowship
(Grant MR/T019654/1). L.-P.W. and H.J. acknowledge
support from ACS PRF 58158-DNI6. For the purpose of open
access, the author has applied a Creative Commons Attribution
(CC BY) licence to any Author Accepted Manuscript version
arising.

■ REFERENCES
(1) Jorgensen, W. L.; Tirado-Rives, J. The OPLS [optimized

potentials for liquid simulations] potential functions for proteins,
energy minimizations for crystals of cyclic peptides and crambin. J. Am.
Chem. Soc. 1988, 110, 1657−1666.
(2) Wang, L. P. Parameterization perspective I: Parameter

optimization methodology. 2019. https://zenodo.org/records/
3405539 (last accessed 2024-02-12).
(3) Boothroyd, S.; Behara, P. K.; Madin, O. C.; Hahn, D. F.; Jang, H.;

Gapsys, V.; Wagner, J. R.; Horton, J. T.; Dotson, D. L.; Thompson, M.
W.; Maat, J.; Gokey, T.; Wang, L.-P.; Cole, D. J.; Gilson, M. K.;
Chodera, J. D.; Bayly, C. I.; Shirts, M. R.; Mobley, D. L. Development
and Benchmarking of Open Force Field 2.0.0: The Sage Small Molecule
Force Field. J. Chem. Theory Comput. 2023, 19, 3251−3275.
(4) Wang, J.; Wolf, R. M.; Caldwell, J. W.; Kollman, P. A.; Case, D. A.

Development and testing of a general amber force field. J. Comput.
Chem. 2004, 25, 1157−1174.
(5) Marrink, S. J.; Risselada, H. J.; Yefimov, S.; Tieleman, D. P.; De

Vries, A. H. The MARTINI Force Field: Coarse Grained Model for
Biomolecular Simulations. J. Phys. Chem. B 2007, 111, 7812−7824.
(6) Maerzke, K. A.; Schultz, N. E.; Ross, R. B.; Siepmann, J. I. TraPPE-

UA Force Field for Acrylates and Monte Carlo Simulations for Their
Mixtures with Alkanes and Alcohols. J. Phys. Chem. B 2009, 113, 6415−
6425.

The Journal of Physical Chemistry B pubs.acs.org/JPCB Article

https://doi.org/10.1021/acs.jpcb.4c03167
J. Phys. Chem. B 2024, 128, 7888−7902

7899

https://github.com/MobleyLab/qm-theory-benchmark/tree/master
https://github.com/MobleyLab/qm-theory-benchmark/tree/master
https://pubs.acs.org/doi/10.1021/acs.jpcb.4c03167?goto=supporting-info
https://pubs.acs.org/doi/10.1021/acs.jpcb.4c03167?goto=supporting-info
https://pubs.acs.org/doi/suppl/10.1021/acs.jpcb.4c03167/suppl_file/jp4c03167_si_001.pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Pavan+Kumar+Behara"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://orcid.org/0000-0001-6583-2148
mailto:pbehara@uci.edu
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Hyesu+Jang"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Joshua+T.+Horton"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Trevor+Gokey"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="David+L.+Dotson"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Simon+Boothroyd"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Christopher+I.+Bayly"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Daniel+J.+Cole"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Lee-Ping+Wang"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://orcid.org/0000-0003-3072-9946
https://orcid.org/0000-0003-3072-9946
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="David+L.+Mobley"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://orcid.org/0000-0002-1083-5533
https://orcid.org/0000-0002-1083-5533
https://pubs.acs.org/doi/10.1021/acs.jpcb.4c03167?ref=pdf
https://doi.org/10.1021/ja00214a001?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/ja00214a001?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/ja00214a001?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://zenodo.org/records/3405539
https://zenodo.org/records/3405539
https://doi.org/10.1021/acs.jctc.3c00039?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.3c00039?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.3c00039?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1002/jcc.20035
https://doi.org/10.1021/jp071097f?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp071097f?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp810558v?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp810558v?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp810558v?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
pubs.acs.org/JPCB?ref=pdf
https://doi.org/10.1021/acs.jpcb.4c03167?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


(7) Vanommeslaeghe, K.; Hatcher, E.; Acharya, C.; Kundu, S.; Zhong,
S.; Shim, J.; Darian, E.; Guvench, O.; Lopes, P.; Vorobyov, I.; Mackerell,
A. D. CHARMM general force field: A force field for drug-like
molecules compatible with the CHARMM all-atom additive biological
force fields. J. Comput. Chem. 2010, 31, 671−690.
(8) Bayly, C. I.; McKay, D.; Truchon, J.-F. An Informal AMBER Small

Molecule Force Field: parm@Frosst. http://www.ccl.net/cca/data/
parm_at_Frosst/ (last accessed 2024-01-04).
(9) Wang, L.-P.; McKiernan, K. A.; Gomes, J.; Beauchamp, K. A.;

Head-Gordon, T.; Rice, J. E.; Swope, W. C.; Martínez, T. J.; Pande, V. S.
Building a More Predictive Protein Force Field: A Systematic and
Reproducible Route to AMBER-FB15. J. Phys. Chem. B 2017, 121,
4023−4039.
(10) Roos, K.; Wu, C.; Damm, W.; Reboul, M.; Stevenson, J. M.; Lu,

C.; Dahlgren, M. K.; Mondal, S.; Chen, W.; Wang, L.; Abel, R.; Friesner,
R. A.; Harder, E. D. OPLS3e: Extending Force Field Coverage for
Drug-Like Small Molecules. J. Chem. Theory Comput. 2019, 15, 1863−
1874.
(11) Oostenbrink, C.; Villa, A.; Mark, A. E.; Van Gunsteren, W. F. A

biomolecular force field based on the free enthalpy of hydration and
solvation: The GROMOS force-field parameter sets 53A5 and 53A6. J.
Comput. Chem. 2004, 25, 1656−1676.
(12) Schmid, N.; Eichenberger, A. P.; Choutko, A.; Riniker, S.;

Winger, M.; Mark, A. E.; Van Gunsteren, W. F. Definition and testing of
the GROMOS force-field versions 54A7 and 54B7. Eur. Biophys. J.
2011, 40, 843−856.
(13) Lu, C.; Wu, C.; Ghoreishi, D.; Chen, W.; Wang, L.; Damm, W.;

Ross, G. A.; Dahlgren, M. K.; Russell, E.; Von Bargen, C. D.; Abel, R.;
Friesner, R. A.; Harder, E. D. OPLS4: Improving Force Field Accuracy
on Challenging Regimes of Chemical Space. J. Chem. Theory Comput.
2021, 17, 4291−4300.
(14) Smith, J. S.; Zubatyuk, R.; Nebgen, B.; Lubbers, N.; Barros, K.;

Roitberg, A. E.; Isayev, O.; Tretiak, S. The ANI-1ccx and ANI-1x data
sets, coupled-cluster and density functional theory properties for
molecules. Sci. Data 2020, 7, 134.
(15) Ramakrishnan, R.; Dral, P. O.; Rupp, M.; von Lilienfeld, O. A.

Quantum chemistry structures and properties of 134 kilo molecules. Sci.
Data 2014, 1, 140022.
(16) Eastman, P.; Behara, P. K.; Dotson, D. L.; Galvelis, R.; Herr, J. E.;

Horton, J. T.; Mao, Y.; Chodera, J. D.; Pritchard, B. P.; Wang, Y.; De
Fabritiis, G.; Markland, T. E. SPICE, A Dataset of Drug-like Molecules
and Peptides for Training Machine Learning Potentials. Sci. Data 2023,
10, 11.
(17) Donchev, A. G.; Taube, A. G.; Decolvenaere, E.; Hargus, C.;

McGibbon, R. T.; Law, K.-H.; Gregersen, B. A.; Li, J.-L.; Palmo, K.;
Siva, K.; Bergdorf, M.; Klepeis, J. L.; Shaw, D. E. Quantum chemical
benchmark databases of gold-standard dimer interaction energies. Sci.
Data 2021, 8, 55.
(18) Takaba, K.; Pulido, I.; Behara, P. K.; Cavender, C. E.; Friedman,

A. J.; Henry, M. M.; Opeskin, H. M.; Iacovella, C. R.; Nagle, A. M.;
Payne, A. M.; Shirts, M. R.; Mobley, D. L.; Chodera, J. D.; Wang, Y.
Machine-learned molecular mechanics force field for the simulation of
protein-ligand systems and beyond. arXiv 2023, DOI: 10.48550/
arXiv.2307.07085.
(19) Lehner, M. T.; Katzberger, P.; Maeder, N.; Schiebroek, C. C.;

Teetz, J.; Landrum, G. A.; Riniker, S. DASH: Dynamic Attention-Based
Substructure Hierarchy for Partial Charge Assignment. J. Chem. Inf.
Model. 2023, 63, 6014−6028.
(20) Isert, C.; Atz, K.; Jiménez-Luna, J.; Schneider, G. QMugs,

quantum mechanical properties of drug-like molecules. Sci. Data 2022,
9, 273.
(21) Kovács, D. P.; Moore, J. H.; Browning, N. J.; Batatia, I.; Horton, J.
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