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Abstract Aging is the basis of neurodegenera-
tion and dementia that affects each endemic in the 
body.  Normal aging in the brain is associated with 
progressive slowdown and disruptions in various 
abilities such as motor ability, cognitive impairment, 
decreasing information processing speed, attention, 
and memory. With the aggravation of global aging, 
more research focuses on brain changes in the elderly 
adult. The graph theory, in combination with func-
tional magnetic resonance imaging (fMRI), makes 
it possible to evaluate the brain network functional 
connectivity patterns in different conditions with 
brain modeling. We have evaluated the brain net-
work communication model changes in three different 
age groups (including 8 to 15 years, 25 to 35 years, 
and 45 to 75  years) in lifespan pilot data from the 
human connectome project (HCP). Initially, Pearson 
correlation-based connectivity networks were calcu-
lated and thresholded. Then, network characteristics 
were compared between the three age groups by cal-
culating the global and local graph measures. In the 
resting state brain network, we observed decreasing 
global efficiency and increasing transitivity with age. 
Also, brain regions, including the amygdala, puta-
men, hippocampus, precuneus, inferior temporal 

gyrus, anterior cingulate gyrus, and middle temporal 
gyrus, were selected as the most affected brain areas 
with age through statistical tests and machine learn-
ing methods. Using feature selection methods, includ-
ing Fisher score and Kruskal–Wallis, we were able 
to classify three age groups using SVM, KNN, and 
decision-tree classifier. The best classification accu-
racy is in the combination of Fisher score and deci-
sion tree classifier obtained, which was 82.2%. Thus, 
by examining the measures of functional connectivity 
using graph theory, we will be able to explore normal 
age-related changes in the human brain, which can be 
used as a tool to monitor health with age.

Keywords Functional connectivity · Age-related 
change · Graph theory · Human connectome project · 
fMRI data · Machine learning techniques

Introduction

Aging is the basis of neurodegeneration and demen-
tia that affects every organ in the body. The degen-
eration associated with normal aging in the brain is 
associated with progressive slowness and impairment 
of various abilities, such as motor ability [1]. Per-
formance in various fields of cognitive function also 
decreased with age [2]. As global aging intensifies, 
more research is focused on how the brain changes 
in the elderly. During the natural aging process, the 
brain changes due to neurological processes such as 
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cell growth, cell death, and atrophy [3]. Adults show 
a decreased processing speed, attention, working, and 
episodic memory with age [4].

Often, the incidence of diseases such as Parkin-
son’s and Alzheimer’s increases with age and the 
brain changes caused by aging. Therefore, studying 
brain changes from youth to old age can help identify 
the brain areas involved in such disorders.

In recent years, significant research has been 
devoted to neuroimaging techniques in structural and 
functional fields to help understand the brain differ-
ences of people with different ages. Functional mag-
netic resonance imaging (fMRI) is a non-invasive 
method for investigating brain functions that change 
with different conditions of the experiment or task. 
fMRI uses blood oxygen level-dependent (BOLD) 
signal changes to assess brain function and detect 
changes in brain activity [5].

Many studies on fMRI are performed at a rest-
ing state. A resting state is a condition that a person 
is fully conscious but does not perform any specific 
cognitive or behavioral activity. In this case, there 
are more comfortable clinical conditions than when 
the recording is associated with a specific stimulus or 
activity. Therefore, studies to track changes in brain 
activity often use resting state fMRI [6].

Traditionally, three categories of connectivity pat-
terns have been considered for the analysis of fMRI 
data: Structural connectivity, Functional connectivity, 
and effective connectivity [7, 8]. Structural connec-
tivity indicates anatomical and physical connections 
between different brain regions [8, 9]; Functional 
connectivity consists of methods in which statistical 
information can be examined between different brain 
regions and shows the relationships and interactions 
between these regions, while effective connectivity 
examines the direct impact of one region on other 
regions and expresses the causal relationship between 
regions [8, 10].

Recent age-related brain changes studies have 
shown that the human brain undergoes significant 
changes in functional connectome across the lifes-
pan [11–13]. The connectome is defined as a network 
architecture of functional connectivity between dis-
tinct brain structures that act like a “fingerprint” to 
distinguish individual differences [14–17].

One research field developed in recent years con-
siders the human brain as a complex network consist-
ing of many elements interacting functionally with 

each other [18]. By modeling this complex network 
as a graph consisting of nodes (i.e., brain regions or 
single neurons or voxels) and edges (i.e., conditional 
dependencies between brain regions or single neurons 
or voxels for demonstrating structural or functional 
connectivity), a systematic and topological study of 
the functional or descriptive organization of brain can 
be established [19].

In recent years, this method has been widely used 
in various studies to analyze fMRI data for normal or 
damaged brains, differences between age groups, and 
so on [20]. Most new approaches to brain differences 
between age groups have focused on the whole brain, 
modeling on predefined ROIs, and studying resting 
state data [21].

Varangis et  al. [21] applied graph theory analysis 
using resting-state fMRI to investigate and compare 
changes in the brain networks between the young and 
old groups. Their study demonstrated increased par-
ticipation coefficient values in older age resting state 
networks. They also found that each primary sensory 
and cognitive brain network was associated with a 
degree of age-related decline. In another study [22], 
they found that each primary sensory and cognitive 
network of the brain was associated with a degree of 
age-related decline. Also, they examined a variety of 
functional connectivity measures in four cognitive 
domains, including vocabulary, processing speed, 
fluid reasoning, and episodic memory. Their find-
ings show that while aging may generally be associ-
ated with reductions in system segregation, within or 
between-network connectivity, global efficiency, and 
modularity, the extent and presence of these effects 
will vary based on the task performed.

Other studies also used electroencephalography 
to investigate the relationship between age and brain 
changes. For example, Javaid et  al. [22] used graph 
theory to understand age-related changes in brain 
function and behavior. Their study showed a sig-
nificant decrease in network topology features with 
increasing age and in the elderly group. Features such 
as global efficiency and clustering coefficient were 
significantly lower in the elderly group than in the 
middle-aged group.

In order to help diagnose and be aware of devel-
opmental disorders and neuropsychiatric diseases, 
it is necessary to study changes in different age 
groups. According to previous studies, to the best 
of our knowledge, most studies have examined the 
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differences between the young and old age groups 
or the middle-aged and older age groups, and a few 
studies have included the under-18 age range. In this 
study, we have examined 17 cases of graph measures 
in order to examine brain differences from the per-
spective of graph theory, from different aspects. As 
far as we know, there is no such extensive review in 
previous studies. Also, due to data recording prob-
lems in young age groups, studies that examine these 
groups are limited. Therefore, the various aspects of 
brain communication related to the age group under 
18 years have not been well investigated.

In this study, we evaluate brain differences in the 
three age groups including 8 to 15 years, 25 to 35 
years, and 45 to 75 years, using lifespan pilot data 
from the Human Connectome Project (HCP). We 
have also used machine learning techniques based on 
selecting the most relevant features with age changes 
through employing a statistical test and Fisher score 
feature selection and support vector machine (SVM), 
decision tree (DT), and k nearest neighbors (KNN) 
classifiers.

The remaining sections of this paper will describe 
the characteristics of the participants and fMRI data 
acquisition procedures. Then, the steps for fMRI data 
analysis, graph metrics calculation, feature selection, 
and classification will be fully explained. Finally, the 
obtained results will be reported and discussed.

We organized our study into four sections, includ-
ing Introduction, Materials and Methods (data details 
and methodology), Results (our findings), and Dis-
cussion (Review of the results and compare with past 
work).

Materials and methods

The overall procedure is illustrated in Fig.  1. The 
analysis steps are explained in the following sections.

Subjects

This study includes a total of 40 subjects from the 
resting state fMRI data of the Human Connectome 
project (HCP). The dataset consists of two parts: 
Lifespan pilot fMRI data, including 27 healthy sub-
jects and 13 subjects from 1200 Human Connec-
tome Project subjects identical in acquisition to the 
lifespan pilot set. Finally, the new category ranges 

from 8 to 15 years (n = 12; male = 4, female = 8), 
25 to 35 years (n = 18; male = 9, female = 9), and 
45 to 75 years (n  =  10; male  =  6, female  =  4). 
This collection of data is available to the public at 
https:// db. human conne ctome. org.

Data acquisition

The Lifespan pilot HCP data was acquired on a 3 
Tesla Siemens Connectome MRI scanner at Wash-
ington University. The resting state fMRI was 
acquired with a voxel resolution of 2 × 2 × 2  mm3, 
72 slices, flip angle = 52◦, multi-band factor = 8, 
and FOV= 810  ×  936  mm2. Each run was com-
posed of 420 frames using TR= 0.72 s and an echo 
time (TE) of 33.2 ms. The structural images were 
acquired using a high-resolution three-dimensional 
T1-weighted MPRAGE at a resolution of 0.8 mm 
isotropic voxels.

fMRI pre-processing

fMRI data from Human Connectome Project (HCP) 
[24] were analyzed using FEAT fMRI analysis option 
on FSL (FMRIB’s Software Library, www. fmrib. 
ox. ac. uk/ fsl) toolbox [14–16]. Images were pre-pro-
cessed in several steps, including motion correction 
using MCFLIRT [25] to refine the effects of head 
movements, spatial smoothing using a Gaussian filter 
with 5.0  mm3 full width at half maximum (FWHM), 
high-pass temporal filtering, non-brain elimination 
by brain extraction tool (BET), and mapping into the 
MNI space using FLIRT [18, 19].

Brain anatomical parcellation

The whole brain of each subject was divided into 116 
distinct brain structures (regions of interest (ROIs)) 
with the Automated Anatomical Labeling (AAL) 
atlas, which includes cortical and subcortical regions 
from 1 to 90 and also cerebellar areas of 91 to 116 
[26]. Each 116 brain region contains a number of 
voxels, and by averaging the BOLD time series of 
these voxels, the region’s representing time series will 
be obtained. Fig. 2 shows some examples of several 
regional time series.

https://db.humanconnectome.org
http://www.fmrib.ox.ac.uk/fsl
http://www.fmrib.ox.ac.uk/fsl
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Pearson correlation coefficients

Pearson correlation was used to calculate the rela-
tionship between every two time series of 116 brain 
regions for the construction of functional connec-
tivity networks. The Pearson correlation coefficient 
(CC) between two time series (x and y) is [27]:

Therefore, the correlation matrix of 116 × 116 of 
each subject can be obtained. The created functional 
connectivity matrix is considered a graph, and each 
of the 116 brain regions is considered nodes of this 

(1)CC =

∑

k

�

x(k) − x
��

y(k) − y
�

√

Var(x)Var(y)

Fig. 1  Scheme of the pro-
posed analyses steps
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graph and the calculated Pearson correlation coef-
ficients are expressed as a measure of connectivity 
between regions.

Adjacency matrices thresholding

Most graph metrics require sparse graphs [12, 22]. 
Therefore, in the functional connectivity graph, it is 
necessary to remove noisy and insignificant infor-
mation that has low weights and is considered weak 
connectivity. Hence, functional connectivity matrices 
were thresholded by preserving a proportion of the 
strongest connections. In the process of reconstruct-
ing the networks of functional connectivity in the 
brain, this technique is used to ensure equal density 
between different groups.

In this method, called proportional thresholding, m% 
of the strongest connections are maintained in the adja-
cency matrix, and the other connections are removed. 
In fact, a kind of connection density matching is cre-
ated that is necessary to compare the characteristics of 
the network in different groups [28]. Thus, the propor-
tional threshold (TH) values are based on the propor-
tion of preserved links to the total number of links [29]. 
Proportional thresholding values were employed by 

preserving 0.02–0.5 of the strongest connections with a 
step size of 0.01. It should be noted that, after the analy-
sis, we found that the other thresholds do not provide 
useful information, and this threshold range is consid-
ered to reduce the computational cost.

Forty-nine thresholded networks were obtained 
corresponding to each weighted network due to the 
selected thresholding range. Finally, each thresholded 
network was converted to a binary matrix by replac-
ing the elements which were non-zero to 1 and 0 
otherwise.

Graph-theoretical measures

Graph measures were evaluated according to sev-
eral perspectives, including functional segrega-
tion, functional integration, and centrality [29–31]. 
Functional segregation examines the brain’s ability 
to perform specialized processes within densely 
interconnected areas. Functional integration exam-
ines the brain’s efficiency in combining informa-
tion from different domains. Centrality measures 
can assess the importance of a node in terms of 
interaction with other nodes.

Fig. 2  Time series rep-
resentation of two brain 
region for two representa-
tive participants. Right 
Cuneus area of a young 
subject (CUN.R)(Red 
Chart), Right Cuneus area 
of an old subject (CUN.R)
(Green Chart), Right Heschl 
gyrus of a young subject 
(HES.R)(Blue Chart), and 
Right Heschl gyrus of a 
old subject (HES.R)(Black 
Chart)
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In this study, in terms of functional segregation, 
global graph measures including modularity [32, 33], 
mean clustering coefficient [33, 34], mean local effi-
ciency [35], and transitivity [34] were examined. As 
a measure of functional integration, global efficiency 
and characteristic path length [36, 37] were evaluated. 
Small world networks [38, 39] and assortativity meas-
ures were also calculated as other global measures.

For local measures, degree [40], betweenness cen-
trality [33], K-coreness centrality [41], sub-graph cen-
trality, Eigenvector centrality [42], local efficiency, 
participation coefficient [43], diversity, and node 
strength were calculated. These features were calcu-
lated using the BCT and GraphVar toolbox [37, 44].

Thus, 49 functional connectivity measures were 
obtained for each subject, and for each of these 
measures, one global value and 116 (number of 
ROIs) local values were obtained.

Statistical tests

After extracting the brain network measures, the 
Kruskal-Wallis test [45, 46] with  correction by 
using  false discovery  rate  (FDR) was employed to 
determine the significant differences between the 
three groups in global and local measures. The 
Kruskal-Wallis test is a popular nonparametric 
method that assesses the differences among three 
or more independently sampled groups when the 
distribution of the data is not normal. To draw 
conclusions about the differences among the three 
groups, a post hoc Mann-Whitney U test was per-
formed using the Holm-Bonferroni method, which 
aligns with the Kruskal-Wallis testing approach.

The discriminative graph measures identified 
based on the corresponding resulted p values with a 
significance level of 0.05 (with FDR-correction). We 
considered a region to be discriminative between the 
three groups (8–15 years, 25–35 years, 45–75 years) 
if the brain regions were significantly different over 
more than half of the binary graphs (more than 24).

Feature ranking and classification

We ranked the features using two methods. The first 
method was using Kruskal-Wallis statistical test, which 
the features were sorted in ascending order based on p 

value, and in the feature selection process, features with 
the lowest p value were selected.

In the second method, we used the Fisher score 
[47–49] to identify the best measures among all fea-
tures. We tested several feature ranking methods, 
including RelifF [50], mRMR [51], and Fisher score. 
Finally, we chose the Fisher score because it leads to 
the best results in classification accuracy. Fisher score 
shows the distinction power of each feature by deter-
mining a score for each feature. Fisher score can be 
derived from the following statement:

That m and σ are the mean and standard deviation 
in the whole data set, and mi and σi are the mean and 
the standard deviation of the features in each class. 
Also, C is the number of classes, i is the label of each 
class, and ni is the number of subjects in class i. The 
larger Fisher score shows a greater ability to distin-
guish between classes.

In this study, three classifications including support 
vector machine (SVM) with linear kernel function with 
various parameters [52, 53], decision tree (DT) [54], 
and k nearest neighbors (KNN) [55] have been used to 
classify the three mentioned age groups. SVM is gener-
ally proposed for the classification of two classes, but 
we have generalized it to the three-class mode with a 
one vs. one approach.

The K-fold method [56] with k = 10 has been used 
as a cross-validation method in the three-class mode 
to evaluate the performance of classification. In this 
method, in each run, the feature set is divided into 
ten parts, and one of the ten parts is used as test data, 
and the remaining nine parts are used as training data. 
Finally, the most repetitive features common to the ten 
steps of cross-validation in the training step were intro-
duced as distinctive features.

Result

In this research, Kruskal-Wallis test and Fisher score 
were employed on graph measures obtained from 
binary adjacency matrices to distinguish three age 
groups. The analysis results are described in the fol-
lowing sections.

(2)fisher − score =

∑c

i=1
ni(mi − m)2

∑c

i=1
ni�i

2
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Statistical analysis of global graph characteristics

To examine the significant differences in the global 
measures, in 2 to 50% of the strongest connection, we 
have analyzed the values of the graph characteristics 
obtained from three different groups by Kruskal-Wal-
lis test and report as follows:

Global efficiency: The ability to integrate informa-
tion into brain areas can be assessed by global effi-
ciency [57]. High-level functions, such as executive 
functions that require integrating information from 
different sources, benefit from global network effi-
ciency [58]. The global efficiency was significantly 
different in 19–28% of preserved strongest weights, 
and the lowest p value is at TH= 25% and equal to 
0.0181. Other thresholds that are statistically signifi-
cant are shown in Fig. 3a. We observe a decrease in 
global efficiency with age. Between the ages of 8 and 
15, shown in the red chart, the highest global effi-
ciency is observed, followed by a decrease in young 
people, and finally, the lowest in the middle-aged and 
older groups. Some studies have confirmed a decline 
in global efficiency with age [58, 59]. Most studies 
have examined the changes in brain networks in a 
specific age range (for example, middle-aged and old 
[59]), but, a wider age range has been considered in 
this study.

Transitivity: Transitivity as a network segregation 
metric was statistically significant in most thresh-
olds. We observed significantly different over a wide 
range of proportional thresholding from TH = 0.12 
to 0.27 (the lowest p value is at TH= 0.15 and equal 
to 0.0309). As shown in Fig. 3b, we see an increase 
in transitivity with age. In the ages of 8 to 15 years, 
which is shown by the red chart, the lowest amount 
of transitivity is observed, and then this amount 
increases slightly in young people in the age group 
of 25 to 35, and finally, the highest amount belongs 
to the middle-aged and old group. The higher value 
of transitivity represents greater specialization of the 
brain. Some studies confirm our findings about the 
increasing trend of transitivity with age [59].

Small-worldness: We had significant differences in 
the small-worldness over the binary graphs in some 
thresholds (p = 0.0534 at TH = 0.29, p = 0.0299 at 
TH = 0.3, p = 0.034 at TH = 0.32, p = 0.0406 at TH 
= 0.33, p = 0.0374 at TH = 0.35, p = 0.0275 at TH = 
0.36, p = 0.0240 at TH = 0.37). The small-worldness 
can be a measure of increased information transfer 
speed and processing efficiency [40]. Therefore, the 
differences in the properties of the small world dur-
ing different age periods can be justified. In many of 
the mentioned thresholds, the values of the mentioned 
features were lower in the elderly group, which can be 

Fig. 3  Changes in global efficiency and transitivity with age 
changes. The red chart is for the child and adolescent age 
group, the blue chart is for the young age group, and the black 
chart is for the middle-aged and older age group. a Inves-
tigation of changes in global efficiency in three different age 

groups in at TH = 2 to 50%. The highest value of the global 
efficiency was observed in children and adolescents. b Inves-
tigation of changes in transitivity in three different age groups 
in at TH = 2 to 50%. The highest value of the transitivity was 
observed in middle-aged and older age group
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justified by the decrease in the efficiency and speed of 
processing in old age.

Other global measures: The other global measures 
obtained did not differ significantly in any of the pro-
portional thresholds. For example, modular structure, 
which is one of the measures of functional segrega-
tion, is obtained using the Louvian algorithm [60], 
a fast algorithm for module detection in weighted 
or binary functional networks. This algorithm has a 
random phase (greedy optimization), so to select the 
best case, this algorithm was applied 100 times for 
each binary network and the structure equivalent to 
the maximum modularity value was reported. But 
no significant difference was observed between the 
groups. Modularity (lowest p value was p > 0.0619 
at TH = 0.12), assortastivity (p > 0.098 at TH = 0.07), 
characteristic path length (p > 0.081 at TH = 0.12), 
and clustering coefficient (p > 0.093 at TH = 0.13) 
were obtained from the analysis.

Statistical analysis of local graph characteristics

Brain areas often interact with many other areas, 
which plays a key role in network resilience to age 
changes or disease. Several centrality measures were 
calculated as local features in each brain area to iden-
tify these important areas.

The results of statistical analyses of local meas-
ures are shown in Table 1. It should be noted that 
these results show brain regions that have been 
able to be localized on over more than half of the 
thresholded matrices (i.e., thresholded matrices 
from 2 to 50% of strongest connections) make a 
significant difference in groups. Post hoc Mann-
Whitney U tests (corresponding to the Kruskal-
Wallis test) were applied to identify significant dif-
ferences between pairs of groups. The comparison 
between some local measures, between three differ-
ent groups, is shown in the Fig. 4.

We identified the brain regions which could dif-
ferentiate between three groups in many local graph 
measures, including right middle frontal gyrus 
(MFG.L), right amygdala (AMYG.R), paracentral 
lobule (PCL.L), putamen (PUT.R), temporal pole: 
middle temporal gyrus (TPOmid.R), and the infe-
rior temporal gyrus (ITG.R). All of the significant 
regions between the three groups in all network 
measures are shown in Fig. 5.

Classification

The purpose of the present study was to investigate 
brain regions and graph measures that were differ-
ent in resting state fMRI data in the three age groups 
using AAL atlas. Also, this study aimed to distinguish 
different age groups to assess the strength of relevant 
network measures in separating groups using machine 
learning techniques.

For local features, by employing tenfold cross-vali-
dation, we divide the data set into ten parts each time, 
with one part for testing data and the other for train-
ing data, so that the testing folds encompass all three 
age groups. We used two feature selection techniques: 
Kruskal-Wallis statistical test and Fisher score. Dif-
ferent sets of top features (up to ten features to avoid 
over-fitting) were selected for training and testing of 
the KNN, DT, and SVM classifiers.

The best result of the classification for local meas-
ures is reported in Table  2, which was achieved by 
the different number of ranked features. The highest 
accuracy was obtained by the combination of Fisher 
score and decision tree classifier and was equal to 
82.2%. This accuracy was obtained using the proper-
ties including Local efficiency, K-coreness centrality, 
Strength, Degree, and Eigen-vector centrality meas-
ured in the regions of the anterior cingulate gyrus, 
left median cingulate gyrus, right putamen, and right 
precuneus. These measures in their corresponding 
regions are expressed as discriminative features and 
informative brain regions that are associated with 
age-related changes. The Confusion Matrices for the 
feature selection method/classification method pairs 
that show highest performance are shown in Fig. 6.

The classification performance for any local graph 
measure was also computed, and the best achieved 
classification performances are reported in Table  3. 
These calculations were done to investigate the dis-
criminatory power of every individual local graph 
measure between the three mentioned age groups. 
Also, brain areas that had the most repetition in the 
feature selection process were reported.

According to Table  3, areas including right puta-
men, amygdala, hippocampus, percuneus, anterior 
cingulate gyrus, right inferior temporal gyrus, cerebral 
cortex, temporal pole: middle temporal gyrus, right 
middle temporal gyrus, and left inferior parietal have 
been repeated many times in feature selection process.



5311GeroScience (2024) 46:5303–5320 

1 3
Vol.: (0123456789)

Table 1  Significant regions between three age groups in the range of 0.02–0.49 of TH values

ROI degree Betweenness 
centrality

K-coreness 
centrality

Subgraph 
centrality

Eigenvector 
centrality

Local effi-
ciency

Participation 
coefficient

Diversity Strength

2 p = 0.0098
(0.49)

7 p = 0.017
(0.38)

p = 0.002
(0.19)

p = 0.017
(0.38)

8 p = 003
(0.24)

p = 0.009
(0.39)

p = 5.3e−4

(0.15)
p = 003
(0.24)

20 p = 0.0117
(0.21)

p = 0.008
(0.06)

p = 0.008
(0.35)

p = 0.0020
(0.26)

p = 0.0117
(0.21)

34 p = 0.0134
(0.38)

p = 0.0051
(0.18)

p = 0.0134
(0.38)

38 p = 0.004
(0.44)

p = 0.0018
(0.38)

p = 0.0065
(0.38)

p = 0.004
(0.44)

40 p = 0.0012
(0.23)

42 p = 0.0010
(0.5)

p = 0.0012
(0.45)

p = 0.019
(0.5)

p = 0.0046
(0.42)

p = 0.0085
(0.40)

p = 0.0010
(0.5)

43 p = 0.0045
(0.3)

44 p = 0.0012
(0.24)

45 p = 0.0119
(0.1)

46 p = 0.0010
(0.07)

50 p = 6.0e−4

(0.07)
p = 8.6e−5

(0.07)
p = 1.4e−4

(0.08)
p ≈ 0
(0.07)

52 p = 0.0023
(0.24)

57 p = 0.0014
(0.1)

p = 0.0019
(0.49)

61 p = 8.1e−4

(0.28)
p = 9.5e−4

(0.14)
p = 0.015
(0.21)

p = 0.0174
(0.26)

p ≈ 0
(0.28)

62 p = 7.1e−4

(0.36)
p = 0.001
(0.36)

p ≈ 0
(0.36)

67 p = 0.005
(0.16)

p = 7.5e−4

(0.05)
p = 0.005
(0.16)

69 p = 0.0104
(0.14)

p = 0.0012
(0.33)

p = 0.0049
(0.07)

p = 0.018
(0.24)

p = 0.0104
(0.14)

71 p = 0.0054
(0.41)

p = 0.001
(0.39)

p = 0.028
(0.22)

p = 0.0054
(0.41)

73 p = 0.0027
(0.39)

p = 1.2e−4

(0.31)
p = 0.0031
(0.36)

p = 0.008
(0.11)

p = 0.0027
(0.39)

74 p = 3.4e−4

(0.21)
p = 4.03e−5

(0.18)
p = 3.0e−4

(0.23)
p = 0.002
(0.12)

p = 0.0067
(0.38)

p = 1.3  e−4

(0.21)
p = 7.8e−5

(0.21)
p ≈ 0
(many TH)

76 p = 0.0133
(0.37)

p = 0.0133
(0.37)

77 p = 0.0075
(0.14)

86 p = 0.004
(0.27)

p = 1.04  e−4

(0.3)
p = 3.9e−4

(0.19)
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Table 1  (continued)

ROI degree Betweenness 
centrality

K-coreness 
centrality

Subgraph 
centrality

Eigenvector 
centrality

Local effi-
ciency

Participation 
coefficient

Diversity Strength

88 p = 0.002
(0.06)

p = 2.9e−4

(0.08)
p = 0.001
(0.07)

90 p = 2.4e−4

(0.21)
p = 0.0022
(0.35)

p = 0.0033
(0.27)

92 p = 0.0120
(0.1)

p = 0.0013
(0.2)

p = 0.0120
(0.1)

98 p = 0.0034
(0.35)

100 p = 0.012
(0.34)

These regions were significantly different between the three groups in more than half of the thresholds. The minimum p value and 
corresponding threshold for each ROI (FDR-corrected, p < 0.05)

Fig. 4  Comparison of the local measures between three age groups. Data are mean ± SEM. Significant p values from Kruskal–Wal-
lis with Bonferroni post hoc test are indicated (*p < 0.05, **p < 0.01, ***p < 0.001)

Fig. 5  Significant regions 
in all graph measures 
between the three groups
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It can be seen from Table  3 that the best accu-
racy of 80% was achieved by the individual local 
measures, including k-coreness centrality and local 
efficiency, using both the feature extraction method 
and the decision tree classifier. These results dem-
onstrate the high power of a single k-coreness 

centrality and local efficiency features in differenti-
ating different age groups.

For global measures, as shown in Table  4, the 
performance of 62.5% was achieved through two 
features of global efficiency and transitivity among 
all global features. This performance was achieved 

Table 2  Classification 
performance of the optimal 
set of ordered features 
using the fisher score and 
Kruskal–Wallis test for all 
local measures

Classifier TH ACC(%) ROI

Fisher score SVM 0.21 77.03% Local efficiency (ACG.L, ACG.R)
K-coreness (DCG.L, PCUN.R)
Strength (ACG.R)
Eigenvector centrality (Degree (ACG.R)

KNN 0.18 70.55% Participation coefficient (PUT.R, MTG.R, ITG.R)
Degree (PUT.R)
Strength (PUT.R)

DT 0.08 82.22% Local efficiency (ACG.L, ACG.R)
K-coreness (DCG.L, PCUN.R)
Strength (PUT.R)
Degree (ACG.R)
Eigenvector centrality (ACG.R)

Kruskal–Wallis SVM 0.23 76.66% Local efficiency (PHG.R, ITG.R)
Participation coefficient (PUT.R)
Diversity (DCG.L, PUT.R, TPOsup.L, MTG.R)

KNN 0.21 80% Local efficiency (PHG.R, ITG.R)
Participation coefficient (PUT.R)
Diversity (DCG.L, PUT.R, TPOsup.L, MTG.R)

DT 0.07 67/77% Local efficiency (ACG.L)
K-coreness (DCG.L, PCUN.R)
Strength (ACG.R, PUT.R)
Eigenvector centrality (ACG.R)

Fig. 6  Confusion matrices for the feature selection /classification method pairs that show highest performance
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in combination of Fisher score and decision tree 
classifier in TH = 0.18.

Discussion

This study aimed to investigate the changes in the 
topological characteristics of functional networks 
obtained from resting state fMRI data in three dif-
ferent age groups: 8 to 15 years, 25 to 35 years, and 
45 to 75 years. By applying a 116-regional atlas and 
then calculating the Pearson correlation between 

pairs of regions, brain networks were constructed 
and examined which graph features could distin-
guish between the three groups.

Amongst the global measures, global efficiency 
showed a significant difference between age groups 
in most of the applied thresholds, and we demon-
strate a decreasing trend with age. Older adults and 
middle-aged adults had the lowest global efficiency 
levels, and these values were higher in young peo-
ple and children and adolescents. Global efficiency 
is a tool for assessing functional integrity and infor-
mation transfer at the global level of the brain [61]. 

Table 3  The results of the classification calculated using each of the local measures with Fisher score and Kruskal–Wallis test. The 
brain areas were parcellated by AAL atlas and labeled with numbers 1 to 116

Feature selection method Graph measures DT KNN SVM

Fisher score Degree ACC = 62.5%
TH = 0.38
ROI = 42, 45, 61, 62, 73, 

74, 86, 92

ACC = 65.37%
TH = 0.1
ROI = 7, 32, 38, 73, 88, 

92, 100

ACC = 68.14%
TH = 0.06
ROI = 6, 26, 32, 38, 88, 

100
Betweenness centrality ACC = 65.3%

TH = 0.21
ROI = 14, 57, 74, 90

ACC = 70.92%
TH = 0.48
ROI = 41, 73, 74, 97, 98

ACC = 70.92%
TH = 0.18
ROI = 60, 61, 73, 74, 92

k-coreness centrality ACC = 80%
TH = 0.36
ROI = 42, 43, 45, 61, 73, 

74, 92

ACC = 71.4%
TH = 0.03
ROI = 31, 32, 38, 67, 69

ACC = 74.81%
TH = 0.31
ROI = 42, 43, 45, 74, 86, 

92, 100
Subgraph centrality ACC = 64.4%

TH = 0.08
ROI = 42, 43, 73, 88, 92

ACC = 64.4%
TH = 0.36
ROI = 2, 26, 61, 62, 66

ACC = 62.5%
TH = 0.03
ROI = 41, 43, 44, 67, 75, 

84, 100
Eigenvector centrality ACC = 60.73%

TH = 0.18
ROI = 38, 50, 51, 74, 

88, 92

ACC = 62.5%
TH = 0.03
ROI = 32, 38, 50, 98

ACC = 62.5%
TH = 0.04
ROI = 32, 38, 46, 50, 

67, 98
Local efficiency ACC = 80%

TH = 0.21
ROI = 8, 56, 60, 73, 

74, 92

ACC = 74.81%
TH = 0.04
ROI = 26, 31, 32, 50, 

60, 68

ACC = 80%
TH = 0.04
ROI = 26, 31, 32, 50, 

60, 68
Participation coefficient ACC = 68.14%

TH = 0.4
ROI = 2, 42, 73, 74, 86, 

90

ACC = 74.25%
TH = 0.39
ROI = 14, 73, 74, 76, 84, 

86, 90

ACC = 71.4%
TH = 0.41
ROI = 42, 74, 84, 86, 90

Diversity ACC = 70.92%
TH = 0.21
ROI = 8, 11, 32, 33, 86, 

89

ACC = 64.4%
TH = 0.25
ROI = 11, 74, 86, 89, 90

ACC = 72.4%
TH = 0.18
ROI = 11, 33, 85, 86, 89

Strength ACC = 62.5%
TH = 0.38
ROI = 42, 45, 61, 62, 73, 

74, 86, 92

ACC = 65.37%
TH = 10
ROI = 7, 32, 38, 73, 88, 

92, 100

ACC = 68.14%
TH = 0.06
ROI = 6, 26, 32, 38, 88, 

100
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Networks can increase their efficiency by randomi-
zation. By randomizing the network, an increase in 
randomized information can reduce the path length 
and thus increase the global efficiency of the net-
work. Our results are consistent with previous stud-
ies showing a reduction in global efficiency [61, 
62].

In contrast, transitivity increased with age. Transitivity 
is a measure of network segregation, which is character-
istic of specialized processing and quantifies the presence 
of interconnected groups in a brain network model [63, 
64]. Children and adolescents showed the lowest levels of 
transitivity, and these values showed an increasing trend 
in the youth, middle-aged, and old groups, respectively.

ROI: 6—Frontal_Sup_Orb_R, ROI: 8—Frontal_Mid_R, ROI: 11—Frontal_Inf_Oper_L, ROI: 26—Frontal_Mid_Orb_R, ROI: 30—
Insula_R, ROI: 31—Cingulum_Ant_L, ROI: 32—Cingulum_Ant_R, ROI: 33—Cingulum_Mid_L, ROI: 38—Hippocampus_R, 
ROI: 41—Amygdala_L, ROI: 42—Amygdala_R, ROI: 43—Calcarine_L, ROI: 45—Cuneus_L, ROI: 50—Occipital_Sup_R, ROI: 
56—Fusiform_R, ROI: 60—Parietal_Sup_R, ROI: 61—Parietal_Inf_L, ROI: 67—Precuneus_L, ROI: 73—Putamen_L, ROI: 74—
Putamen_R, ROI: 84—Temporal_Pole_Sup_R, ROI: 85—Temporal_Mid_L, ROI: 86—Temporal_Mid_R, ROI: 88—Temporal_
Pole_Mid_R, ROI: 89—Temporal_Inf_L, ROI: 90—Temporal_Inf_R, ROI: 92—cereblm_crusl_R, ROI: 100—cerebellum_6_R

Table 3  (continued)

Feature selection method Graph measures DT KNN SVM

Kruskal–Wallis Degree ACC = 65.37%
TH = 0.38
ROI = 42, 45, 50, 61, 62, 

73, 74, 92

ACC = 66.29%
TH = 0.09
ROI = 6, 32, 50, 74, 88, 

100

ACC = 67.77%
TH = 0.09
ROI = 6, 32, 50, 88, 92, 

100

Betweenness centrality ACC = 70.92
TH = 0.14
ROI = 8, 57, 61, 73, 74

ACC = 76.11%
TH = 0.31
ROI = 30, 61, 73, 74, 98

ACC = 71.4%
TH = 0.16
ROI = 8, 61, 73, 74

k-coreness centrality ACC = 80%
TH = 0.36
ROI = 45, 67, 74, 88

ACC = 69.6%
TH = 0.05
ROI = 31, 32, 38, 60, 67

ACC = 74.25%
TH = 0.03
ROI = 31, 32, 67

Sub graph centrality ACC = 60.73%
TH = 0.03
ROI = 31, 32, 50, 61, 69

ACC = 64.4%
TH = 0.08
ROI = 43, 50, 69, 88, 

90, 98

ACC = 54.62%
TH = 0.20
ROI = 43, 61, 69

Eigenvector centrality ACC = 69.6%
TH = 0.10
ROI = 38, 50, 62, 74, 

88, 92

ACC = 69.6%
TH = 0.03
ROI = 6, 31, 32, 50, 

62, 75

ACC = 64.4%
TH = 0.06
ROI = 6, 50, 88

Local efficiency ACC = 80%
TH = 0.23
ROI = 8, 74, 90

ACC = 75.18%
TH = 0.04
ROI = 26, 31, 32, 60, 67

ACC = 77.59%
TH = 0.23
ROI = 8, 74, 90

Participation coefficient ACC = 69.6%
TH = 0.03
ROI = 8, 41, 42, 74, 84, 

88, 90

ACC = 69.6%
TH = 0.31
ROI = 8, 74, 86, 90

ACC = 75.18%
TH = 0.19
ROI = 74, 86, 90

Diversity ACC = 70.92%
TH = 0.22
ROI = 33, 74, 85, 86

ACC = 68.14%
TH = 0.21
ROI = 8, 33, 74, 76, 86

ACC = 71.4%
TH = 0.21
ROI = 74, 85, 86, 89

Strength ACC = 65.37%
TH = 0.38
ROI = 42, 45, 50, 61, 62, 

73, 74, 92

ACC = 66.29%
TH = 0.09
ROI = 6, 32, 50, 74, 88, 

100

ACC = 67.77%
TH = 0.09
ROI = 6, 32, 50, 88, 92, 

100
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Small world property was observed in the brain 
networks of all age groups. Small world phenom-
enon indicates an increase in the speed of information 
transfer and processing efficiency [40]. These val-
ues showed significant differences between the three 
groups in several TH.

Regarding the extracted local measures, signifi-
cant differences were observed between the groups on 
most centrality measures, including k-coreness cen-
trality, subgraph centrality, and degree. High degree 
areas are functionally related to many other areas of 
the brain [11]. In fact, a higher degree indicates areas 
that are connected to more areas [33].

The k-coreness centrality identifies sub-graph with 
high centrality that are denser with a greater number of 
distinct paths between connected regions. This helps to 
provide a platform for choosing more appropriate path 
for information transfer [65]. The subgraph centrality 
also indicates the nodes participation degree in all net-
work subgraphs.

Region of left middle frontal gyrus (MFG.L), 
right amygdala (AMYG.R), left paracentral lobule 
(PCL.L), right putamen (PUT.R), temporal pole: mid-
dle temporal gyrus (TPOmid.R), and inferior tempo-
ral gyrus (ITG.R) from AAL atlas are brain regions 
that have shown significant differences between 
groups in most graph measures.

The medial frontal gyrus is an area associated with 
high-level executive functions and decision-mak-
ing processes [66]. Studies have shown age-related 
decreases in the activation of the prefrontal regions 

including medial frontal gyrus. The amygdala plays 
an important role in learning, decision making, and 
processing of memory and emotional regulation [67]. 
In previous studies comparing young adults and older 
adults, it was shown that at older ages, greater func-
tional connectivity between the right amygdala and 
ventral anterior cingulate cortex was observed, prob-
ably reflecting increased emotional regulation [68].

The paracentral lobe controls the motor and sen-
sory nerves of the lower limb and is also responsible 
for control of defecation and urination. Our findings 
were compatible with prior reports showing that the 
topological properties of a number of regions, such 
as the paracentral lobe, changed significantly from 
young adulthood to late adulthood [69].

The main function of the right putamen is in motor 
skills and types of learning. Putamen has been reported 
frequently in many neurodegenerative diseases. This 
area plays an important role in perception and is part of 
the motor apparatus that begins to function to act and do 
something. Significant differences in the graph measures, 
including local efficiency and betweenness centrality of 
putamen between healthy controls (HC), mild cogni-
tive impairment (MCI), and Alzheimer’s disease groups 
(AD), have been shown in Khazaee et al. study [70].

The temporal pole in the right middle temporal gyrus 
is responsible for face perception. The inferior temporal 
gyrus is also responsible for processing auditory informa-
tion, understanding language, and organization. Memory 
function, motor abilities, cognition, and learning decrease 
with age. The areas identified by the study emphasize this 

Table 4  Classification performances of the optimal sets of global features

The best features in the feature selection process along with the obtained accuracy and the selected threshold are displayed in the 
table.

DT KNN SVM

Fisher score ACC = 62.5%
TH = 0.18
(global efficiency, transitivity)

ACC = 60.73%
TH = 0.38
(global efficiency, transitivity, small_world-

ness)

ACC = 54.62%
TH = 0.2
(global 

efficiency, 
transitivity, 
mean local 
efficiency)

Kruskal–Wallis ACC = 58.33%
TH = 0.18
(transitivity)

ACC = 57.4%
TH = 0.21
(global efficiency, transitivity)

ACC = 58.33%
TH = 0.7
(global 

efficiency, 
transitivity, 
small_world-
ness)
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decreasing trend with age. Our results are consistent with 
previous studies on changes in these areas.

In addition, this study aimed to distinguish 
between age groups to assess the strength of relevant 
graph measures in separating the three groups using 
machine learning approaches. The best classifica-
tion performance was obtained using feature selec-
tion with Fisher score and DT classifier. This accu-
racy was equal to 82.22%. The reported accuracy is 
a cross-validation accuracy on a single dataset, and it 
is suggested to evaluate the analyses on larger data-
sets that are not used in any way during the classifier 
optimization process. Frequent areas in the decision-
making process were anterior cingulate gyrus (ROI: 
31,32), median cingulate gyrus (POI: 33), parahip-
pocampal gyrus (ROI: 40), right precuneus (ROI: 
68), right putamen (ROI: 74), temporal pole: superior 
temporal gyrus (ROI: 83), middle temporal gyrus 
(ROI: 86), and inferior temporal gyrus (ROI: 90). 
These areas were reported to be significantly different 
in various network measures several times.

Parahippocampal gyrus plays an important role in 
encrypting and retrieving memory. This area is part of 
the cortex gray matter that surrounds the hippocam-
pus and is part of the limbic system. The right middle 
temporal lobe is also involved in reading comprehen-
sion. According to the findings of previous studies, 
these areas also change with age [71]. Aging is asso-
ciated with cognitive impairment and brain functions 
such as those involved in attention, memory, motor 
control, and emotional control [72].

The classification performance for any individ-
ual local measure was also computed to investigate 
the discriminatory power of single local measures 
between three age groups. Graph measures including 
local efficiency, participation coefficient, diversity, 
and betweenness centrality have the greatest ability to 
differentiate and change between different age groups.

Areas including right putamen, amygdala, hip-
pocampus, precuneus, anterior cingulate gyrus, superior 
occipital gyrus, right inferior temporal gyrus, cerebral 
cortex, temporal pole: middle temporal gyrus, middle 
temporal gyrus, and left inferior parietal are frequently 
repeated in important area. These areas have been iden-
tified in previous studies as age-varying areas [73, 74].

This research, however, is subject to some limita-
tions including: first, due to variable health conditions 
associated with aging (e.g., brain amyloid status), a 
larger sample size is needed to draw more precise 

conclusions. Second, it should be noted that differences 
in spontaneous thoughts during fMRI acquisition may 
exist between different age groups. Third, the existence 
of intergenerational differences that may confound the 
results of neuroimaging research—especially in non-
longitudinal studies.

For future studies, according to our results for local 
graph measures, it is also useful to evaluate graph 
measures at the voxel scale using large numbers of sub-
jects. In addition, there are many methods for threshold-
ing and determining the range of thresholds that can be 
used in future studies. Moreover, finding the optimal 
value of the thresholding can be investigated. Also, 
BOLD time series is a nonlinear signal in nature. Thus, 
the use of a nonlinear measure of connectivity can lead 
to more accurate results. Also, there are several key 
areas that warrant additional exploration. Firstly, we 
emphasize the importance of this study in informing the 
clinical trials design, particularly in terms of grouping 
participants based on resting state functional connectiv-
ity (RSFC). Additionally, future research should focus 
on the development of closed-loop interventions aimed 
at regulating RSFC, the neurophysiological prognosis 
of aging-related cognitive decline, and the association 
between fMRI-based metrics and EEG-based metrics 
for the ease of testing and data acquisition.

Conclusion

We employed an exploratory functional connectivity 
measure on the resting state fMRI data comprising 
three age groups to construct the corresponding brain 
network. The graph measures were extracted from the 
binary adjacency matrices. The Kruskal-Wallis test 
and the Fisher score were then used for selecting the 
best subset of features. The results showed that global 
efficiency and transitivity were significantly differ-
ent between age groups in most of the thresholds. We 
also identified a subset of brain areas that showed sig-
nificant differences between the three groups in most 
local network properties. In accordance with our find-
ings, it seems that regions like amygdala, putamen, 
hippocampus, precuneus, inferior temporal gyrus, 
anterior cingulate gyrus, and middle temporal gyrus 
are the brain regions involved in age-related brain 
changes. Graph measures were also used for classifica-
tion, employing different classification methods. The 
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best classification accuracy was 82.2% using decision 
tree classifier and feature selection with Fisher score.
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