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Predicting ground vibration 
during rock blasting using 
relevance vector machine improved 
with dual kernels and metaheuristic 
algorithms
Yewuhalashet Fissha 1,2*, Jitendra Khatti 3*, Hajime Ikeda 4, Kamaldeep Singh Grover 3, 
Narihiro Owada 1, Hisatoshi Toriya 1, Tsuyoshi Adachi 1 & Youhei Kawamura 5

The ground vibration caused by rock blasting is an extremely hazardous outcome of the blasting 
operation. Blasting activity has detrimental effects on both the ecology and the human population 
living in proximity to the area. Evaluating the magnitude of blasting vibrations requires careful 
evaluation of the peak particle velocity (PPV) as a fundamental and essential parameter for 
quantifying vibration velocity. Therefore, this study employs models using the relevance vector 
machine (RVM) approach for predicting the PPV resulting from quarry blasting. This investigation 
utilized the conventional and optimized RVM models for the first time in ground vibration prediction. 
This work compares thirty-three RVM models to choose the most efficient performance model. The 
following conclusions have been mapped from the outcomes of the several analyses. The performance 
evaluation of each RVM model demonstrates each model achieved a performance of more than 
0.85 during the testing phase, there was a strong correlation observed between the actual ground 
vibrations and the predicted ones. The analysis of performance metrics (RMSE = 21.2999 mm/s, 
16.2272 mm/s, R = 0.9175, PI = 1.59, IOA = 0.8239, IOS = 0.2541), score analysis (= 93), REC curve 
(= 6.85E−03, close to the actual, i.e., 0), curve fitting (= 1.05 close to best fit, i.e., 1), AD test (= 11.607 
close to the actual, i.e., 9.790), Wilcoxon test (= 95%), Uncertainty analysis (WCB = 0.0134), and 
computational cost (= 0.0180) demonstrate that PSO_DRVM model MD29 outperformed better than 
other RVM models in the testing phase. This study will help mining and civil engineers and blasting 
experts to select the best kernel function and its hyperparameters in estimating ground vibration 
during rock blasting project. In the context of the mining and civil industry, the application of this 
study offers significant potential for enhancing safety protocols and optimizing operational efficiency.

Keywords  Blasting, Genetic algorithm, Mining, Particle swarm optimization, PPV, Relevance vector 
machine
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ANFIS	� Adaptive neuro-fuzzy inference system
ANN-BR	� Bayesian regularization-based artificial neural network
AOC	� Area over the curve
B	� Burden
B/De	� Burden-to-diameter ratio
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B/S	� Burden-to-spacing
BF	� Bias factor
Bi	� Blastability Index
CAM	� Cosine amplitude method
CART​	� Classification and regression tree
CHIAD	� Chi-square automatic interaction detection
D	� Hole diameter
df	� Degree of freedom
DI	� Distance from the blast face
DPR	� Delay per row
E	� Young’s modulus
ELM	� Extreme learning machine
f	� Rock hardness
F	� F state
F Crit	� F critical
FA	� Firefly algorithm
FIS	� Fuzzy inference system
GEP	� Gene expression programming
G-LSSVM	� Gaussian kernel function-based LSSVM
H/B	� Stiffness ratio
HD	� Hole depth
HD/B	� Hole depth-to-burden ratio
HKM	� K-means clustering
HL	� Hole length
ICA	� Imperialist competitive algorithm
IOA	� Index of agreement
IOS	� Index of scatter
IQR	� Interquartile range
Js	� Joint spacing
L-LSSVM	� Linear kernel function-based LSSVM
LMI	� Legate and McCabe’s Index
LSSVM	� Least square support vector machine
LSTM	� Long short-term memory
MAE	� Mean absolute error
MAPE	� Mean absolute percentage error
Max.	� Maximum
MC	� Maximum charge per delay
Min.	� Minimum
MS	� Means square
MSSD	� Mean of the squared successive differences
N	� Number of rows
n	� Number of drilling holes
N	� Number of datapoints
N*	� Number of missing datapoints
NMBE	� Normalized mean bias error
NS	� Nash-Sutcliffe efficiency
PF	� Powder factor
PI	� Performance index
P-LSSVM	� Polynomial kernel function-based LSSVM
PPV	� Peak particle velocity
PSO	� Particle swarm optimization
Q	� Explosive weight
Q1	� First quartile
Q3	� Third quartile
R	� Correlation coefficient
R2	� Coefficient of determination
RD	� Rock density
REC	� Regression error characteristics curve
RF	� Random forest
RMR	� Rock mass rating
RMSE	� Root mean square error
ROC	� Receiver operating characteristic curve
RQD	� Rock quality designation
RSR	� Root mean square error to observation’s standard deviation ratio
RVM	� Relevance vector machine
S	� Spacing
SC	� Specific charge
SCA	� Sine Cosine Algorithm
SD	� Sub-drilling
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SD	� Scaling distance
SE	� Square error
SS	� Sum of squares
SSO	� Sparrow search optimization
ST	� Stemming
StDev	� Standard deviation
SVM	� Support vector machine
TC	� Total charge
TS	� Tensile strength
UCS	� Uniaxial compressive strength
VAF	� Variance accounted for
VIF	� Variance inflation factor
Vp	� P-wave velocity
WMAPE	� Weighted mean absolute percentage error
WOA	� Whale optimization algorithm
XGBoost	� Extreme gradient boosting

Rock blasting is a frequently used and economically efficient method in the context of mining and civil engineer-
ing activities. Blasting is a widely employed technique in mining for obtaining metal and non-metal resources, 
such as in hard rock mining excavation and quarrying. During quarry operations, the process of blasting entails 
the systematic drilling of many rows of blast holes, each following to certain requirements for stemming, spacing, 
burden, sub-drill, face angle, bench height, and hole diameter1,2.

Different researchers like Fissha et al.3, underlines approximately 20–30% of the energy generated by the 
explosion is efficiently used to fragment the rock during blasting. The remaining energy is wasted in various 
ways, including back break, blasting vibration, fly rock, and air overpressure. The events mentioned have diverse 
environmental impacts and provide challenges for those living near the area where blasting occurs (Fig. 1). 
Among these impacts, ground vibration is particularly significant4–6. This phenomenon has the potential to 

Fig. 1.   The favourable and unfavourable outcomes of rock blasting (Source:9).



4

Vol:.(1234567890)

Scientific Reports |        (2024) 14:20026  | https://doi.org/10.1038/s41598-024-70939-w

www.nature.com/scientificreports/

inflict harm on physical constructions and eventually impact the lives and belongings of individuals, especially 
in cases when the buildings and structures were not specifically engineered to withstand the immense devasta-
tion caused by the explosion7,8. Explosive-induced ground vibrations have an impact on the development of 
plants and may result in the loss of forested areas. It also causes ground and slope instabilities, posing a risk to 
the safety of persons involved in loading, drilling, and subsequent blasting activities. In addition, individuals 
residing or working in close vicinity to the explosion site may experience physical discomfort as well as stress 
because of ground vibrations.

Based on Hosseini et al.10, ground vibration is caused by the energy released during an explosion. The magni-
tude of the vibration is influenced by several variables, such as the quantity of explosives used, the composition 
of the rock being exploded, and the distance from the blast source. Lawal et al.11, state that the strength of the 
ground vibration caused by explosions is linked to both the factors that can be controlled and those that cannot 
be controlled during the blasting process. The adjustable parameters for blasting, such as burden, spacing, blast 
hole depth, hole diameter, stemming type and height, maximum charge weight per delay (W), specific charge, 
explosive type, detonation velocity (VoD), and powder factor, can be easily adjusted and are meticulously planned 
according to the current conditions. Hence, it is incumbent upon the blasting engineer to calibrate and formulate 
these components while devising the blasting methodology.

The uncontrolled variables of the rock include the mechanical and physical properties of the rock, as well 
as the geological features of the surrounding environment; most uncontrolled factors are contingent upon the 
rock’s inherent creation12–14.

Mostly the ground vibration movement has a wave-like pattern that propagates in a radial direction away 
from the blasting source11,15. Figure 2 shows the movement of waves during blasting vibration. This wave motion 
has similarity to the circular ripples that propagate outward when an object hits into a body of water and comes 
into contact. The PPV is the main parameter utilised to assess the magnitude of ground vibration resulting from 
blasting activities. PPV represents the velocity of the primary particles in terms of their transverse (T), vertical 
(V), and longitudinal (L) velocity.

Several scientists have established empirical formulae to anticipate the amplitude of blast-induced ground 
vibration coming from blasting operations. One of the earliest and most important equations to estimate PPV 
was developed by the USBM, Duvall, and Fogleson17–19. After many years, numerous academics produced adjust-
ments to the USBM formula, considering the scaled distance and MC. The mathematical formulation of these 
techniques is found in Table 1. However, the precision of the predictive model, the assessment of the complex 
nature of the rock mass conditions and input data parameters, and other factors contribute to the increased diffi-
culty and time required for predicting and estimating blasting vibration. Hence, empirical models are inadequate 
due to the constraints imposed by their empirical formulations.

With the advent of digitalization, numerous researchers have begun employing artificial intelligence tech-
niques such as machine learning, and deep learning methodologies to forecast blast-induced ground vibrations. 
The study by Hosseini et al.10, aims to analyse advanced deep learning, machine learning, and hybrid learning 

Fig. 2.   Propagation of ground vibration wave during rock blasting (Source:16).
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methods to provide an appropriate computational model for quantifying ground vibrations in mining blasting 
activities. The ANN, LSTM, ET, LSSVM, DT, SVM, GPR, and MLR models are utilised with a dataset consisting 
of 162 data points. The new black hole-optimized LSTM model has been utilised for the initial time to predict 
ground vibrations resulting from blasting. 15 performance metrics have been devised to precisely evaluate the 
predicting capabilities of different ML models. Table 2 presents a brief overview of the most recent research on 
utilising machine learning to predict ground vibrations.

Novelty of the research
The present investigation has the following novelty.

•	 The present study analyses and employs the capabilities of RVM models in assessing and predicting ground 
vibration for the first time.

•	 This study compares the conventional RVM models configured by Laplacian, linear, Gaussian, exponential, 
sigmoid, and polynomial kernels. In addition, these models have been enhanced by the application of both 
genetic and particle swarm optimisation algorithms. Also, the comparison of conventional, genetic, and par-
ticle swarm-optimized single kernel-based RVM models reveals the impact of optimization on the accuracy 
and performance of RVM models.

Table 1.   Empirical equations applicable for the prediction of blast-induced vibrations. D is the distance 
from the blasting face to the monitoring station (m), PPV is the peak particle velocity (mm/s), and Q is the 
maximum instantaneous charge (kg), whereas k and b are the site constants; each site has its site constants (k 
and b).

Name of empirical formula Empirical equations

Duvall and Fogleson (USBM) PPV = K

(

D

Q1/2

)

−b

Ambraseys and Hendron PPV = K

(

D

Q1/3

)

−b

Langefors and Kihlstrom PPV = K

(

D1/2

Q3/4

)b

Indian standards PPV = K

(

D

Q2/3

)b

Table 2.   Provides an overview of several machine learning models discussed in the literature review. The bold 
letters represent the most optimal soft computing model in the research.

Authors AI technique Number of datapoints

Details of input variables

R2 testVariables No.

Nguyen et al.20 SSO-ELM 216 B/S, DI, ST, MC, PF, HD, RQD, N, SD 9 0.91

Zhang et al.21 RF, CART, CHAID 102 DI, MC 2 0.94

Zhou et al.22 RF 102 DI, MC, PF, B, S, HD 6 0.93

Huang et al.23 FA-ANN 88 DI, MC, B, S, N 5 0.91

Zhou et al.24 GEP-MC 102 B/S, DI, ST, MC, PF, HD 6 0.91

Nguyen et al.25 SVR-GA 125 DI, MC 2 0.99

Nguyen et al.26 HKM-CA 136 DI, MC 2 0.99

Armaghani et al.27 ICA 73 B, S, ST, D, HD, PF, MC, DI 8 0.95

Hasanipanah et al.28 CART​ 86 DI, MC 2 0.95

Ghoraba et al.29 ANN, ANFIS 115 DI, MC 2 0.95

Shirani Faradonbeh et al.30 GEP 102 DI, MC 2 0.88

Hajihassani et al.31 ICA-ANN 95 MC, DI, TC 3 0.98

Hajihassani et al.32 PSO-ANN 88 BS, ST, PF, MC, DI, Vp, E 7 0.89

Hasanipanah et al.33 SVM 80 RD, E, UCS, TS, Js, B, S, HD/B, SC, ST, DPR, DI 12 0.96

Armaghani et al.34 ANFIS 109 BS, MC, HD, ST, SD, DI, PF, RQD 8 0.97

Armaghani et al.35 PSO-ANN 44 B, S, ST, N, MC, DI 6 0.94

Mohamadnejad et al.36 SVM, ANN 37 DI, MC 2 0.89

Monjezi et al.37 ANN 182 CD, DI, ST, HD 4 0.95

Mohamed38 ANN, FIS 162 DI, MC 2 0.94

Fişne et al.39 FIS 33 DI, MC 2 0.92

Iphar et al.40 ANFIS 42 DI, CD 2 0.99
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•	 This investigation employs dual kernel (k1 + k2) RVM models (k1 kernel is selected from the comparison of 
non-optimized single kernel RVM models). Thus, this research employs five dual kernels based RVM models 
and optimizes them using each genetic and particle swarm optimization algorithm.

•	 Fifteen metrics, WI, LMI, RSR, MBE, NMBE, NS, BF, PI, VAF, MAPE, R, MAE, WMAPE, RMSE, IOS, IOA, 
and a20, evaluate the performance and precision of each model and showcase the dependability of the models.

Research significance
This study addresses the significant issue of blast-induced ground vibrations in sectors like mining and con-
struction. Conventional models see (Table 1) often fall short due to oversimplified approaches. By employing 
relevance vector machines (RVM), this research offers a novel method to precisely analyse vibrations, consider-
ing complex relationships and uncertainties. This not only advances academic understanding but also provides 
practical insights for risk assessment and mitigation. The flexibility of the proposed model makes it valuable for 
various blasting scenarios, benefiting engineers, policymakers, and researchers in addressing environmental 
and structural impacts.

The rest of the paper is organized as follows: the research methodology of this study is provided in “Research 
methodology”, and details regarding the datasets and preprocessing, data analysis, and developing soft comput-
ing approaches are included in “Data analysis and soft computing approaches”. Section “Results and discussion” 
outlines the results and discussions of the RVM model predictions and the results of the different statistical 
analyses. The key conclusions and remarks from the research and their implications are presented in “Conclu-
sion and summary”.

Research methodology
This study presents an optimised performance model for accurately predicting ground vibration caused by blast-
ing using several RVM models. Two hundred datasets have been gathered from published work by Hammed 
et al.41 to test, train, and validate the RVM models. The data is collected from ten quarry sites in Nigeria. The 
dataset consists of different variables such as charge weight (W) in Kg, monitoring distance (D) in meters, scaled 
distance (SD) in m/kg½, and peak particle velocity (PPV) in mm/s. In this study, the PPV is the target output of 
the investigation hence we consider one vector sum PPV only because the data set from the literature consists 
of three different PPVs based on their vectorial direction such as longitudinal, vertical, and transverse. PPV by 
default it is a vector quantity so, it follows vector sum. The data set of this study is summarised in Table 3, as 
follows.

Using the data proportionality method, the testing, validation, and training databases have been created 
by selecting 20, 20, and 160 data points arbitrarily. In this study, we developed thirty-three RVM models. The 
conventional single kernel based SRVM models were developed using linear, polynomial, Gaussian, sigmoid, 
exponential, and Laplacian kernel functions. Therefore, these SRVM models were optimized by each GA and 
PSO algorithm. Conversely, to determine the kernel 1 (k1), the effectiveness of conventional SRVM models was 
evaluated. After finding k1, the different combinations of kernels were prepared. In this research, the Gaussian 
kernel based conventional SRVM model achieved higher performance. Hence, the following combinations were 
prepared to develop the dual kernel based DRVM model: (1) Gaussian + linear, (2) Gaussian + exponential, (3) 
Gaussian + sigmoid, (4) Gaussian + Laplacian, and (5) Gaussian + polynomial. Thus, five conventional DRVM 
models were developed, similarly the five DRVM models were optimized each by PSO and GA algorithms are 
compared and analysed to introduce an optimal performance model for predicting the ground vibration during 
blasting. To compute the performance of each model, the, LMI, WI, NMBE, RSR, BF, PI, NS, MBE, WMAPE, 
VAF, MAPE, RMSE, R, MAE, IOS, IOA, and a20 statistical metrics were implemented. These statistical metrics 
have been compared for each case, i.e., SRVM, SRVM_GA, SRVM_PSO, DRVM, DRVM_GA, and DRVM_PSO, 
and determined six better-performing models. In addition, the score analysis has been performed and compared 
for each model. Furthermore, the predictive abilities of the six top-performing models have been examined by 
visualising the regression error characteristics (REC) curve. Uncertainty analysis, Wilcoxon test, and Ander-
son–Darling (AD) test were conducted on the better-performing models to determine the ideal performance 
model for predicting ground vibration in blasting. Additionally, the optimum performance model has under-
gone calculations for curve fitting, generalizability, and internal validation. After conducting several analysis 
and experiments, this study presents an optimum RVM model for precisely predicting ground vibration in rock 
blasting. Figure 3 illustrates the comprehensive flow of the research approach used in this study.

Software support
MATLAB R2020a: for developing soft computing models, evaluation, analysis, and prediction. Origin Lab 2022b: 
for graphical presentations and data analysis, and Minitab Statistical Software: for statistical analysis.

Data analysis and soft computing approaches
Data analysis
The authors investigated a dataset collected from Hammed et al.41, to develop accurate predictive models for the 
PPV. The dataset consisted of 200 test results for the PPV induced from the quarry blasting in Nigeria. The data 
analysis section is done using Origin Pro 2024 software. Table 4 reveals the summary of the database’s descriptive 
statistics. It also contained many possible input factors that were believed to have an impact on the PPV. Figure 4 
provides further clarification on the distribution of each variable using a frequency histogram plot in navy blue 
(left) and ridgeline plots in orange (right). This study utilizes both frequency histograms and ridgeline plots to 
verify the normal distribution of the dataset for each variable. Based on this analysis, each variable shows a nor-
mal distribution. The visual representation of the data in this figure is advantageous for identifying any possible 
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Data monitoring 
points Distance (m) Charge per delay (kg)

Scaled distance (m/
kg½) PPV (mm/s)

Peak particle velocity (mm/s)

Vertical PPV (mm/s)
Longitudinal PPV 
(mm/s)

Transvers PPV 
(mm/s)

1 300 1850 6.97 189.46 110.5 109.45 108.2

2 350 1850 8.14 149.16 86.25 85.95 86.15

3 400 1875 9.24 122.17 70.45 71.25 69.65

4 450 1950 10.2 104.3 60.2 60.35 60.1

5 500 1950 11.32 87.1 50.9 50.2 49.75

6 550 1950 12.46 75.46 43.7 43.85 43.15

7 600 1950 13.59 68.68 39.5 40.5 38.95

8 650 1875 15.01 56.32 32.35 32.75 32.45

9 700 1875 16.17 48.74 28.8 27.5 28.1

10 750 1875 17.32 43.62 25.75 24.95 24.85

11 800 1912.5 18.29 40.48 23.6 22.65 23.85

12 850 1912.5 19.44 36.69 21.45 21.15 20.95

13 900 1912.5 20.58 33.81 19.55 19.15 19.85

14 950 1900 21.79 31.23 17.85 18.95 17.25

15 1000 1875 23.09 28.21 16.25 16.85 15.75

16 1050 2950 19.33 36.7 21.65 20.75 21.15

17 1100 1800 25.93 22.98 13.5 13.05 13.25

18 1150 2750 21.93 30.99 17.65 18.75 17.25

19 1200 2150 25.88 23.42 13.55 13.05 13.95

20 1250 2050 27.61 21.08 12.2 11.75 12.55

21 300 1450 7.88 156.95 90.85 90.75 90.25

22 350 1450 9.19 100.94 71.05 71.3 70.95

23 400 1400 10.69 96.18 55.75 55.75 55.08

24 450 1450 11.82 82.13 47.5 47.4 47.35

25 500 1400 13.36 67.64 39.05 39.15 38.95

26 550 1500 14.2 60.63 35.45 35.55 35.75

27 600 1200 17.32 45.63 25.7 25.85 27.45

28 650 1850 15.11 55.48 32.05 32 32.05

29 700 1850 16.27 49.19 28.4 28.45 28.35

30 750 950 24.33 25.81 14.95 14.9 14.85

31 800 1350 21.77 30.8 17.8 17.7 17.85

32 850 1250 24.04 26.33 15.25 15.2 15.15

33 900 1250 25.46 23.51 13.95 13.8 12.95

34 950 1500 24.53 25.32 14.75 14.85 14.25

35 1000 1500 25.82 23.3 13.5 13.25 13.35

36 1050 1750 25.1 24.39 14.25 13.95 14.05

37 1100 2350 22.69 28.32 16.75 16.05 16.25

38 1150 1350 31.3 17.26 10 9.85 10.05

39 1200 1450 31.51 16.75 9.9 9.85 9.25

40 1250 2755 23.81 26.36 15.5 15.2 14.95

41 300 1650 7.39 174.16 100.75 101.05 99.85

42 350 1550 8.89 128.35 74.9 73.45 73.95

43 400 1355 10.89 94.17 54.3 54.95 53.85

44 450 1555 11.22 86.63 50.25 49.75 50.05

45 500 1850 11.62 83.8 48.75 48.35 48.05

46 550 1900 12.62 62.24 35.95 36.15 36.95

47 600 1400 16.03 50.67 29.15 29.75 28.85

48 650 1100 19.6 36.17 21.15 20.55 20.95

49 700 1250 19.8 34.77 20.8 21.05 20.1

50 750 1500 19.3 36.41 21.55 20.45 21.05

51 800 1800 18.86 38.42 22.45 22.1 21.95

52 850 1950 19.25 36.85 21.75 20.65 20.05

53 900 1250 25.46 23.42 13.9 13.1 13.55

54 950 1250 26.87 21.25 12.75 11.95 12.1

55 1000 1200 28.88 18.62 10.75 11.05 10.45

Continued
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Data monitoring 
points Distance (m) Charge per delay (kg)

Scaled distance (m/
kg½) PPV (mm/s)

Peak particle velocity (mm/s)

Vertical PPV (mm/s)
Longitudinal PPV 
(mm/s)

Transvers PPV 
(mm/s)

56 1050 1950 23.78 26.58 15.5 14.55 15.95

57 1100 1800 25.93 22.73 13.05 13.55 12.75

58 1150 1800 27.11 21.17 12.55 11.85 12.25

59 1200 1800 28.28 19.44 11.75 10.65 11.25

60 1250 1950 28.31 18.83 10.25 11.75 10.55

61 300 1600 7.5 191.01 110.44 110.42 109.98

62 350 1450 9.19 142.44 82.24 82.26 82.22

63 400 1850 9.3 140 80.85 80.81 80.83

64 450 1700 10.91 111.06 64.1 64.15 64.12

65 500 1300 13.87 78.29 45.3 44.95 45.35

66 550 1750 13.15 84.74 48.94 48.85 48.98

67 600 1950 13.59 80.79 46.66 46.65 46.62

68 650 1800 15.32 68.04 39.2 39.25 39.4

69 700 1200 20.21 45.44 26.24 26.15 26.32

70 750 1150 22.12 39.85 23.02 22.95 23.05

71 800 1650 19.69 47.11 27.24 27.15 27.2

72 850 1050 26.23 30.65 17.98 17.85 17.25

73 900 1850 20.92 42.93 24.95 24.55 24.85

74 950 1300 26.35 28.87 17.86 17.65 17.95

75 1000 1950 22.65 38.37 22.25 22.05 22.15

76 1050 1100 31.66 23.55 13.69 13.45 13.65

77 1100 1250 31.11 24.15 14.03 13.85 13.95

78 1150 1350 31.3 23.8 13.91 13.45 13.85

79 1200 1500 30.98 24.29 14.12 13.9 14.05

80 1250 1750 29.88 25.74 14.88 14.8 14.9

81 300 1500 7.75 182.33 105.61 104.95 105.24

82 350 1950 7.93 175.74 101.52 101.32 101.55

83 400 1850 9.3 129.45 77.11 77 69.88

84 450 1100 13.57 69.715 40.27 40.15 40.33

85 500 1050 15.43 55.67 32.28 31.98 32.17

86 550 1750 13.15 73.31 42.51 42.02 42.45

87 600 1200 17.32 45.77 26.46 26.39 26.42

88 650 1400 17.37 45.6 26.33 26.3 26.35

89 700 1700 16.98 47.42 27.39 27.32 27.43

90 750 1350 20.41 34.38 19.95 19.75 19.84

91 800 1800 18.86 39.54 22.86 22.84 22.79

92 850 1300 23.57 26.87 15.57 15.45 15.52

93 900 1550 22.86 28.39 16.42 16.35 16.4

94 950 1200 27.42 20.83 12 12.05 12.02

95 1000 1950 22.65 28.85 16.69 16.66 16.62

96 1050 1900 24.09 26.02 15 15.05 15.02

97 1100 1100 33.17 13.94 8.66 8.59 8.62

98 1150 1400 30.74 15.36 8.87 8.89 8.84

99 1200 1550 30.48 17.4 10.01 10.05 10.08

100 1250 1650 30.77 15.01 9.85 9.79 9.81

101 300 1400 8.02 198.71 114.7 114.75 114.72

102 350 1250 9.9 146.44 84.85 84.82 83.97

103 400 1600 10 144.37 83.63 82.98 83.45

104 450 1150 13.27 96.67 55.81 55.78 55.84

105 500 1000 15.81 75.27 43.44 43.41 43.52

106 550 2050 12.15 109.62 63.32 63.25 63.3

107 600 1350 16.33 71.75 41.48 41.35 41.44

108 650 1250 18.38 60.52 35.01 34.85 34.96

109 700 1650 17.23 64.28 38.4 38.38 34.42

110 750 1250 21.21 49.38 28.53 28.49 28.51

Continued
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Data monitoring 
points Distance (m) Charge per delay (kg)

Scaled distance (m/
kg½) PPV (mm/s)

Peak particle velocity (mm/s)

Vertical PPV (mm/s)
Longitudinal PPV 
(mm/s)

Transvers PPV 
(mm/s)

111 800 1900 18.35 60.73 35.1 35.03 35.06

112 850 1350 23.13 43.65 25.21 25.14 25.26

113 900 1300 24.96 39.16 22.61 22.63 22.58

114 950 1700 23.04 43.85 25.35 25.29 25.31

115 1000 1550 25.4 38.26 22.05 22.12 22.09

116 1050 1650 25.85 37.24 21.51 21.46 21.54

117 1100 1500 28.4 32.49 18.8 18.75 18.72

118 1150 1250 32.53 26.73 15.48 15.39 15.43

119 1200 1450 31.51 27.95 16.2 16.08 16.13

120 1250 1750 29.88 30.26 17.48 17.42 17.51

121 300 1050 9.26 247.53 142.91 142.94 142.89

122 350 1150 10.32 217.742 125.71 125.69 125.74

123 400 1250 11.31 195.31 112.8 112.72 112.77

124 450 1400 12.03 181.15 104.95 104.91 103.89

125 500 1450 13.13 163.81 94.62 94.58 94.53

126 550 1300 15.25 137.41 79.28 79.34 79.38

127 600 1450 15.76 131.94 76.31 75.95 76.26

128 650 1350 17.69 115.29 66.56 66.51 66.62

129 700 1650 17.23 118.47 68.65 67.93 68.62

130 750 1500 19.36 103.57 59.83 59.87 59.68

131 800 1100 24.12 79.86 46.17 46.1 46.05

132 850 1000 26.88 70.28 40.63 40.57 40.53

133 900 1300 24.96 76.87 44.34 44.39 44.42

134 950 1200 27.42 68.66 39.68 39.6 39.65

135 1000 1700 24.25 79.37 45.87 45.83 45.78

136 1050 1600 26.25 72.26 41.78 41.66 41.72

137 1100 1100 33.17 54.88 31.71 31.7 31.64

138 1150 1050 35.49 50.59 29.27 29.15 29.21

139 1200 1350 32.66 55.9 32.29 32.35 32.19

140 1250 1250 35.36 50.84 29.4 29.34 29.31

141 300 1550 7.62 138.28 79.83 79.8 79.88

142 350 1600 8.75 105.96 61.13 61.22 61.18

143 400 1650 9.85 84.19 48.67 48.53 48.62

144 450 1450 11.82 59.22 34.23 34.15 34.2

145 500 1950 11.32 64.51 37.17 37.32 37.24

146 550 1750 13.15 48.27 27.86 27.91 27.83

147 600 1550 15.24 36.21 20.95 20.87 20.9

148 650 1250 18.38 25.24 14.59 14.5 14.63

149 700 1350 19.05 23.5 13.62 13.57 13.51

150 750 1450 19.7 22.11 12.77 12.7 12.82

151 800 1450 21.01 19.45 11.27 11.22 11.19

152 850 1500 21.95 18 10.36 10.42 10.39

153 900 1600 22.5 17 9.88 9.75 9.82

154 950 1350 25.86 13.07 7.55 7.48 7.61

155 1000 1250 28.28 10.98 6.35 6.27 6.4

156 1050 1050 32.4 8.35 4.89 4.81 4.76

157 1100 1100 33.17 8 4.67 4.55 4.63

158 1150 1250 32.53 8.33 4.85 4.8 4.78

159 1200 1600 30 9.75 5.67 5.59 5.62

160 1250 1750 29.88 9.98 5.71 5.76 5.82

161 300 1200 8.66 183.69 106 106.12 106.04

162 350 1150 10.32 144.06 83.21 83.12 83.19

163 400 1800 9.43 163.19 94.28 94.15 94.22

164 450 1850 10.46 141.31 81.66 81.58 81.52

165 500 1950 11.32 126.9 73.22 73.27 73.31

Continued
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outliers or trends that might impact the accuracy of the models. Histograms provide a visual representation of the 
distribution of data points within a variable. By examining the shape, spread, and skewness of the histogram, we 
can identify unusual observations that deviate significantly from the overall pattern of the data. Specifically, outli-
ers can often be observed as isolated bars or gaps in the histogram that are distant from the main cluster of data.

Figure 5 demonstrates the relationship between variables in terms of the scatter matrix plot. It illustrates 
that all variables very strongly correlate with each other. It shows a strong correlation between D and SD with 
(r = 0.94).

The violin plots of the variables are depicted in Fig. 6. It is useful for visualizing the distribution of the blasting 
dataset of this study, especially it describes in terms of quartiles. Quartile 1 (Q1) represents the 25th percentile, 
and Quartile 3 (Q3) represents the 75th percentile. The box-in-a-box plot spans from Q1 to Q3. Based on this 
analysis the data set in the distance shows distributed equally. Hence this is due to the monitoring station distance 
taking place at 50-m intervals starting from the first point up to the last 20 monitoring points with 1250 m. For 
SD it shows the data points are highly scattered in Q1 and Q3, at a range of 7 m/kg1/2–35 m/kg1/2. Similarly, the 
CPD data set is highly distributed in a range of 750–2250 kg.

Pearson and Spearman correlation coefficients are the most popular correlation coefficients in statistics, both 
ranging from − 1 to 1, and are frequently used to evaluate the relationship between two variables A correlation 
coefficient of 0 indicates no connection between variables. A positive correlation coefficient suggests a positive 
relationship, while a negative coefficient implies a negative relationship. The strength of the correlation is gauged 
by the absolute value of the coefficient; a higher absolute number indicates a stronger correlation.

Data monitoring 
points Distance (m) Charge per delay (kg)

Scaled distance (m/
kg½) PPV (mm/s)

Peak particle velocity (mm/s)

Vertical PPV (mm/s)
Longitudinal PPV 
(mm/s)

Transvers PPV 
(mm/s)

166 550 1450 14.44 90.52 52.33 52.26 52.2

167 600 1350 16.33 76.51 44.18 44.25 44.09

168 650 1450 17.07 71.97 41.56 41.48 41.61

169 700 1500 18.07 66.52 38.4 38.35 38.46

170 750 1750 17.93 67.26 38.83 38.79 38.88

171 800 1650 19.69 59.02 34.11 33.92 34.19

172 850 1700 20.62 55.49 32.03 32.11 31.98

173 900 1750 21.51 52.42 30.2 30.32 30.27

174 950 1600 23.75 45.55 26.34 26.25 26.3

175 1000 1850 23.25 46.77 27.13 26.85 27.02

176 1050 1400 28.06 36.12 20.93 20.79 20.84

177 1100 1450 28.89 34.93 20.11 20.23 20.16

178 1150 1350 31.3 31.35 18 18.19 18.11

179 1200 1800 28.28 35.87 20.7 20.81 20.62

180 1250 1950 28.31 35.68 20.68 20.52 20.6

181 300 850 10.29 144.74 83.56 83.47 83.66

182 350 750 12.78 107.13 61.96 61.84 61.75

183 400 1300 11.09 129.91 75.32 75.4 74.28

184 450 1100 13.57 98.97 57.05 57.22 57.15

185 500 650 19.61 59.54 34.31 34.38 34.43

186 550 1500 14.2 92.78 53.57 53.48 53.65

187 600 1750 14.34 91.49 52.84 52.72 52.9

188 650 950 21.09 53.94 31.04 31.15 31.24

189 700 1000 22.14 50.24 29.03 29.12 28.86

190 750 1300 20.8 54.8 31.63 31.56 31.72

191 800 950 25.96 40.48 23.31 23.42 23.38

192 850 950 27.58 37.23 21.44 21.56 21.49

193 900 1200 25.98 40.13 23.27 23.08 23.16

194 950 1550 24.13 44.51 25.77 25.62 25.7

195 1000 850 34.3 27.47 15.86 15.92 15.8

196 1050 1400 28.06 36.11 20.93 20.85 20.77

197 1100 1400 29.4 34.17 19.63 19.75 19.81

198 1150 700 43.47 19.69 11.44 11.29 11.38

199 1200 1600 30 33.07 19.08 19.22 18.97

200 1250 1000 39.53 22.81 13.04 13.17 13.29

Table 3.   Total datasets of ground vibration measurements and design parameters for blasting from the ten-
quarry site in Nigeria.
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In this current study, we introduce Spearman correlation technique (Fig. 7) to capture both linear and non-
linear correlation relationships among the variables. Spearman quantifies how much information about one 
variable can be gained by observing another. Both methods handle categorical and continuous variables. Figure 7 
confirms a strong positive correlation between SD and distance with a correlation value of 0.95, and a correlation 
value of 0.047 between CPD and PPV, and 0.065 between distance and CPD.

During the data analysis stage, researchers use the probability (PP) plot to visualize dataset dispersion. The 
PP plot compares real data quantiles to predictions of a theoretical distribution, revealing the data’s distribution. 
This graph helps determine whether data follows a probability distribution like the normal distribution. Varia-
tions from a linear trajectory in the PP plot may indicate variations from the anticipated distribution, highlight-
ing dataset issues. For this current study, the PP plot investigates each variable (Fig. 8). Based on the PP plot 
result variables such as CPD, and SD show almost good distribution in terms of the normal pattern of the data, 
however, the PP plot for PPV and distance shows there is no fully perfect normal distribution among the data 
points, some of the data points are distributed outside of the normal line. Specifically, the normal probability 
plot for the target variable of this study PPV indicates a mean (μ) of 64.17 and a standard deviation (σ) of 48.75 
it suggests that the data is being compared or assessed in the context of a normal distribution with these specified 

Fig. 3.   Illustration of flow chart of the main research methodology.

Table 4.   Overview of the statistical features associated with the database.

Descriptive statistics Distance (m) CPD (kg) SD (m/kg½) PPV (mm/s)

Mean 775 1517.637 20.230 64.173

SE 20.438 25.024 0.551 3.447

Median 775 1500 19.75 46.94

Mode 300 1250 11.32 40.48

Standard deviation 289.037 353.894 7.795 48.750

Kurtosis − 1.206 1.514 − 0.756 1.300

Skewness 0 0.551 0.194 1.355

Range 950 2300 36.5 239.53

Minimum 300 650 6.97 8

Maximum 1250 2950 43.47 247.53

Sum 155,000 303,527.5 4046.05 12,834.717

Count 200 200 200 200
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parameters. Essentially, the specified μ and σ in the normal probability plot provide a reference for assessing the 
normality of the dataset under consideration.

In addition to the above-advanced data analysis techniques, this study also integrates a 2D mean line graph 
to assess the visual depiction of data points on a coordinate system. Every point on the plot corresponds to a 
set of values for two variables in the blasting dataset. Examining a two-dimensional scatter plot may provide 
several significant observations, including the identification of patterns, detection of anomalies, and assessment 

Fig. 4.   Graphic representation depicting the distribution of variables based on frequency histogram plot in blue 
navy colour (left) and ridgeline plots in orange colour (right).
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of data distribution. Based on the 2D mean line graph in Fig. 9, shows that there is almost similar data distribu-
tion among CPD and PPV. However, there is no harmonize data distribution between PPV, SD, and distance.

Soft computing approaches
This current study introduces 33 RVM models. The conventional single kernel based SRVM models were devel-
oped using polynomial, linear, sigmoid, Gaussian, exponential, and Laplacian kernel functions. Therefore, these 
SRVM models were optimized by each GA and PSO algorithms. Conversely, the performance of conventional 
SRVM models was compared to find the kernel 1 (k1). After finding k1, the different combinations of kernels 
were prepared. In this research, the Gaussian kernel based conventional SRVM model achieved higher perfor-
mance. Hence, the following combinations were prepared to develop the dual kernel based DRVM model: (1) 
Gaussian + exponential, (2) Gaussian + linear, (3) Gaussian + Laplacian, (4) Gaussian + sigmoid, and (5) Gauss-
ian + polynomial. Thus, five conventional DRVM models were developed. These five DRVM models were opti-
mized by each PSO and GA algorithm.

Relevance vector machine (RVM)
RVM belongs to the category of kernel methods in machine learning, tailored for both regression and classifica-
tion tasks. Kernel SVM, a variation of Support Vector Machine (SVM), was introduced to handle uncertainties 
in training data by integrating a probabilistic approach. RVM aims to address certain drawbacks present in 
traditional SVMs, such as difficulties in handling vast datasets and the necessity of selecting appropriate kernel 
functions and regularization parameters42.

Khatti et al.43, in their research, describe the key features of RVM, based on their analysis the main features 
are probabilistic framework, sparsity, kernel trick, sparse Bayesian learning, and model training. It means it is 
very similar to a Gaussian model with kernel (Eq. 1)

where ϕ is the Gaussian kernel, ∝m  are the variances of the prior on the weight vector ω N (0, α−1I ), and j1 ,… 
jN are the input variables of the training datasets43,44. The Gaussian

(1)k
(

j, j′
)

=

∑n

m=1

1

∝ m
ϕ(j, jm)ϕ(j′, jm)

Fig. 5.   Graphic representation of scatter matrix plot of all the variables to elaborate the relationship between the 
variables.
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Fig. 6.   Depiction of violin plots of all variables.
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kernels have developed the RVM models in the present study (Eq. 2). The xi , xj are the basic input and out vari-
ables, c is constant, m is the gradient/slope of a line, d is the degree, D is the scale factor, 1 is the length scale 
hyper-parameter, and σ is the standard deviation.

Therefore, for the first time this study introduced RVM models for predicting the ground vibration (PPV), 
a total of six RVM models were implemented for predicting the PPV. These are 6 single kernel-based RVM 
conventional models (SRVM), 5 dual kernel-based RVM conventional models (DRVM), 6 GA-optimized single 
kernel-based RVM models (GA_SRVM), 6 PSO-optimized single kernel-based RVM models (PSO_SRVM), 5 
GA-optimized Dual kernel-based RVM models (GA_DRVM), and 5 PSO-optimized Dual kernel-based RVM 
models (PSO_DRVM).

Two types of kernel function based RVM models have been developed for PPV prediction: single (SRVM) 
and dual (DRVM) models. Table 5 presents the RVM model configurations that were developed. This research 
has created 33 RVM models by using the hyperparameters specified in Table 5.

Sensitivity analysis (SA)
The study employs sensitivity analysis (SA) to pinpoint the most influential independent variables in regression 
or numerical prediction models. Eliminating insignificant input parameters is crucial for improving model 
performance. In this research, the cosine amplitude technique (CAM) is utilized for SA. Figure 10 shows that 
charge per delay has the highest influence score of 0.772, followed by distance at 0.579 and scaled distance at 
0.577. In Eq. 3, the vector x (of length m) represents the predictors xi in the data array is specified as follows.

(2)
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In Eq. (4), the significance between predictors (xi) and targets (xj) is estimated45.

(3)X = {xi1, xi2, xi3, . . . xin}
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Fig. 9.   Depiction of 2D mean line graph plot of each input variable (y-axis) with the target variable (x-axis) to 
illustrate the interaction between each variable.

Table 5.   Basic RVM model hyperparameters configured with a k-fold value of 5.

Hyperparameters SRVM model DRVM model

Parameter settings

 Kernel functions Linear, Polynomial, Gaussian and Laplacian

 Maximum iterations 1000 1000

 Number of kernels Single Two

 Free basis Enable Enable

Optimizer settings

 Methods GA and PSO GA and PSO

 Target Single kernel Dual kernel

 Lb 2–6 2−5, 10−2, 10−3, 10−3

 uB 2–6 2−5, 100, 103, 103

 Num. variable 1 4

 Maximum iterations 100 100

 k-folds 5 5
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In this study correlation plots and sensitivity analysis serve different purposes. Correlation plots visualize 
the relationship between variables, showing the strength and direction of linear or non-linear relationships 
through correlation coefficients. They are useful for identifying patterns within a dataset. For this target this 
study introduces different correlation plots such as Pearson and spearman correlation plots (see Figs. 5 and 7). 
Sensitivity analysis, on the other hand, assesses how variations in input variables affect the output of a model. 
It quantifies the impact of each variable, aiding in model validation and decision-making by identifying critical 
variables. In our current study we introduced cosine amplitude sensitivity analysis based on this CPD shows 
higher influence on the output with 0.77.

Performance evaluation
The current study has used the following eleven basic metrics to assess the performance of models: (1) Root 
means square error (RMSE), (2) Mean absolute percentage error (MAPE), (3) Mean absolute error (MAE), (4) 
Weighted Mean Absolute Percentage Error (WMAPE), (5) Correlation coefficient (R), (6) Variance account for 
(VAF), (7) Nash–Sutcliffe Efficiency (NS), (8) Ratio of Standard Deviation (RSR), and (9) the Bias factor (BF), (10) 
Performance index (PI), (11) Index of scatter (IOS), (12) Index of agreement (IOA), (13) Normalized mean bias 
error (NMBE), (14) Legate and McCabe’s index (LMI), (15) a20-index (a20), and (16) Mean bias error (NMBE)42. 
All the performance evaluation equations are included starting from Eqs. (5) to (20).

(4)CASA =

∑m
k=1xikxjk

√

∑m
k=1 x

2
ik

∑m
k=1 x

2
jk

(5)RMSE =

√

1

n

n
∑

i=1

(α− β)2

(6)MAE =

1

n

n
∑

i=1

(|ω− α|)

(7)WMAPE =

∑n
i=1

∣

∣

α−ω
α

∣

∣

∗ α
∑n

i=1 α

(8)MAPE =

1

n

n
∑

i=1

∣

∣

∣

∣

α− ω

α

∣

∣

∣

∣

∗ 100

(9)IOA = 1−

∑n
i=1 (ω− α)

2
∑n

i=1 (ω− β)

Fig. 10.   Depiction of cosine amplitude sensitivity analysis (SA) for input variables.
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The variables α and ω represent the actual and predicted i-th values respectively. The variable n represents 
the total number of data points. β represents the mean of the actual values, while ω represents the mean of the 
predicted values. The variable k represents the number of independent variables. The variable m20 represents 
the ratio of experimental to predicted values, which can vary between 0.8 and 1.2. H represents the total number 
of data samples.

The main benefit of the a20-index is its ability to predict the values within a deviation range of ± 20% in com-
parison to the actual measured values. Conversely, the index of agreement is limited to a range of − 1.0 to 1.0n46. 
A perfect predictive model always has performance indicators value equal to the ideal value, as given in Table 6.
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Table 6.   Main values of the different evaluation metrics in machine learning.

Metrics Value Metrics Value

R2 1 RMSE 0

R 1 MAE 0

MAPE 0–100 WMAPE 0

VAF 100 PI 2

NMBE 0 NS 1

LMI 0 RSR 0

a20-index 100 IOA 0

BF 0 IOS 0
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Results and discussion
In this study total six models are selected from the thirty-three total models i.e. MD1, MD10, MD16, MD21, 
MD26, and MD29 based on their different kernel configurations. The conventional single kernel based SRVM 
models were developed using linear, polynomial, Gaussian, sigmoid, exponential, and Laplacian kernel functions. 
Therefore, these SRVM models were optimized by each GA and PSO algorithm. Conversely, the performance 
of conventional SRVM models was compared to find the kernel 1 (k1). After finding k1, the different combina-
tions of kernels were prepared. In this research, the Gaussian kernel based conventional SRVM model achieved 
higher performance. Hence, the following combinations were prepared to develop the dual kernel based DRVM 
model: (1) Gaussian + exponential, (2) Gaussian + linear, (3) Gaussian + Laplacian, (4) Gaussian + sigmoid, and 
(5) Gaussian + polynomial. Thus, five conventional DRVM models were developed. These five DRVM models 
were optimized by each GA and PSO algorithm. 6 single kernel-based RVM conventional models (SRVM), 
5 dual kernel-based RVM conventional models (DRVM), 6 GA-optimized single kernel-based RVM models 
(GA_SRVM), 6 PSO-optimized single kernel-based RVM models (PSO_SRVM), 5 GA-optimized Dual ker-
nel-based RVM models (GA_DRVM), and 5 PSO-optimized Dual kernel-based RVM models (PSO_DRVM) 
approaches have been employed, performed, and analysed. The seventeen-evaluation metrics have measured 
the training (TR) and testing (TS) performances of all models, as summarized in Table 7. Table 7 demonstrates 
that the PSO-optimized Dual kernel-based RVM models (PSO_DRVM) model MD29 has higher performance 
(TS = 0.9175, TR = 0.9114) than other RVM models. It has been measured that model MD29 predicts the ground 
vibration with RMSE = 21.299 mm/s, MAE = 16.2272 mm/s, MAPE = 0.2094 mm/s, WMAPE = 0.1936 mm/s, and 
NMBE = 5.4120, in the TS phase. The comparison shows that model MD29 predicts ground vibration with the 
least residuals in the TR and TS phases. In similar style the results obtained from the soft computing models in 
the training, validation and testing phase include the different models and seventeen metrics are shown in Table 8.

The overall comparison reveals that MD29 (DRVM_PSO with Gaussian + Exponential kernel) is the optimum 
performance model for assessing the ground vibration during blasting. A statistical relationship is drawn between 
actual and predicted PPV using models MD1, MD10, MD16, MD21, MD26, and MD29, as depicted in Fig. 11.

Score analysis
The evaluation of computational models’ effectiveness is conducted through score analysis, employing statistical 
methods. Each model is assigned a score, denoted as ’n’, indicating its ability to accurately determine optimal 
values for performance indicators. This study utilized a sample size of 6 and focused on soft computing mod-
els. The highest and lowest values of performance indicators in the score analysis represent the best and worst 
training and testing instances for the models. The overall model score is determined by averaging the scores of 
performance indicators across both training and testing phases.

The testing and training results are used to get the overall score of a model. The score analysis findings for 
the training and testing performances of the computational models MD1, MD10, MD16, MD21, MD26, and 
MD29 are summarized and shown in Fig. 12.

Table 8.   Results obtained from the soft computing models in the training and testing phase include the 
different models and seventeen metrics. Bold shows values correspond to the best model having good 
prediction results.

Model Phase RMSE MAE R MAPE VAF WMAPE NS PI BF NMBE WI MBE LMI RSR a20 IOA IOS Total

MD1

Train 2 1 2 4 2 1 2 2 4 2 1 4 1 2 5 1 2 38

Test 3 5 4 5 4 5 3 4 3 3 5 6 5 3 5 5 3 71

Valid 1 1 3 4 1 1 1 3 4 1 5 2 1 1 1 1 1 32

MD10

Train 3 2 3 1 3 2 3 3 3 3 3 2 2 3 1 2 3 42

Test 2 4 3 4 3 4 2 3 2 2 3 5 4 2 2 4 2 51

Valid 2 2 3 3 2 2 2 4 5 2 4 1 2 2 1 2 2 41

MD16

Train 5 5 5 3 5 5 5 5 5 5 5 3 5 5 3 5 5 79

Test 4 1 2 2 2 1 4 2 5 4 1 3 1 4 3 1 4 44

Valid 3 3 5 2 3 3 3 5 6 3 3 3 3 3 1 3 3 55

MD21

Train 1 3 1 2 1 3 1 1 6 1 2 1 3 1 2 3 1 33

Test 1 2 1 3 1 2 1 1 4 1 2 4 2 1 3 2 1 32

Valid 5 5 1 1 5 5 5 2 3 5 1 6 5 5 4 5 5 68

MD26

Train 4 4 4 5 4 4 4 4 2 4 4 5 4 4 4 4 4 68

Test 5 3 5 1 5 3 5 5 6 5 4 1 3 5 1 3 5 65

Valid 4 4 2 5 4 4 4 1 2 4 2 5 4 4 5 4 4 62

MD29

Train 6 6 6 6 6 6 6 6 1 6 6 6 6 6 6 6 6 97

Test 6 6 6 6 6 6 6 6 1 6 6 2 6 6 6 6 6 93

Valid 6 6 6 6 6 6 6 6 1 6 6 4 6 6 6 6 6 95
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Figure 12 illustrate that MD29 exhibits superior performance in both training and testing phases. Conse-
quently, MD29 emerges as the most effective model for assessing ground vibration PPV resulting from blasting 
activities. In contrast, MD21 is identified as the poor performing model in this study, given its lowest score.

Regression error characteristics (REC) curve
The REC curve is a visual tool that effectively illustrates the distribution of prediction errors, offering valuable 
insights into the performance of regression models. The REC curve differs from conventional metrics like MSE 
or MAE by emphasizing the cumulative distribution function of the absolute errors. The function graphs the 

Fig. 11.   Illustration of the relationship between actual and predicted PPV using RVM models (a) MD1, (b) 
MD10, (c) MD16, (d) MD21, (e) MD26, and (f) MD29.
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ratio of occurrences with errors that are less or equal to a specified threshold, versus that threshold. REC curves 
extend the concept of ROC curves to regression problems. The y-axis of REC curves displays the proportion of 
projected points that are inside the specified error tolerance, while the x-axis represents the error tolerance. The 
resultant curve offers an approximation of the cumulative distribution function of the error. The current study 
included the creation of REC curves for testing, training, and validation of several RVM models.

These curves are shown in Fig. 13, along with the corresponding AOC values listed in Table 9.
Table 8 indicates that model MD29 achieved the lowest AOC values. Specifically, it obtained an AOC of 

6.84E−03 during training, 6.85E−03 during testing, and 5.20E−03 during validation. These values are like the 
AOC of the real ground vibration. Therefore, model MD29 is a model that delivers optimal performance.

Curve fitting
In this study, six RVM models, i.e. MD1, MD10, MD16, MD21, MD26, and MD29, have been developed. MD29 
is recognized as the better-performing model in predicting the PPV. Models MD1, MD10, MD16, MD21, MD26, 
and MD29 have been trained by 70%, 80%, 70%, 50%, 70%, 80%, 70%, 60%, 50%, and 100% training databases, 
respectively.

Based on Fig. 14, the overfitting comparison shows that model MD29 performs well with the lowest overfit-
ting of 1.05 in the testing phase and 0.92 in the validation phase.

Illustrations of Taylor plots for (a) testing, (b) training, and (c) validation phase have been found in Fig. 15. 
Taylor plots offer invaluable advantages for predicting blasting vibration. They provide a clear visual representa-
tion of the relationship between predicted and observed values, facilitating easy interpretation and assessment 
of model performance. Through quantitative measures like correlation coefficient and standard deviation ratio, 
Taylor plots enable analysts to gauge the accuracy and precision of predictive models. Moreover, they pinpoint 
systematic bias and variability, aiding in model refinement and improvement. Taylor plots also allow for the com-
parison of multiple models on the same graph, facilitating informed decisions about model selection. Ultimately, 
they serve as a diagnostic tool for enhancing predictive accuracy and reliability, making them indispensable in 
the field of blasting vibration prediction.

Anderson–Darling (AD) test
The Anderson–Darling (AD) test is a statistical tool used to assess whether a given dataset conforms to a par-
ticular probability distribution, particularly focusing on extreme values. It is commonly employed to evaluate 
normality, comparing the observed data to a theoretical distribution, often the normal (Gaussian) distribution. 
The research hypothesis (HR) suggests that the data deviate from the specified distribution, while the null hypoth-
esis (H0) contends that the data are drawn from that distribution. A lower AD test statistic indicates a stronger 
alignment with the specified distribution. In our study, we applied the AD test to evaluate the fit of actual data 
and predictions from several models (MD1, MD10, MD16, MD21, MD26, and MD29), as depicted in Fig. 16. 
Notably, model MD29 exhibited an AD value of 11.607 for predicting the ground vibration PPV closely match-
ing the actual PPV dataset. The AD test results support the hypothesis of a normal distribution and suggest that 
MD29 performs best among the models examined.

Wilcoxon test
The Wilcoxon test includes two variations: the rank sum test and the signed-rank test. These tests are used to 
assess and compare two groups that have been effectively matched. The Wilcoxon test is used to evaluate the 
presence of a statistically significant difference between two or more sets of paired data. The Wilcoxon test was 
used on the RVM models to predict the PPV of the blasting in both the testing, and training phases. Table 10 

Fig. 12.   Total score of better performing models.
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presents the results of the Wilcoxon test. The table indicates that throughout the training phase, model MD29 
made accurate predictions of the PPV, with a different confidence interval (CI). This confidence range is com-
parable to the confidence interval of the true PPV of the blasting in the testing database. In the training phase, 
model MD29 assessed the PPV with a confidence interval of 0.2240 (upper bound) and 0.1596 (lower bound). 
The confidence interval (CI) of the actual test database is quite like this CI, with an upper level of 0.4140 and a 
lower level of 0.1333. The findings indicate that model MD29 has superior performance compared to the MD1, 
MD10, MD16, MD21, and MD26.

Fig. 13.   Depiction of AOC results for (a) training and (b) testing, (c) validation phase.

Table 9.   AOC values for soft computing models for training, testing, and validation. Bold blue values present 
the optimum performance model.

Actual MD1 MD10 MD16 MD21 MD26 MD29

Train 0.00E + 00 8.08E − 03 8.07E − 03 6.98E − 03 8.51E − 03 6.98E − 03 6.84E − 03

Test 0.00E + 00 8.85E − 03 9.16E − 03 8.75E − 03 9.44E − 03 8.28E − 03 6.85E − 03

Valid 0.00E + 00 7.86E − 03 7.86E − 03 7.86E − 03 6.49E − 03 7.27E − 03 5.20E − 03
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Uncertainty analysis (UA)
Assessing the reliability of soft computing models is crucial for accurately predicting results, particularly in 
scenarios like projecting the PPV resulting from quarry blasting. This study employs UA to gauge the prediction 
error of the utilized models across both training and testing phases. A comparison between predicted outputs and 
actual data points is imperative to evaluate model reliability, for which UA proves highly suitable. This analysis 
involves computing various statistical measures such as absolute error, margin of error (MOE), standard devia-
tion (StDev), standard error (SE), margin of error at a 95% confidence level (ME), white blood cell count (WBC), 
upper bound (UB), and lower bound (LB). The findings are subsequently documented in Table 11. A successful 
model regularly demonstrates a reduced WCB value47.

Table 11 indicates that models MD1, MD10, MD16, MD21, MD26, and MD29 both for training, testing, and 
validation in the uncertainty analysis, with MD29 getting the highest position. The width of the confidence bound 
(WCB) of various models has been examined to establish the most accurate architectural model for predicting 
the positive predictive value PPV of blasting.

In comparing the computational costs of different algorithms for predicting PPV resulting from blasting 
vibrations. While simpler algorithms like linear regression offer relatively fast computation times, they often 
struggle to capture the intricacies of the geological and blasting parameters that influence PPV accurately. Con-
versely, more sophisticated methods such as RVM or ensemble techniques like random forests may demand 
higher computational resources due to their complexity, especially during model training and optimization. 
Moreover, employing advanced techniques like convolutional neural networks (CNNs) for predicting the PPV 
could substantially increase computational expenses, especially due to the extensive preprocessing of data and 
fine-tuning of the model. Balancing computational efficiency with predictive accuracy is crucial in selecting the 
optimal algorithm for our PPV prediction task, ensuring timely insights into potential blast-induced ground 
vibrations while maintaining computational feasibility. The comparison of computational cost of this study both 
for training, testing and validation have summarised in Table 12. Based on Table 12, MD29 shows the highest 
value of comparison of computational cost such as 0.7243 in training, 0.0180 in testing, and 0.0191 in validation.

Figure 17 shows radar charts that show two mathematical measures used to rate how well training, testing, 
and validation sets work when using various optimization models48. To make it easier to compare the models, 
a thorough scoring method was employed. Using this method, many success indicators are put together and 
given a rank number based on how well they work. In our study, we calculate the final score for each model by 
summing up their individual ranks. The model with the highest total score is considered the best performing one.

Conclusion and summary
A precise and accurate assessment of ground vibration in the mining project is essential to mining engineer-
ing. Many researchers developed, trained, tested, and analysed machines, advanced machine, deep, and hybrid 
learning models in assessing ground vibration. This investigation utilized the conventional and optimized RVM 
models for the first time in ground vibration prediction. Thus, this work compares 33 RVM models (6 SRVM + 6 
SRVM_GA + 6 SRVM_PSO, 5 DRVM, 5 DRVM_GA, 5 DRVM_PSO) to find the optimal performance model. 
The following conclusions have been mapped from the outcomes of the several analyses.

Fig. 14.   Illustration of curve fitting of the six RVM models, MD1, MD10, MD16, MD21, MD26, and MD29.
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•	 Capabilities of RVM models: The performance evaluation of each RVM model demonstrates each model 
achieved a performance of more than 0.85 in the testing phase, presenting a good agreement between actual 
and predicted ground vibrations.

•	 Impact of Dual Kernel: The comparison of conventional SRVM and DRVM models reveals that implement-
ing the secondary kernel function enhances the accuracy and performance of the single kernel based RVM 
models. Also, dual-kernel RVM models achieve higher computational costs than single-kernel SRVM models.

•	 Effect of Optimization Algorithm: The genetic and particle swarm algorithms optimized each SRVM and 
DRVM model in this work. The analysis of performance reveals that the genetic and particle swarm algo-
rithms did not improve the performance of SRVM models. Conversely, a significant performance improve-
ment has been observed for DRVM models. The comparison of SRVM_GA, SRVM_PSO, DRVM_GA, 
and DRVM_PSO revealed that GA and PSO-optimized DRVM models achieved higher performance than 
SRVM_GA and SRVM_PSO models.

•	 Optimal Performance Model : The analysis of performance metrics (RMSE = 21.2999 mm/s, 16.2272 mm/s, 
R = 0.9175, PI = 1.59, IOA = 0.8239, IOS = 0.2541), score analysis (= 93), REC curve (= 6.85E-03, close to the 
actual, i.e., 0), curve fitting (= 1.05 close to best fit, i.e., 1), AD test (= 11.607 close to the actual, i.e., 9.790), 
Wilcoxon test (= 95%), Uncertainty analysis (WCB = 0.0134), and computational cost (= 0.0180) demonstrate 

Fig. 15.   Illustration of Taylor plots for (a) training, (b) testing, and (c) validation phase.
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that PSO_DRVM model MD29 outperformed the MD1 (conventional SRVM), MD10 (SRVM_GA), MD16 
(SRVM_PSO), MD21 (Conventional DRVM), and MD26 (DRVM_GA) models in the testing phase.

To conclude, the present investigation introduces a particle swarm-optimized Gaussian + exponential kernel-
based DRVM model as an optimal performance model for assessing ground vibration in rock blasting. The 
performance and accuracy of model MD29 demonstrates high capabilities. Therefore, the MD29 model may 
be implemented to estimate the blasting vibration in mining projects. The current investigation uses 200 data 

Fig. 16.   Depiction of AD test results for models MD1, MD10, MD16, MD21, MD26, and MD29.

Table 10.   Wilcoxon test for training, testing, and validation phase.

Model ID Num Median

Confidence 
levels

Achieved confidenceLCL UCL

Training phase

 Actual 160 0.1859 0.1584 0.2221 95.00%

 MD1 160 0.1867 0.1605 0.2219 95.00%

 MD10 160 0.1869 0.1608 0.2210 95.00%

 MD16 160 0.1836 0.1599 0.2277 95.00%

 MD21 160 0.1886 0.1628 0.2218 95.00%

 MD26 160 0.1867 0.1621 0.2220 95.00%

 MD29 160 0.1838 0.1596 0.2240 95.00%

Testing phase

 Actual 20 0.3140 0.1976 0.4284 95.00%

 MD1 20 0.2930 0.1120 0.4435 95.00%

 MD10 20 0.2931 0.1126 0.4515 95.00%

 MD16 20 0.2998 0.1313 0.4560 95.00%

 MD21 20 0.2936 0.1028 0.4831 95.00%

 MD26 20 0.3079 0.1365 0.4554 95.00%

 MD29 20 0.3085 0.1333 0.4140 95.00%

Validation phase

 Actual 20 0.1992 0.1349 0.2732 95.00%

 MD1 20 0.2291 0.1169 0.3587 95.00%

 MD10 20 0.2291 0.1169 0.3587 95.00%

 MD16 20 0.2291 0.1169 0.3587 95.00%

 MD21 20 0.2024 0.1043 0.2892 95.00%

 MD26 20 0.2108 0.0982 0.3230 95.00%

 MD29 20 0.2143 0.1010 0.2824 95.00%
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points, which is a research limitation. The overfitting of the soft computing models may be examined using more 
field databases. In addition, this investigation may be extended by implementing metaheuristic algorithms, 
i.e., evolutionary, physical, nature, swarm-based, and biological algorithms. As per the authors’ knowledge, the 
present work implements and compares the single kernel-based SRVM, dual kernel-based DRVM, SRVM_GA, 
SRVM_PSO, DRVM_GA, and DRVM_PSO models in assessing the ground vibrations for the first time. This 
research will help mining engineers and designers select the best kernel function and its hyperparameters in 
estimating ground vibration. Future research directions of this study include applying the model to different 
geological conditions, rock mass condition and explosive property and comparing its performance against other 
state-of-the-art predictive models. Additionally, investigating the impact of varying blasting parameters and 
environmental conditions on ground vibration predictions will provide more comprehensive insights.

Table 11.   Results obtained from the uncertainty analysis (UA).

Model ID MOE SD SE ME LB UB WCB Rank

Training phase

 MD1 0.0078 0.0082 0.0006 0.0013 0.0024 0.0132 0.0108 6

 MD10 0.0078 0.0082 0.0006 0.0013 0.0031 0.0124 0.0092 5

 MD16 0.0073 0.0075 0.0006 0.0012 0.0049 0.0096 0.0047 2

 MD21 0.0077 0.0088 0.0007 0.0014 0.0074 0.0080 0.0006 4

 MD26 0.0074 0.0075 0.0006 0.0012 0.0057 0.0091 0.0034 3

 MD29 0.0072 0.0075 0.0006 0.0012 0.0053 0.0091 0.0038 1

Testing phase

 MD1 0.0091 0.0097 0.0022 0.0043 0.0030 0.0213 0.0182 2

 MD10 0.0093 0.0099 0.0022 0.0043 0.0032 0.0217 0.0185 3

 MD16 0.0096 0.0091 0.0020 0.0040 0.0027 0.0165 0.0137 6

 MD21 0.0095 0.0098 0.0022 0.0043 0.0001 0.0190 0.0189 5

 MD26 0.0094 0.0086 0.0019 0.0038 0.0046 0.0141 0.0095 4

 MD29 0.0083 0.0074 0.0017 0.0032 0.0016 0.0150 0.0134 1

Validation phase

 MD1 0.0089 0.0079 0.0018 0.0035 0.0007 0.0185 0.0177 6

 MD10 0.0089 0.0079 0.0018 0.0035 0.0007 0.0185 0.0177 5

 MD16 0.0089 0.0079 0.0018 0.0035 0.0007 0.0185 0.0177 4

 MD21 0.0076 0.0082 0.0018 0.0036 0.0016 0.0136 0.0120 2

 MD26 0.0081 0.0082 0.0018 0.0036 0.0022 0.0184 0.0162 3

 MD29 0.0068 0.0069 0.0015 0.0030 0.0041 0.0177 0.0136 1

Table 12.   Comparison of computational cost. Significant values are in bold.

Model Train Test Valid

MD1 0.5342 0.012 0.0141

MD10 0.4892 0.0031 0.0097

MD16 0.1982 0.0016 0.0095

MD21 0.6388 0.0150 0.0168

MD26 0.2491 0.0018 0.0118

MD29 0.7243 0.0180 0.0191
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All data generated or analysed during this study are included in this article.
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Fig. 17.   Illustration of radar plots of RMSE & MAE (a1, b1, c1), R & IOA (a2, b2, c2), and PI (a3, b3, c3) in the 
prediction of ground vibration during (a) training, (b) testing, (c) validation.
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