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Survey design decisions are—by their very nature—tradeoffs between
costs and errors. However, measuring costs is often difficult. Furthermore,
surveys are growing more complex. Many surveys require that cost infor-
mation be available to make decisions during data collection. These com-
plexities create new challenges for monitoring and understanding survey
costs. Often, survey cost information lags behind reporting of paradata.
Furthermore, in some situations, the measurement of costs at the case level
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is difficult. Given the time lag in reporting cost information and the diffi-
culty of assigning costs directly to cases, survey designers and managers
have frequently turned to proxy indicators for cost. These proxy measures
are often based upon level-of-effort paradata. An example of such a proxy
cost indicator is the number of attempts per interview. Unfortunately, little
is known about how accurately these proxy indicators actually mirror the
true costs of the survey. In this article, we examine a set of these proxy
indicators across several surveys with different designs, including different
modes of interview. We examine the strength of correlation between these
indicators and two different measures of costs—the total project cost and
total interviewer hours. This article provides some initial evidence about
the quality of these proxies as surrogates for the true costs using data from
several different surveys with interviewer-administered modes (telephone,
face to face) across three organizations (University of Michigan’s Survey
Research Center, Westat, US Census Bureau). We find that some indica-
tors (total attempts, total contacts, total completes, sample size) are corre-
lated (average correlation �0.60) with total costs across several surveys.
These same indicators are strongly correlated (average correlation �0.82)
with total interviewer hours. For survey components, three indicators (total
attempts, sample size, and total miles) are strongly correlated with both
total costs (average correlation �0.77) and with total interviewer hours
(average correlation�0.86).

KEY WORDS: Monitoring; Paradata; Survey cost.

1. INTRODUCTION

Survey design decisions are—by their very nature—tradeoffs between costs
and errors. The total survey error framework orients us to produce the highest

Statement of Significance

Survey designers make difficult decisions aimed at maximizing quality
and controlling costs. During data collection, aspects of quality are moni-
tored (number of interviews, response rate, differences in the characteris-
tics between those who respond and those who do not). Components of
costs are also monitored. Monitoring costs in real time can be difficult. As
a result, proxy indicators are often used instead of direct measures of
costs. For example, the total number of attempts to complete interviews
or the average number of attempts per complete can be more easily calcu-
lated in real time than total interviewer hours. The latter may be delayed
until timesheets are completed and processed. We explore whether these
proxy indicators are good measures of the direct costs of interest.
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quality estimates for a specified budget or, less frequently, produce a specified
quality without a prespecified budget. Survey methodologists have frequently
studied the error side of this tradeoff. Many studies investigated the impact of
nonresponse on the quality of estimates (see Groves 2006; Peytchev 2013
for overviews). There are also studies of the impact of measurement error
(Biemer and Trewin 1997; Hox et al. 2015; Fricker et al. 2015; Cernat 2015),
sampling error (Kish 1965; Cochran 1977; Lohr 2019), coverage error
(Eckman and Kreuter 2011), and even processing error (West et al. 2016,
2017). However, fewer studies examine survey costs (see Olson et al. 2021 for
a review).

Further, surveys are growing more complex. Many surveys now include
multiple modes (AAPOR Task Force Report—Olson et al. 2021) or responsive
and adaptive design elements (Groves and Heeringa 2006; Schouten et al.
2017) that require cost information be available in order to make decisions dur-
ing data collection. These complexities create new challenges for monitoring
and understanding survey costs.

Often, monitoring of survey costs has a longer time lag than monitoring of
paradata. Expenses may be reported but need to be routed through financial
systems and may not appear in project accounting until a short or even long
amount of time has passed. In field surveys, time spent on each case is not usu-
ally captured by sample management software. Further, not all Computer-
Assisted Telephone Interviewing (CATI) facilities can use the time captured
by software for processing interviewer payment. Hence, interviewer hours may
only be captured by timesheets. However, timesheets are usually not reported
on a daily basis, while records of call attempts are. Further, in some situations,
the measurement of costs is difficult (Varela and Zotti 2019; Olson et al.
2021). For example, field interviewers may report hours worked each day, but
do not report hours worked on each case. In a field setting, case-level costs are
difficult to determine for a cluster sample given that an interviewer travels to
the cluster. It is unclear how these travel costs should be divided across all
cases in the cluster.

Given the lag between reporting cost information and the difficulty of
assigning costs directly to cases, survey designers and managers frequently
monitor costs through proxy indicators. These proxy measures are often based
upon level-of-effort paradata. For example, Groves and Heeringa (2006) use
the number of attempts to each sampled unit as a proxy cost indicator in the
field studies they describe. The total number of attempts made per complete is
another example of a proxy indicator that is based upon paradata. These proxy
cost indicators may be reported in experimental comparisons of different sur-
vey protocols. The use of these proxy indicators also greatly simplifies the task
of monitoring costs on a real-time basis.

Unfortunately, little is known about how accurately these proxy indicators
actually mirror the true costs of the survey. This question is an important one
for those who monitor surveys during the field period. Understanding whether
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these indicators are likely to provide an accurate prediction of true costs is
important. Many of these indicators are currently used, without a clear under-
standing of how and when they work. To make effective decisions, organiza-
tions will need to have an evaluation of the ratio of “signal” to “noise” in each
of these indicators.

2. BACKGROUND

Survey data collections are becoming increasingly varied. More operations
include responsive design (Groves and Heeringa 2006; Mohl and Laflamme
2007; Peytchev et al. 2009; Tabuchi et al. 2009; Kleven et al. 2010; Laflamme
and Karaganis 2010; Lundquist and S€arndal 2013; Barber et al. 2011;
Schouten et al. 2011, 2017; Finamore et al. 2013), or more complex designs
that include multiple response modes and complex recruitment strategies that
may include mail, email, SMS (i.e., text messages), telephone, and face-to-face
contacts within the same survey (Olson et al. 2021). These more complex
designs can also be tailored to subgroups in the population using adaptive sur-
vey design (Schouten et al. 2017). To optimize cost-error tradeoffs for these
designs, detailed cost estimates for all the aspects of the design are needed (see
for example, Calinescu et al. 2013). However, methods for estimating costs
have not been widely discussed in the survey methodology literature. In partic-
ular, methods for monitoring costs in real-time have not been evaluated.

Several papers examine total costs (Nicholls and Groves 1986; Catlin and
Ingram 1988; Baker 1992; Baker et al. 1995; Cobanoglu et al. 2001; Andresen
et al. 2008) or per interview costs for comparison purposes (Kristal et al. 1993;
Kaplowitz et al. 2004; Hardigan et al. 2012). Many of these studies report these
costs as dollars or as relative costs (Fries et al. 2004; Scott et al. 2011; Biemer
et al. 2018), where these costs are evaluated after the survey is complete.
However, these studies haven’t reported on the correlation of proxy measures
with these total costs—whether the costs are expressed as project totals, per
interview costs, or relative costs.

On the other hand, proxy indicators have been used as a substitute for more
direct cost estimates (Kristal et al. 1993; Gfroerer et al. 2002; Curtin et al.
2005; Cotter et al. 2005; Groves and Heeringa 2006; McCarty et al. 2006;
Romanov and Nir 2010). In one of these examples, Gfroerer and colleagues
look at “cost savings” resulting from the use of an incentive by examining the
reduction in the number of attempts and number of days in the field period
required to complete an interview. The survey they examine (the National
Survey of Drug Use and Health) is conducted face-to-face and it is presumably
difficult to assess the cost of a single attempt. Interviewers must first travel to
sampled clusters and then begin making contact attempts. Interviewers were
instructed to work at least four hours when traveling to a sampled cluster so as
to be efficient.
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It is logical to assume that indicators of level of effort would be useful proxy
indicators of cost. However, there are reasons to suspect that they may be less
than perfect proxies. In a face-to-face survey with a cluster sample, the number
of attempts made on each trip to a cluster can vary depending upon how long the
interviewer stays, the time of day and day of week, whether they conduct inter-
views, and many other factors (Wagner and Olson 2018). Estimating the costs of
an attempt, in this context, can be difficult. Furthermore, deciding how to assign
the cost of travel to a cluster among the cases in that cluster is a difficult problem.
Different types of call outcomes, including no one home, ineligible, refusal, and
completed interviews, can take different amounts of time, leading the length of
individual attempts to vary across sample cases. Interview lengths also vary
greatly. Finally, there are reports of errors in the paradata that are used to form
these proxy indicators. Biemer et al. (2013) noted that field interviewers underre-
port attempts. This underreporting reduces the utility of these data for nonres-
ponse adjustments. Wagner et al. (2017a) report on a survey of field interviewers
who self-report that they sometimes make mistakes (data entry issues, forgetting
to log attempts). Wagner et al. also use GPS data to show the potential for unre-
ported attempts. Therefore, there are reasons to be concerned that these proxy
measures may not be highly correlated with the actual costs.

Proxy indicators of costs are being used, both in field monitoring and as an
evaluation tool after surveys are completed. However, little is known about the
quality of these proxy indicators. In this article, we will examine the quality of
these proxy indicators. We do so by examining correlations between several
proxy indicators and two measures of costs—total survey costs and total inter-
viewer hours. We also examine the correlation of these proxy cost indicators
with costs measured for subcomponents of surveys. The subcomponents that
we examine here are interviewers and regions. The analysis we perform pro-
vides a roadmap for organizations to conduct similar analyses to more com-
pletely understand the quality (i.e., signal-to-noise ratio) of indicators in their
own data collection settings. In the next section, we will describe how the indi-
cators are calculated. Then, we will examine correlations between the proxy
cost indicators and the two measures of costs. We will conclude with some dis-
cussion and recommendations.

3. METHODS AND DATA

Table 1 lists the proxy cost indicators used in this study. These indicators were
developed from the current monitoring tools in place across several organizations
and survey projects. These indicators are used for interviewer-administered sur-
veys (telephone and face to face). Several of these have been reported in the liter-
ature as proxy measures of effort. In addition to the proxy indicators and a short
description of each, table 1 includes citations that are meant to be examples of the
use of each indicator. Some indicators, such as “Total Completes” are reported
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Table 1. Proxy Cost Indicators

Indicator Description Citations

Total attempts A count of the total number of
attempts. This includes mail,
email, SMS text, telephone,
and face-to-face attempts.

Pollien and Joye (2014) and
Laflamme (2008)

Attempts per
interview

Total attempts divided by total
completes.

Cotter et al. (2005),
Greenlaw and Brown-
Welty (2009), Kristal et al.
(1993), McCarty et al.
(2006), and Romanov and
Nir (2010)

Total contacts The count of attempts that have
contact with a household
member.

Total
completes

Total count of completed inter-
views across all modes.
“Complete” is defined sepa-
rately for each survey.

Uhlig et al. (2014) and
Herring et al. (2014)

Sample size The total sample size. This
could be a sample of persons
or households, depending
upon the study.

Vannieuwenhuyze (2013)
and Barrett et al. (2017)

Attempts per
sampled unit

Total attempts divided by the
sample size.

See “attempts per interview”
citations

Total miles The total number of miles
driven by interviewers in their
personal vehicles. These
miles exclude mileage in
rental vehicles. Interviewers
using public transportation
also do not report mileage.

Wagner and Olson (2018)

Mean number
of attempts
to first
contact

For each sampled unit the
attempt at which the first con-
tact was recorded. Among
those cases with a first con-
tact, what was the mean num-
ber of attempts including the
attempt when first contact was
made.

Luiten et al. (2020), Coffey
and Elliott (in press),
Laflamme (2008), and
Lynn and Clarke (2002)

Minutes of
interviewing

The total number of minutes
spent completing a survey,
including all modes except
paper/mail surveys.

Adler (1975) and Presser and
McCulloch (2011)

Continued
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by most or even all surveys. “Sample Size” is also commonly reported, although
in some cases this would need to be derived from other information, for example,
number of completes divided by the response rate.

We compare these proxy indicators to direct measures of costs. For this pur-
pose, we used two measures of survey costs. The first is the total cost of the
survey, which is actually a difficult concept to define for a number of reasons
(Olson et al. 2021). In some cases, costs may be measured with error. For
example, if managers are working many hours more than 40, but can only
charge 40 hours, or if managers’ salaries are charged to overhead and not
directly to projects but they still work some time on projects, then this may
lead to mismeasurement of the true effort required. In the reporting of costs,
the focus is on the variable costs. The fixed costs are often not included in
experimental comparisons. Given these and other difficulties, we describe how
total costs are defined in the description of each survey.

Total interviewer hours are a second measure. We exclude hours spent in
training. We do not include hours of the immediate supervisors of the inter-
viewers, unless these hours are specifically coded as hours spent in the activity
of recruiting sample members or conducting interviews with them. As one
would expect, these activity codes are sometimes assigned incorrectly, so
some hours may be included or excluded erroneously (Wagner et al. 2017a).

We have initial hypotheses about these proxy indicators:

(1) Among the proxy indicators considered, those that are most directly related
to levels of effort (total attempts, total attempts per complete, and total
attempts per sampled unit) will have the highest correlations with both
measures of cost. Hours per interview (HPI) will have a high correlation
with total costs.

(2) Proxy indicators that are indirect levels of effort (sample size, total con-
tacts, total miles, mean number of attempts to first contact, and minutes of
interviewing) will have lower correlations than the more direct measures.

Table 1. Continued

Indicator Description Citations

Hours per
interview

The total hours interviewers
have worked divided by total
completes. Hours spent in
training are not included.
Used as a proxy for total costs
only since it includes total
interviewer hours in its
calculation.

Groves and Heeringa (2006),
Kirgis and Lepkowski
(2013), and Wagner et al.
(2017b)
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Among the proxy indicators of indirect levels, sample size is not directly
related to effort as the number of attempts per sampled unit can differ across
samples. Total contacts and mean number of attempts to first contact address a
component of the recruitment process—contact, but not other parts of the
recruitment process—namely obtaining agreement to participate. Total miles
are a measure of interviewer travel, but travel in most face-to-face studies is
only 20–40 percent of interviewer time (Wagner and Olson 2018). Finally,
minutes of interviewing measure how long the actual interview takes, but not
other components. While the length of interview may relate to the response
rate—longer interviews having lower response rates (most of the research
relates to mail and web surveys; Galesic and Bosnjak 2009; Kaplowitz et al.
2012; Rookey et al. 2012; Robb et al. 2017)—the relationship is indirect.

Next, we give a brief description of the surveys that were included as part of
this study. In addition to describing the study, we also describe how the survey
costs are measured and reported as this varies over the surveys.

3.1 National Survey of Family Growth

3.1.1 Survey description.
The National Survey of Family Growth (NSFG) is a large face-to-face survey
that is conducted nationally. The topic of the survey is fertility and family for-
mation. The target population is women and men ages 15–44 and, since 2015,
the eligible ages have been expanded to 15 to 49 (see https://www.cdc.gov/
nchs/nsfg/index.htm for additional details on the NSFG, last accessed July 13,
2023). The data analyzed here are from the NSFG 2011–2019 and include data
collected between June 2011 and December 2017. The NSFG 2011–2019 had
an overall AAPOR RR2 of about 68 percent.

The survey had a continuous design with annual data collection organized
into four quarters, each with a new release of sample. Each quarter was
12 weeks long, with four quarters in a year. Although the data were released
every two years, each of these quarters could be seen as a repeated cross-
sectional survey. We calculate the total costs, interviewer hours, and the proxy
cost indicators for each quarter.

3.1.2 Data description.
The analyses for the NSFG rely upon cost data as well as proxy indicators that
are developed from paradata about the level of effort. The survey paradata are
derived from an electronic sample management system and Computer-
Assisted Personal Interviewing (CAPI) software. The cost data are drawn from
time and expense reporting systems.

Interviewers reported on the outcome of each contact attempt in a sample
management system (SurveyTrak). Wagner et al. (2017a) report on a survey of
interviewers for this project. Interviewers report that these data are likely
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imperfect. While acknowledging these errors, we still use these data to derive
the number of completed interviews, the total number of attempts, attempts to
first contact, and other indicators that use these counts in their calculation (e.g.,
mean attempts per completed interview).

Total miles are reported as an expense through time and expense reporting
software. Interviewers are asked to report this information at the end of each
workday. Interviewers do not always complete this reporting task on the same
day. There may be some errors in reporting hours, expenses, or mileage
(Wagner et al. 2017a). One issue, discussed in detail by Wagner et al. (2021),
is that expenses and even interviewer hours can be classified into the incorrect
quarter. These reports are then used as inputs to the University of Michigan
(UM) financial systems for payment. The costs reported in this article are based
on paid salaries and expenses reported through the UM financial systems.
Total miles and total interviewer hours are handled differently. The HPI values
are calculated directly from hours reported in the time and expense manage-
ment software and interview counts reported in the sample management
system.

Those central office staff who are paid monthly report their time in a sepa-
rate timesheet system. Central office staff may work on multiple projects and
estimate the hours worked on each project. Staff also categorize their hours
into various activities. However, most staff have activity that falls into a single
category (e.g., sampling, management). Staff complete their timesheets for a
complete month before the end of the month. They estimate hours they expect
to incur for the latter part of the month. Any changes in planned hours are then
retroactively edited. These hours are uploaded to UM financial systems on a
monthly basis and are reported on UM systems approximately ten days after
the end of the month.

Minutes of interviewing is taken from the CAPI software (Blaise) and is
based on timestamps for entry into the instrument and exit from the instrument
(including accounting for possible multiple sessions).

Finally, not all costs are included. We do not include the hours charged
by central office management. We do include the hours charged by inter-
viewers for the activity known as “main data collection,” which includes
the bulk of their hours and expenses. The only interviewer activity excluded
is “sampling,” which is time charged for development of the sample frame
(i.e., listing housing units). We did replicate the analysis with the
“sampling” activities included and found very similar results. Time and
expenses charged by field supervisors are also included. We included
expenses (largely mileage and other travel-related costs) charged by inter-
viewers and respondent payments (tokens of appreciation) in these estimates
of costs.
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3.2 Survey of Consumers

3.2.1 Survey description.
The Surveys of Consumers (SoC) are monthly cell phone surveys with a rotat-
ing panel design (see https://data.sca.isr.umich.edu/ for additional details on
the SoC, last accessed July 13, 2023). Each monthly survey sample is com-
posed of new nationwide Random Digit Dialing (RDD) cell phone sample and
also attempted reinterviews of sample previously interviewed 6 and 12 months
ago. In a calendar year, the survey period varies across the months. It is 25–
27 days in 9 of the months, and 33–34 days for 3 of the months. There are no
monetary incentives offered. Reinterview sample cases with a postal or email
address are sent an advance notification. In addition, up to two reminder emails
are sent in the second half of the survey period. The noncontacts are attempted
up to three and ten times in the new and reinterview samples, respectively.

The survey now targets approximately 600 completes each month. At the
start of the time period reviewed here (2015), the survey targeted 500 com-
pletes. The target total was increased gradually until it reached 600 in
November 2016. The survey population is the adult population (18 years and
older) located in the coterminous United States (48 states and DC). SoC pri-
marily produces estimates of monthly change in U.S. consumer sentiment and
short- and long-term inflation expectations that are used in the nation’s mone-
tary and financial policies.

3.2.2 Data description.
The average interview length is computed as 29 minutes per complete across
all monthly samples from January 2015 to December 2020 using timestamps
from the CATI data collection system (Blaise). The average monthly AAPOR
RR2 is 5, 52, and 57 percent, respectively, for the fresh, 6-month and
12-month reinterviews. While the telephone numbers are assigned to the inter-
viewers by group and call priorities within the system in each shift in a central-
ized location using the Blaise sample management system, the interviewers
manually call the assigned phone numbers. Each call attempt is recorded by
the system at the sample unit level (i.e., telephone number) and the total num-
ber of attempts (calls) is computed using the data from the Blaise system.
Using the same data, the number of attempts (calls) to first contact is computed
using the outcomes defined as “contact” by the study.

The HPI is computed using retrospective reporting in a timesheet by the
team leaders and the interviewers of their hours which are associated with a
code for each monthly survey. The Blaise system also tracks the time spent
interviewing using timestamps. The overall HPI as computed using the inter-
view timestamps from the Blaise data collection system is virtually equal to
the average HPI computed using the timesheet hours. The difference could be
due to team leaders spending time on interviewing versus administrative work
and/or human error.
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Our estimate of total costs includes the permanent staff time (programmers,
coders, and shift managers) that is tracked by the timesheet system. Some addi-
tional functions, for example, human resources, are also included in the total
costs. Both staff and interviewers recorded their hours for training separately.
Since 2019, costs related to quality control are separated as well.

3.3 Survey of Income and Program Participation

3.3.1 Survey description.
The Survey of Income and Program Participation (SIPP) is an in-person inter-
viewer-administered national household survey. The survey design is a contin-
uous series of national panels with an annual sample size of about 53,000
households. Data collection operations are conducted annually and last approx-
imately five months (February through June), with the prior calendar year as
the reference period (e.g., the 2017 data collection period asks questions about
the 2016 calendar year). Each sampled household may be interviewed in four
consecutive annual interview periods. Thus, in the full rotating panel imple-
mentation, four panels are interviewed simultaneously—the newest panel is
being interviewed for the first time (i.e., wave 1), while the oldest panel is
being interviewed for the fourth time (i.e., wave 4).

The SIPP sample is a multistage stratified sample of the US civilian nonin-
stitutionalized population. The target population is the civilian noninstitutional-
ized population of the 50 states and the District of Columbia. In sampled
households, all individuals 15 and older are interviewed, and proxy responses
are collected for those 14 and younger.

The SIPP is a primary source for information on workforce participation,
demographic data, income information, and eligibility for and participation in
government assistance programs. The information provided by the SIPP is
highly valued by government agencies, academics, and private research organ-
izations. Uses include evaluating the impact of government benefit programs
as well as the effects of policy changes to those programs; generating informa-
tion on the distribution of wealth throughout the country; and informing socio-
economic indicators for the US noninstitutionalized population.

For this analysis, we used SIPP data from 2014 through 2020 which covered
the full 2014 panel (2014–2017) and 3 years of the 2018 panel (2018–2020).
In both 2014 and 2018, new initial samples were selected, and so those data
collection periods only included wave 1 cases. For waves 2–4 in the 2014
panel, respondent cases from wave 1 were recontacted in each year of 2015–
2017, but no additional refreshment samples were selected in each of those
three later years. As a result, 2015 only included wave 2 cases; 2016 only
included wave 3 cases; and 2017 only included wave 4 cases. In 2018, the fully
rotating panel design was implemented, so refreshment samples would be
selected each year. Figure 1 illustrates these two panel designs. In the 2018
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design, a new wave 1 sample enters each year from 2018 to 2021, with the
goal of collecting data for four years. This design change to a rotating panel
design was implemented to facilitate cross-sectional as well as longitudinal
estimates, improve stability of sample size over time, and address concerns
about panel representativeness. Due to extenuating circumstances, the 2019
sample was dropped after wave 1, and so that sample only included wave 1
interviews. In the four months leading up to the start of data collection opera-
tions in the SIPP, the federal government (including the Census Bureau) was
subject to a continuing resolution in appropriations, a month-long government
shutdown, and reductions in overall budgets for governmental agencies. Each
of these situations severely impacted preparations for data collection opera-
tions, hiring of interviewers, and the budget for data collection activities. This
led to significantly lower response rates than those typically achieved in the
wave 1 of SIPP.

In figure 2, we report cumulative weighted response rates (AAPOR, RR2)
for each panel and wave. For more information on SIPP response rates, see the
annual SIPP Source and Accuracy statements (the most recent example is for
the 2021 calendar year, Census Bureau 2022).

3.3.2 Data description.
Data for these analyses come from five information sources. The sample size
and interview/noninterview status come from the US Census Bureau’s official
field management operational control system (ROSCO). These official statuses
are used to estimate response rates, as well as determine how cases are
impacted during postcollection processing, including editing, imputation, and
weighting.

Figure 1. Interview Number (Wave) for SIPP Sample Units by Year of Sampling/
Panel Entry and Calendar Year of Data Collection.
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Information about the number and outcome of individual contact attempts
are extracted from the Contact History Instrument (CHI), within which inter-
viewers self-report each contact attempt, information about the contact attempt,
and the outcome of that attempt (e.g., noncontact, contact, refusal, and
interview).

Total miles and hours are calculated using information from the time and
expense reporting software used by interviewers (WebFRED). Similar to the
NSFG, interviewers are asked to input their miles and hours daily, though in
practice there may be some lag. However, the assignment of the hours and
expenses to the incorrect wave is extremely unlikely since there is a seven-
month gap between interview periods, so it is possible to assign interviewing
costs to the appropriate interview period. On the other hand, interviewers
assigned to work on the SIPP may also be assigned to other surveys as part of
their Census Bureau job. When an interviewer makes contact attempts on cases
from different surveys on the same day, allocating time and mileage across the
different survey projects can be difficult, so there may be errors in reported
hours, expenses, or mileage.

Minutes of interviewing is calculated from the CAPI survey software
(Blaise). Blaise records each time an interviewer enters and exits the survey
instrument for a given case and also provides timestamps to calculate the time
spent on any specific screen of the instrument. Aggregating these times results
in an estimate of the total time spent interviewing.

We estimated “total” survey costs two ways. For the more restrictive esti-
mate of cost, we limited costs to those incurred by interviewers as a part of
their job. This definition of cost includes planning their trips for a day, driving,
making contact attempts, and interviewing. This definition does not include
any regional office (RO) or Census Bureau headquarters costs, as it focuses

Figure 2. Cumulative Weighted Response Rates for SIPP Sample Units by Year
of Sampling/Panel Entry and Calendar Year of Data Collection.
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specifically on interviewer activities. We were able to do this using WebFRED
data and filtering to only include charges related to interviewers. One limitation
of this definition is that interviewing-related costs accrued by noninterviewer
staff who may occasionally conduct interviews (interviewer supervisors, train-
ers, etc.) will not be included in this estimate of “survey costs” as their time is
not recorded in the same system. We would expect this definition of cost to be
highly correlated with interviewer-level cost proxies (e.g., total miles and
minutes interviewing) but less representative of the overall cost of conducting
a data collection operation.

We also considered a broader definition of “total” survey costs—the total
budget allocations to the field ROs. This estimate of survey costs includes
some fixed costs like hiring, training, and survey equipment like laptops, in
addition to interviewer-incurred costs, and so it is a more complete way of
looking at data collection costs. However, this estimate of cost may be more
invariant to specific sample size fluctuations, and more representative of the
“cost of doing business” aspect of survey operations. This cost definition still
excludes Census Bureau headquarters costs.

While the SIPP has a panel design, all costs and measures of effort for a
given data collection period are aggregated across panels. This may not be
ideal, but the data are structured such that we cannot disaggregate costs by
panel. An interviewer’s case load can include cases from all waves, and some
costs like mileage and other travel expenses cannot be easily allocated to indi-
vidual cases as interviewers visit many cases in a given day.

3.4 Medical Expenditure Panel Survey

3.4.1 Survey description.
The Medical Expenditure Panel Survey (MEPS) is the primary comprehensive
source of data on medical services utilization and expenditures and one of the
most comprehensive on health insurance coverage for the US noninstitutional-
ized population. Observing the recruitment of its 26th panel in 2021, the MEPS
Household Component (MEPS-HC) captures, over five interviews completed
approximately every six months, two calendar years of data about participating
households’ medical services use, costs, and quality; health conditions and sta-
tus; and health insurance coverage. Each year a new nationally representative
sample for the MEPS-HC is drawn from among households responding to the
previous year’s National Health Interview Survey (NHIS). One knowledgeable
household member (18þ) reports for all related household members.

The sample for the MEPS panel 24 was first fielded in 2019. The sample was
randomly selected from among those who participated in the NHIS during the
first three quarters of 2018. The AAPOR response rate 1 for panel 24 round 1
was 71.2 percent (unweighted conditional response rate) and was calculated by
dividing the number of completed household interviews (7,186), by the number
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of eligible households (10,090). This rate was conditioned on an NHIS complete
or partially completed interview. The final weighted response is not included in
this description because it blends all active panels for the calendar year and there
were three active panels for 2019. Therefore, the unweighted conditional response
is included, which only accounts for the panel MEPS used in this analysis.

3.4.2 Data description
For MEPS, the total cost was calculated at the interviewer level using data that
were extracted from the time and expense interviewer management system
which interviewers use to input their hours and expenses. Only direct costs,
such as interviewer wages and expenses were included in this calculation.
Hours dedicated to training or indirect costs were not factored into this total
cost calculation. Additionally, we excluded field management and home office
staff hours.

The number of observations for the Medical Expenditure Panel Survey (one
round of data collection over a six-month period) is much smaller than for the
other studies in this article. We were concerned that the overall MEPS correla-
tions might be unstable because of the small number. Instead, we examine the
proxy indicators and their correlation with interviewer-level hours and costs in
a single year. We chose to focus on the MEPS panel 24 and its initial inter-
views (MEPSP24R1, i.e., MEPS panel 24 round 1; n � 7,000), which occurred
between January and July 2019. We estimated correlations using data from
332 interviewers. These interviewers worked on two other panels at the same
time as the initial interviews for panel 24 were conducted 24 (MEPS panel 23
round 3, MEPS panel 22 round 5). They charged their time separately for work
on the three panels. Though there is certainly error and variation in how indi-
vidual interviewers allocated time across panels (similar to the issue described
above for SIPP interviewers who worked on other projects), the proportion of
total survey hours allocated to the initial interviews has been surprisingly con-
sistent for more than 25 years.

We summarize key features of the four surveys in table 2.

4. RESULTS

We first look at correlations of proxy indicators with total costs (as defined by
each survey). Table 3 shows these correlations for each of the surveys. Here,
we note that some indicators are “not applicable” and some are not calculated.
“Total miles” is not applicable for the SoC since it does not use face-to-face
interviewing. Other indicators are not calculated since it would have been diffi-
cult to do so retrospectively. These are “mean number of attempts to first con-
tact” for the SoC; total attempts and sample size for interviewers for the
MEPS; and refusal for the ROs for the SIPP.
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Table 2. Key Features of Each Survey

NSFG SoC SIPP MEPS

Data collection
organization

UM SRC UM SRC US Census Bureau Westat

Mode Face to face Telephone Primarily face to face Face to face
Population 18–49 18þ All members of a sampled

household (<14 inter-
viewed by proxy)

18þ, civilian, noninstitution-
alized population

Design Cross-sectional Rotating panel Mix of longitudinal and rotat-
ing panel

Rotating panel

Unit of analysis Quarterly samples Monthly samples Annual samples/regional offi-
ces within annual samples

Interviewers within a single
round of interviewing
within a panel

Number of units for
analysis

27 quarters 72 months 6 regional offices, 7 years 332 interviewers

Average sample
size

�5,000 housing
units

�8,600 cell numbers 53,000 housing units 9,700 new households were
sampled from NHIS

Sample source Area probability
samples

Cellular RDD Master address file NHIS completed or partially
completed interviews

Response rate �68% 5% panel, conditional
52% 6-month
follow-up,
conditional 57% 12-
month follow-up

See figure 2 �70%

Continued

P
roxy

Survey
C
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Table 2. Continued

NSFG SoC SIPP MEPS

Length of sample
period

12 weeks 1 month 5 months 30 months

Contact strategies Personal visits,
mailings

Telephone Personal visits, telephone
contacts by field
interviewers

Personal visits, telephone
contacts by field inter-
viewers, advance mailing
by home office

Cost definitions Total cost calcu-
lated as inter-
viewer wages and
expenses with
some exclusions
such as training
costs and costs
related to sample
development.

Total cost calculated as
interviewer and per-
manent staff time
wages and expenses
that are directly
related to the data
collection.
Permanent staff
includes pro-
grammers, coders,
and shift managers.
There are some addi-
tional functions such
as human resources
support as well.

Interviewer costs:
Interviewing-related costs

only (e.g., planning work,
traveling to cases, making
contact attempts, interview-
ing activities)

Interviewer þ RO costs:
Total budget allocations to

field activities (e.g., hiring,
training, equipment, in addi-
tion to interviewer-specific
costs)

Total cost was calculated at
the interviewer level using
data from time and expense
interviewer management
system. Only direct costs
were included, that is, inter-
viewer wages and
expenses.
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Table 3. Correlations of Proxy Indicators with Total Cost Estimate

Survey (# of
iterations)

Proxy indicator

Total
attempts

Attempts per
interview

Attempts per
sampled line

Total
contacts

Total
completes

Sample
size

Total
miles

Mean number
of attempts to
first contact

Minutes of
interviewing

Hours per
interview

NSFG 0.496b 0.266 0.409 0.370 0.309 0.319 0.203 0.156 0.218 0.509a

SoC 0.529 0.341 �0.361 0.497 0.817 0.826a NA NC 0.222 0.735b

SIPP v1
I’wer costs

0.595 0.333 0.012 0.706 0.430 0.674 0.804b 0.175 0.818a 0.688

SIPP v2
I’wer þ RO Costs

0.787 0.072 0.645 0.808 0.916a 0.542 0.454 0.880b 0.772 �0.262

NOTE.—NA: not applicable; NC: not calculated.
aHighest correlation per study.
bSecond highest correlation per study.

P
roxy

Survey
C

ostIndicators
949



In this table, we see some similarities and differences across the correlations.
Nearly all the correlations are positive. The correlations tend to be stronger for
the SIPP study using the second version of total costs (i.e., those including
both interviewer and RO costs) than for the other studies, though this may be
because of the small number of years on which correlations are based.
The indicator with the highest average correlation is the “total completes.”
There are several indicators that are close to this, including “total attempts,”
“total contacts,” and “sample size.” Among the remaining indicators, several
have average correlations between 0.4 and 0.5 (“total miles,” “mean number
of attempts to first contact,” “minutes of interviewing,” and “hours per
interview”). Two indicators have low average correlations (“attempts per inter-
view” and “attempts per sampled unit”).

Next, we look at the correlations of these proxy indicators with total inter-
viewer hours. Table 4 presents these correlations.

In this table, the correlations are generally stronger. The highest correlation
for the NSFG is the total number of contacts. Total attempts is a close second
highest correlation for the NSFG. For the SIPP the highest correlations are the
total contacts and the minutes of interviewing. For the SoC, the sample size
has the highest correlation with total interviewer hours. Overall, total attempts
and total contacts have the highest average correlation across the three studies.
Total attempts has the highest minimum correlation among all three studies.

We next turn our attention to correlations within two of the studies, MEPS
and SIPP. Here, we generically refer to subsets of surveys as “components.” In
the MEPS, the component is the interviewer. In the case of the SIPP, the com-
ponent is the RO (the US Census Bureau has six ROs). For the MEPS we look
at correlations of interviewer-level total costs and each of the proxy indicators,
also calculated at the interviewer level. For the SIPP, we look at correlations of
RO-level costs with proxy indicators calculated at the same level, using the
two different cost calculation approaches. The results are presented in table 5.
These correlations help us answer the question of whether these proxy indica-
tors are useful at levels below the survey.

For the MEPS, the total miles is the proxy indicator with the highest correla-
tion with costs. Total miles and minutes of interviewing have high correlations
with total costs for the SIPP. Some of the indicators show relatively weak cor-
relations with total costs, including attempts per interviewer and attempts per
sample line. The indicator with the highest average correlation is total attempts
(only observed for SIPP). Among indicators reported for all three rows, total
miles has the highest correlation. The highest minimum correlation is for total
attempts (based on the two SIPP rows) and sample size (based on all three
rows).

Table 6 looks at the correlations of the proxy indicators with total inter-
viewer hours, again at the component level.

In this case, there are some negative correlations. For example, higher
attempts per interview are associated with lower interviewer hours (see section
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Table 4. Correlations of Proxy Indicators with Total Interviewer Hours

Survey Proxy indicator

Total
attempts

Attempts per
interview

Attempts per
sampled line

Total
contacts

Total
completes

Sample
size

Total
miles

Mean number
of attempts to
first contact

Minutes of
interviewing

NSFG 0.857b 0.183 0.566 0.861a 0.808 0.699 0.713 0.141 0.705
SIPP 0.877 0.378 0.315 0.953b 0.752 0.842 0.721 0.441 0.963a

SoC 0.815b 0.666 �0.071 0.719 0.786 0.929a NA �0.103 0.232

NOTE—NA: not applicable.
aHighest correlation per study.
bSecond highest correlation per study.
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Table 5. Correlations of Proxy Indicators with Total Cost Estimate for Each Component

Survey Proxy indicator

Total
attempts

Attempts
per

interview

Attempts
per sampled

line

Total
contacts

Total
completes

Sample
size

Total
miles

Mean number
of attempts to
first contact

Minutes of
interviewing

Hours per
interview

Refusals

MEPSP24R1
Component¼I’wers

NC �0.271 �0.055 0.050 0.229 NC 0.751b 0.053 0.469a 0.387 �0.217

SIPP Regional Offices,
I’wer Costs Only

0.756 �0.062 �0.125 0.837 0.728 0.825 0.872a 0.031 0.893b 0.344 NC

SIPP Regional Offices,
I’wer þ RO Costs

0.805 �0.149 0.291 0.812 0.860b 0.701 0.638 0.508 0.831a �0.150 NC

NOTE.—NC: not calculated.
aHighest correlation per study.
bSecond highest correlation per study.
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Table 6. Correlations of Proxy Indicators with Total Interviewer Hours for Each Component

Survey Proxy indicator

Total
attempts

Attempts per
interview

Attempts per
sampled line

Total
contacts

Total
completes

Sample
size

Total
miles

Mean number
of attempts to
first contact

Minutes of
interviewing

Refusals

MEPSP24R1
component¼
I’wers (n¼ 332)

NC �0.305 �0.055 0.033 0.247 NC 0.782b 0.069 0.504a �0.265

SIPP regional
offices (n¼ 42)

0.878 �0.087 0.005 0.933a 0.865 0.899 0.827 0.143 0.963b NC

NOTE.—NC: not calculated.
aHighest correlation per study.
bSecond highest correlation per study.
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5 for explanation). The highest correlations are total miles and minutes of inter-
viewing. Total miles has the highest average correlation for indicators with at
least two observations. Total contacts also has a high correlation with inter-
viewer hours at the RO level for the SIPP.

5. DISCUSSION

The proxy cost indicators tested in this article do seem to be at least somewhat
correlated and, in many cases, strongly correlated with both total survey costs
and total interviewer hours. We find that some of these indicators (total
attempts, total contacts, total completes, sample size) are somewhat correlated
(average correlation �0.60) with total costs across several surveys. These
same indicators are strongly correlated (average correlation �0.82) with total
interviewer hours. For survey components, three indicators (total attempts,
sample size, and total miles) are strongly correlated with both total costs (aver-
age correlation�0.77) and total interviewer hours (average correlation �0.86).
For three of the studies (i.e., those other than the second version of SIPP costs
that includes RO costs), the HPI measure—which includes total interviewing
hours as part of its calculation—was highly correlated with total costs.

Total interviewer hours was highly correlated with total attempts for all
three surveys examined. The indicator with the highest correlation varied
across the three surveys. In general, the proxy indicators were much more
highly correlated with interviewer hours than overall costs. This is useful infor-
mation for surveys and is likely driven by the fact that most proxies are based
on fieldwork and activities conducted by interviewers. Although interviewer
hours are often an important component of survey costs, there are other
components.

When we look at correlations with costs of survey components, we find a
more uneven pattern. For the interviewer subcomponent in the MEPS, the cor-
relations are sometimes negative and sometimes positive. Furthermore, some
of the correlations are small, while some are large for both total costs and inter-
viewer hours. For both categories of costs, the total miles has the largest corre-
lation and minutes of interviewing is the next largest correlation. Attempts per
interview and refusals are both negatively correlated with costs—that is, inter-
viewers with fewer attempts per interview and fewer refusals had higher costs.
This may be a result of interviewers who are efficient and who do better than
average in gaining cooperation are assigned more sample by managers. This
leads to them having higher costs. In the SoC, the attempts per sampled unit
have a negative correlation with costs. In part, this can be explained by the sur-
vey design that fixes the number of attempts per sampled unit. Further, there
were two changes in the design over the field period that largely explain this
negative correlation. First, starting in 2015, the number of interviews was
increased. As a result, the total costs tended to rise over the following months
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even though the attempts per sampled unit were fixed. Second, after March
2020, the efficiency of the survey increased with higher contact and interview
rates. The SoC interviewed more cases than usual during this time period. In
the SIPP, we find that correlations between proxies and interviewer costs are
higher when examining these correlations by RO (table 5) than overall (table 3),
suggesting that correlations at component levels of the SIPP may be useful, as
ROs may accrue costs differently. For example, interviewers in more rural
regions may have to drive farther to attempt cases than interviewers in urban
areas, leading to increased mileage costs. Also on the SIPP, there is a negative
correlation between HPI and total costs for the costs including RO costs. HPI
is only the interviewer hours. The HPI and total interviewer costs have a
strong, positive correlation (0.69). The total costs including the RO costs add
in the costs of all activities at the RO associated with a survey. This reduces
the correlation because so many more activities go into those overall costs
beyond interviewer hours. Things like total attempts, total contacts, and total
completes still are still correlated with total RO costs because data collection is
a large part of overall costs, but when we start dividing one proxy measure by
another (e.g., hours per complete), the relationship is less clear.

In general, the proxy indicators explored in this article contain useful infor-
mation. The number of total attempts appears to be a strong proxy for inter-
viewer hours and, given that interviewer hours are a large component of the
total costs for each of these surveys, also with total costs. Other indicators vary
in their utility across the surveys and components. Although total contacts,
total completes, and sample size were correlated with costs at the survey level,
these indicators were less useful for the components explored here.
Furthermore, sample size is not useful for monitoring, unless the sample size
changes during data collection. It may be useful for organizations using these
indicators to evaluate these correlations in order to understand the relative
signal-to-noise ratio that may be specific to their setting.

Some of these indicators may also provide important signals that are indi-
rectly related to costs. For example, mean calls to first contact may provide an
indication of whether the process of establishing contact with sampled units is
being carried out as efficiently as expected. Mileage may also be an indication
of issues with contact or recruitment (Wagner and Olson 2018).

Finally, using multiple indicators may be useful for providing early signals
when cost issues are developing. These noisy signals may result in “false pos-
itives,” but further detailed analysis may determine whether there is an actual
issue. These additional analyses—which may be expensive to conduct—can
look across the indicators explored here as well as others not explored.
Statistical models may also be used to predict costs (Wagner 2019; Wagner
et al. 2020). In this way, survey designers can make informed decisions about
tradeoffs involving costs during data collection. Of course, the error implica-
tions need to be considered as well. Here, there are methods developed for
monitoring sampling error (Wagner et al. 2012), nonresponse error

Proxy Survey Cost Indicators 955



(Vandenplas et al 2017; Moore et al. 2018; Coffey et al. 2020), and measure-
ment error (Schouten and Calinescu 2013).

There are some limitations to this study. First, each of the studies only
looked at variable field costs. Fixed costs were ignored. In fact, not all variable
costs were included, such as interviewer training, costs for equipment like lap-
tops, or maintenance of the interviewing instrument or software. Furthermore,
each study defined total costs in different ways. However, this is not an easy
issue to address as different data collection agencies and even different surveys
within the same organization may have different approaches to tracking and
reporting costs. Aligning these approaches across surveys and organizations is
a laudable, though likely difficult to achieve goal. Instead, we have tried to be
transparent in our descriptions of how these costs are calculated. This should
aid in translating findings from the surveys described in this article to other sur-
veys in other settings.

We also acknowledge that there are measurement errors in both paradata
and costs. Some interviewer effort (attempts) might not be recorded. Mileage
might be incorrectly tracked by interviewers. The scale of these types of meas-
urement error is largely unknown. These measurement errors would likely lead
to reduced correlations. Measurement issues may play a role in why some indi-
cators have stronger correlations with costs or hours than others. Learning
about these measurement issues should help with interpreting the meaning of
proxy indicators and could lead to reductions in these same errors.

There are a number of areas for future research. First, if some of these proxy
cost indicators are useful in some contexts but not others, why? What is the dif-
ference between these situations? To answer this question, a larger number of
studies need to be included and important characteristics of each “coded.”
Second, could multivariate indicators more complex than the ratios included in
this study create better proxy cost indicators? One could imagine estimating a
regression model with the dependent variable being costs (as hours, total costs,
or something else) and the predictors including the indicators included in this
study and then using the estimated coefficients to create a predicted value that
is more highly correlated with the dependent cost variable. The predicted value
could then be used to monitor costs.

Finally, since relating costs and errors should be the final goal, work to
establish relationships between these proxy indicators and error sources—espe-
cially nonresponse error, but others as well (i.e., sampling)—will be an impor-
tant next step. Survey costs are an understudied area. Increasing our
understanding of the strengths and weaknesses of these proxy indicators is a
promising area of research. One reason for this is that it does not require
researchers to disclose detailed—possibly proprietary—financial information.
These indicators are already being reported in the literature as findings from
experiments. Understanding how they generalize across surveys and organiza-
tions will be an important step in allowing research on cost-error tradeoffs to
be translated into practice.
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