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Hyperscanning shows friends explore and
strangers converge in conversation

Sebastian P. H. Speer 1 , Laetitia Mwilambwe-Tshilobo2,3, Lily Tsoi4,
Shannon M. Burns5,6, Emily B. Falk3,7,8,9 & Diana I. Tamir1,2

During conversation, people often endeavor to convey information in an
understandable way (finding common ground) while also sharing novel or
surprising information (exploring new ground). Here, we test how friends and
strangers balance these two strategies to connect with each other. Using fMRI
hyperscanning, wemeasure a preference for common ground as convergence
over time and exploring new ground as divergence over time by tracking
dyads’ neural and linguistic trajectories over the course of semi-structured
intimacy-building conversations. In our study, 60 dyads (30 friend dyads)
engaged in a real-time conversation with discrete prompts and demarcated
turns. Our analyses reveal that friends diverge neurally and linguistically: their
neural patterns become more dissimilar over time and they explore more
diverse topics. In contrast, strangers converge: neural patterns and language
become more similar over time. The more a conversation between strangers
resembles the exploratory conversations of friends, the more they enjoy it.
Our results highlight exploring new ground as a strategy for a successful
conversation.

A conversation is one of the quickest and most efficient ways to
establish social connection. During conversation, people must convey
their thoughts and feelings in a way their conversation partner can
understand, thus finding common ground1. At the same time, people
should explore new ground, providing novel ideas and surprising
information2. This study explores how friends and strangers use these
two strategies to connect with others.

People enjoy having conversations with others3–5. But people do
not have a good sense of what defines a good one5–7. Is there a reliable
path to a good conversation? And does this path depend on the rela-
tionship history?

People use conversations to find common ground. To establish
common ground, conversation partners repeat each other’s words,
refer to objects using the same words, and adopt similar syntax8,9. With
each new utterance, communicators converge on shared language and

common knowledge unique to their idiosyncratic shared history10.
Recipients rate partners that converge on common ground as more
competent, warm, and cooperative11. This suggests that convergence
may help people mutually understand each other12. In addition to
examining alignment in language12,13, common ground can be assessed
with alignment in body movements14,15, physiology16, and neural activity
during a conversation. For example, people display synchronous brain
activity when they independently arrive at the same interpretation of a
movie, speech, or other complex stimulus17–20. In contrast, neural
alignment is absent when people are not on the same page about an
experience21,22. Neural alignment is a marker of similar states of mind.

Here we test for common ground during a live conversation by
measuring the extent to which dyads experiencemental convergence,
or increases in alignment over the course of a conversation. This
mental convergence is associated with positive social outcomes such
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as emotional support23, interpersonal liking24–26, social influence27,
social cohesion16, intimacy, compliance28–30, perceptions of similarity31,
and cooperation31–33. This suggests that common ground fosters social
connection between strangers and grows even stronger with
friendship34.

On the other hand, too much convergence may render a con-
versation too predictable and boring. Instead, conversation partners
may want to engage and interest the other and, therefore, seek to
explore new ground. Novelty increases engagement and interest.
When people are surprised or encounter something new and unex-
pected, they are more likely to pay attention and are less likely to be
bored35. Humans value information for its own sake and are willing to
investmoney to obtain information, even if it is irrelevant to the task at
hand36. Socially, when engaged in their own thoughts or when reading
others’, people derive more pleasure when content spans diverse
conceptual ground37,38. Conversations that are low in repetition39, fast-
paced40, deep41, cover novel topics42, and allow conversation partners
to share interesting experiences35 are associated with greater enjoy-
ment. A substantive conversation might thus have both depth (e.g.,
exploring one topic in many ways) and/or novelty (e.g., exploring
many topics). Shallow conversations, in contrast, may be constrained
by social norms and politeness. Indeed, conversations characterized
bymore exploration and novelty and less small talk are associatedwith
higher well-being43, strengthening of social ties44, and relieving nega-
tive emotional experiences45. Therefore, conversation partnersmay be
motivated to explore new ground and seek surprise and novelty in
their interactions. Here we test for exploration of new ground by
measuring the extent towhichdyads experiencemental divergence, or
increasing distance in mental states over the course of a conversation.

People may pursue different conversation strategies depending on
their social connectionwith their conversation partner. People converse
differently when they know each other well than when they are just
starting to get to know each other. Conversations with friends benefit
from existing mutual knowledge, involve more self-disclosure, and are
more unique, broad, and relaxed than conversations with strangers46,47.
Long gaps in conversation are awkward for strangers but increase
connection for friends48. Thus, friends have better conversations than
strangers and may adopt different strategies to achieve them.

How does social connection shape the trajectories of conversa-
tions? Friends have shared history and common reference points,
which allows them to drawupon amore diverse set of topics to discuss
in conversation49. Friends make semantic associations that might
appear distant to outsiders, allowing friends to change topics in con-
versation more rapidly50. Friends also generate more topics in con-
versation than strangers51,52. That said, friends do not necessarily
communicate more accurately or efficiently than strangers, despite
having a shared history and a larger body of common ground
language8,9,53. Thus, while there is evidence to suggest that friends
differ from strangers in how they rove through conversations, no
studies have directly tested how they differ in implementing the two
strategies and how this predicts conversation outcomes. We hypo-
thesize that if friends build on their already established common
ground, a preference forfinding newground anddiverging should be a
more beneficial strategy. Strangers, who do not have shared experi-
ences and common reference points, should prefer converging on
common ground. The two conversation strategies are not mutually
exclusive; conversation partnersmay firstfind commongroundbefore
exploring new topics, or explore until finding a rich topic to exploit;
people may also seek common ground on one dimension while
exploring on another. But a greater inclination towards one strategy
over the other could benefit different conversations differently
depending on the existing relationship between the conversants.

This study investigates how finding common ground versus
exploring new ground supports social connection during semi-
structured intimacy-building conversations. We tested how a dyad’s

initial relationship (friends vs. strangers) shapes their use of each
strategy. We measured finding common ground and exploring new
ground as convergence and divergence, respectively, in mental state
space and topic space using both neural and linguistic measures. This
approach offers the unique opportunity to assess conversation strat-
egy andmental experience in real time, across three diverse measures
of conversation trajectories. We used fMRI hyperscanning to follow
60 dyads engage in a real-time conversation. Half of the dyads self-
identified as friends, and half were strangers. This allowed us to test
how an existing social connection influences the use of finding com-
mon ground versus exploring new ground strategies and how that
relates to conversation outcomes.

The hyperscanning and conversation literature has pointed to the
pivotal importance of mentalizing in establishing social connection
(for review see refs. 54,55). Herewemeasured finding commonground
versus exploring new ground by tracking the convergence and diver-
gence of people’s mental states. Previous research has demonstrated
that three dimensions (social impact, rationality, and valence, termed
the 3D mind model) capture the majority of variance in whole-brain
activation underlying people’s mental states56–58. Rationality repre-
sents whether people are inclined to act calmly and thoughtfully or
react instinctively or rashly. Social impact captures whether mental
states arise during intense social interactions or low energy solitary
experiences. Finally, valence reflects whether a person is feeling good
or bad. Knowing where one person is in this 3D space tells much about
their internal mental state. Knowing if two people are moving toward
or away from each other within this space tells you if their mental
states are converging or diverging, respectively. By using neural
decoding models59–67 to track participants’ mental states from whole-
brain patterns of neural activity, we tested how convergence and
divergence in the 3D mental state space change over the course of
conversations for both friends and strangers.

Tomeasure convergence/divergence in languagedata,weemploy
natural language processing (NLP) to decode positions in the same 3D
mental state space from words used during the conversation. To
understand how mental state dynamics relate to the content of con-
versations, we extracted participants’ trajectories through topic space
using topicmodeling.We then testedhow friendsdiffer fromstrangers
in their mental state convergence (neurally and linguistically) and
topic exploration over the whole conversation.

Here we show that friends start more mentally aligned than
strangers but then diverge in neural, linguistic, and topic space—evi-
dence that friends tend to explore new ground in conversation.
Strangers start more distant and become more aligned over time—
evidence that strangers tend to find common ground in conversation.
Themore a conversation between strangers explored new ground, the
better their conversation.

Results
Friends have higher quality conversations than strangers
As preregistered, we first tested if friends have better conversations
than strangers. Participants completed a survey at the end of their
conversation, measuring enjoyment of the conversation, closeness
and similarity to the partner, anxiety while speaking and listening,
desire to interact again, and desire to become friends. A factor analysis
over these measures identified four metrics of conversation quality
(Methods; Supplementary Methods). Friends had significantly better
conversations than strangers on all four latent factors (Fig. 1): close-
ness (t(57) = 7.56, p < 0.001, two-tailed, d = 1.97, 95% CI [1.09, 1.87]),
enjoyment (t(57) = 5.67, p <0.001, two-tailed, d = 1.48, 95% CI [0.61,
1.27]), similarity (t(57) = 10.81, p <0.001, two-tailed, d = 2.82, 95% CI
[1.38, 2.00]), and reverse-coded negative affect (t(57)= 3.23, p =0.002,
two-tailed, d = 0.84, 95% CI [0.32, 1.36]). Negative affect had low
reliability (Cronbach’s ɑ =0.63; interrater r =0.29, p =0.03), so was not
analyzed further.
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Friends diverge in mental state space while strangers converge
Friends enjoyed their conversation and their partner more than
strangers. What conversation strategy-finding common ground or
exploring new ground-supported these positive outcomes?

To answer this, we first measured, as preregistered, how dyads
moved through mental state space with fMRI. We used a neural
decodingmodel to locate and track each partner in mental state space
over the course of the conversation. This decoding method was first
developed and validated on four independent datasets wherewe knew
both participants’ neural patterns and the mental state under con-
sideration at each time point. The model learned to translate whole-
brain neural patterns into coordinates on the three dimensions that
definemental state space using LASSO-PCR. The rationality dimension
was best decoded by the right inferior frontal gyrus and medial pre-
frontal cortex (MPFC); social impact by the default mode network
(posterior cingulate cortex, angular gyrus, MPFC); and valence by the
vMPFC and MPFC58 (Supplementary Methods, Supplementary Fig. 2).
We applied these threemodels to the conversation data to locate each
partner on each of the three dimensions. Using the decoded coordi-
nates, we computed the distance between the two speakers in mental
state space at each moment of time (Fig. 2), where a smaller distance
represented a higher alignment of mental states between the dyad.

We usedmultilevel models to test if dyads converged or diverged
within each conversation. Analyses of neural patterns showed that
friends diverged in mental state space, while strangers converged
(two-way interaction between time and relationship type: β = −0.001,
95% CI [−0.00034, −0.001], SE = 0.0003, p =0.001; Fig. 3A). Friends
started with higher mental state alignment than strangers and then
diverged in mental state space until their distance was larger than
strangers.

In a parallel exploratory analysis, we measured how dyads moved
through linguistic space. We used natural language processing to
locate each partner inmental state space based on the words they said
on each turn (SupplementaryMethods). This analysis likewise showed
a trend in the same direction (β = −0.02, 95% CI [−0.05, 0.005], SE =
0.014, p = 0.11; Fig. 3B). We also found a significant three-way inter-
action such that the interaction between time and relationship type

depends on the trial number (βFriend:turns:trials= −0.007, 95% CI [−0.012,
−0.002], SE = 0.003, p =0.006; βStranger:turns:trials = −0.005, 95% CI
[−0.013, 0.002], SE = 0.004, p =0.19; Foverall= 4.67, p =0.009). Initially,
friends and strangers both converge, but after half of the trials, we start
seeing the same effect as for the neural data: friends diverged, and
strangers converged (Supplementary Note 2).

Finally, in a parallel exploratory analysis, we measured how dyads
moved through topic space. We applied unsupervised machine
learning to extract the topic of each turn and calculate the semantic
difference between them (Supplementary Methods). Topic modeling
analyses showed that friends explore more diverse topics, more
rapidly than strangers (β = −0.009, 95% CI [−0.013, −0.005], SE =
0.002, p <0.0001; Fig. 3C). Friends also generated significantly more
topics (t(57) = 3.00, p =0.004, two-tailed, d =0.78, 95% CI [0.81, 4.14];
Fig. 4A), switched topics more often (t(57)= 2.43, p = 0.019, two-tailed,
d =0.64, 95% CI [1.06, 11.49]; Fig. 4B), and jumped longer distances
between topics (t(57)cosine = 2.75, pcosine = 0.008, two-tailed, d =0.72,
95% CI [0.005, 0.031]; Fig. 4C). Together, these findings show that
strangers converged in mental state space and exploited topics for
longer while friends diverged in neural and linguistic mental state
space, and explored more topic space (for an overview of topics dis-
cussed see Fig. 5; for details on how the figure was created see Sup-
plementary Methods).

Divergence is associated with better conversations among
strangers
Friends have higher quality conversations than strangers. They also
use different conversation strategies, opting to explore new ground
while strangers focus on finding common ground. To what extent
might exploring newgroundbe associatedwith beneficial outcomes in
strangers? We tested this possibility with an exploratory analysis
investigating whether divergence in mental state space and topic
space was associated with better conversations among strangers.

For ratings of closeness, we fit three multilevel regression models
to predict each of the three distance metrics, respectively: Mahala-
nobis distance in neural mental state space, Mahalanobis distance in
linguistic mental state space, and cosine distance in topic space. Each

Fig. 1 | Friends have higher quality conversations as compared to strangers.
Violinplots for the ratings onA closeness,B enjoyment,C similarity, andDnegative
affect (reverse-coded), for each dyad (n = 59) plotted separately for friends (Red)
and strangers (Blue). * = p <0.05, ** = p < 0.01, *** = p <0.005, **** = p <0.001.

P values were derived using two-tailed two-sample t-tests (no adjustments for
multiple comparisons). The boxplots indicate the median (central line), the inter-
quartile range (IQR; box edges), and thewhiskers, which extend to 1.5 times the IQR
from the first and third quartiles.

Article https://doi.org/10.1038/s41467-024-51990-7

Nature Communications |         (2024) 15:7781 3

www.nature.com/naturecommunications


model includes closeness, trial number, and timepoints (within-dyads)
as predictors. The analyses revealed significant interactions between
time points and closeness, such that when strangers diverged more in
linguisticmental state space (β = 0.058, 95%CI [0.03, 0.09], SE = 0.015,
p <0.001; Fig. 6D), they felt closer to their partner. For enjoyment, we
again fit three multilevel models, this time using enjoyment as a pre-
dictor. These models revealed that when strangers diverged more in
neural mental state space (β = 0.0013, 95% CI [0.0007, 0.0017], SE =
0.0003, p < 0.001; Fig. 6B), they enjoyed their conversations more.
Lastly, we fit three models using similarity as a predictor. Here we
found that when strangers diverged more in linguistic mental state
(β =0.03, 95% CI [−0.005, 0.06], SE = 0.018, = 0.10; Fig. 6F), neural
mental state (β = 0.0005, 95% CI [−0.00009, 0.001], SE = 0.0002, =
0.10; Fig. 6C), and when they explored more topic space (β = 0.007,
95% CI [0.0008, 0.011], SE = 0.003, p = 0.01; Fig. 6I), they felt more
similar to their partners. Together, these results suggest that when
strangers have conversations that explore more ground, they have
better conversations.

Finally, in an exploratory analysis, we assessed the predictive
accuracyof eachmeasureof divergence–neural, linguistic, and topic—
in predicting the conversation quality (Supplementary Note 3). A
LASSO regression that reduced redundancy between predictors
highlighted the contribution of the neural measure: the neural mea-
sure most robustly predicted out-of-sample conversation enjoyment
(βneural_slope = 0.14, 95% CIbootstrapped [0, 0.33],,βtopic_slope =0.02, 95%
CIbootstrapped [0, 0.20], βling_slope = 0, 95% CIbootstrapped [0, 0.14],
pMSE = 0.009, pRMSE = 0.008; Supplementary Note 3). In addition, a
model comparison revealed that a model with just the neural measure
had the lowest Bayesian Information criterion of 57.7, indicating the
best trade-off between fit and complexity.

Discussion
One of the greatest joys of being human is connecting with others.
How do people use conversations to establish these connections?
Here, we investigated how two people align their mental states and
rove through topics during conversation. We found robust evidence
for two distinct strategies: exploring new ground and finding common
ground. People used different strategies depending on their social
connection. Friends start more mentally aligned than strangers but
then diverge in mental state and topic space. In contrast, strangers
start more distant and then converge over time. The more a con-
versation between strangers diverged like a conversation between
friends, the more they enjoyed it and felt close and similar to their
conversation partner. Thus, the more successful conversation
explored more new ground.

Our findings test two complementary theories about what makes
for a good conversation. On the one hand, previous literature has
proposed that the goal of a conversation is to establish common
ground. Common ground is established through physiological, lin-
guistic, postural, and neural synchrony12–19 and is associated with
positive social outcomes such as interpersonal liking, intimacy, coop-
eration, and social influence23–28,31,33. A different streamof literature has
emphasized the importance of novelty and exploration in
conversations35,40–42. Conversations that explore new ground are
associated with higher well-being and stronger social ties43–45. Our
findings demonstrate the merit of both accounts by suggesting that
the default strategy depends on whether a social connection exists or
the goal is to form a new one. The default tendency when strangers
interact is to establish common ground. This is achieved by building
mental and linguistic convergence—even if this strategy does not lead
to a better conversation. In contrast, when friends converse, they tend
to explore new frontiers.

We found convergent evidence for this effect across three distinct
measures. To understand the neurocognitive dynamics underlying this
difference, we developed models that can decode mental states from
conversation partners’ neural patterns. This allowed us to track both
participants’ mental states and their relative distance in mental state
space. This preregistered analysis revealed that friends drift apart,
whereas strangers converge in neural mental state space. We repli-
cated these findings in linguistic mental state space in parallel
exploratory analysis using natural language processing. We derived
mental state locations based on participants’ words in the conversa-
tion. Friends consistently diverge in conversation, whereas strangers
converge in linguistic mental state space in later trials. We replicated
these findings again in an exploratory analysis using topic modeling to
investigate how dyads rove through topic space. Friends generated
more topics, switched between topics more frequently, and switched
to more distant topics than strangers. Thus, across three distinct
measures (neural, linguistic, and topics), we find that friends begin
with greater levels of common ground and then explore while stran-
gers begin with less common ground and then converge, or at least
diverge more slowly over the course of a conversation. This con-
vergent evidence highlights the robustness of this effect.

Strangers predominantly seek common ground in their con-
versations. Why might strangers not default to exploring if it has such
clear benefits? Conversations can be thought of as spatial foraging,
wheredyads search for topics found in clusters (like berries onbushes)
within an environment abundant with such clusters (e.g., dispersed
patches). People should persist in exploring a specific patch until it
becomes challenging to locate desired items there. At this point, they

Fig. 2 | Example trajectories for a stranger dyad (left) and a friend dyad (right)
along the valence dimension. Only one dimension is plotted to facilitate inter-
pretation. Over the course of a trial, this stranger dyad converged along the valence
dimension, whereas the friend dyad diverged. The trajectories and distance lines

have been smoothed to facilitate interpretation. For smoothing, a loess regression
was used with a 20% smoothing span for individual valence locations and a 70%
smoothing span for distance between partners.
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should abandon the current patch to locate a fresh, untouched one.
There are risks to exploring—there is no guaranteeoffinding a new rich
patch. In conversation, strangers may exploit topics longer than
friends because they are less certain of finding another fruitful topic.
By establishing common ground, strangers may learn more about the
landscape of potential topics, thus reducing the risk of exploration.
This suggests that in the context of the affiliative conversations within
this study the two strategies are not mutually exclusive but might be
implemented sequentially. In fact, preliminary research suggests that
strangers in longer conversations begin exploring after a period of
converging62. Our findings suggest that strangers who take the risk of
foraging more may discover more rewarding topics and have more
enjoyable conversations. However, it is also possible that strangers
who find common ground quickly and feel safe exploring do so
because they are already a goodmatch. That is, their initial connection
facilitates both exploration and enjoyable conversations.

Exploratory analyses suggest that the neuralmeasurewas the best
predictor of conversation enjoyment (Supplementary Note 3). This
points to an advantage of fMRI hyperscanningmeasures for predicting
the success of a conversation. Words alone may not capture all the

psychological drivers of conversation success. The linguistic measures
can only capture a speaker’s language production, whereas the neural
measure has the advantage of continuously tracking both conversa-
tion partners’mental states, including during gaps in the conversation
and in listeners as they consume language. fMRI also offers advantages
over other neuroimaging modalities such as EEG and fNIRS, such as
high spatial resolution anddetecting activity inmidline and subcortical
regions. Mentalizing, reward processing, and decoding all three men-
tal state dimensions rely on exactly these regions54,63; Figure A1).
Nevertheless, future research may benefit from exploring how our
findings generalize to other neuroimaging modalities.

Future research should also investigate mental state con-
vergence/divergence in other types of social interactions. Here, we
investigated dynamics in mental state alignment during affiliative
conversations specifically, with the goal of establishing and strength-
ening social bonds. This begs the question, how might conversation
strategies change when the goals of the conversation change? Do
people likewise try to find common ground or explore new ground
when trying to persuade, or teach, or learn from another person?64.
The conversations in this experimental paradigm were somewhat
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Fig. 4 | Friends (n = 30) explored more topics than strangers (n = 29) during
conversation. Violin plots overlaid on boxplots for A the number of topics gen-
erated, B the number of switches generated, and C the mean cosine distance for
each dyad are plotted separately for friends (Red) and strangers (Blue). * = p <0.05,

** = p <0.01, *** = p <0.005. P values were derived using two-tailed two-sample
t-tests (no adjustments were made for multiple comparisons). The boxplots indi-
cate the median (central line), the interquartile range (IQR; box edges), and the
whiskers, which extend to 1.5 times the IQR from the first and third quartiles.

Fig. 3 | Friends (n = 30 dyads) diverged more than strangers (n = 29 dyads)
over time. Two-way interactions between social connection (friend vs. stranger)
and time on distance are found across A neural space, with time as time points
within trials; B linguistic space, with time as turns within trials; and C topic space,

with time as turns within trials. P values were derived from multilevel models (no
adjustments were made for multiple comparisons). Error bands represent the
standard error around the fitted values.
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contrived: people were stuck in the scanner and had no choice but to
talk to each other. What happens in the real world outside the scanner
when strangers talk to each other? People often avoid talking to
strangers because they underestimate others’ interest in talking to
them3,5. Investigating how the choice to interact impacts the con-
versational strategies described here would further illuminate the
mechanisms of effective social interaction.

This study helps to answer a perennial question in social life:What
makes a good conversation? Across all the analyses, we consistently
find that friends explore new ground, whereas strangers focus on
finding common ground. When strangers explore like friends, they
have more successful conversations. Although people may think they
should focus on finding common ground with new acquaintances,
transitioning to exploring new ground could help people form rela-
tionships more effectively. These findings inform longstanding

discussions about the best way to converse and generate insight into
how to satisfy people’s universal need to connect with others.

Methods
This study aimed to investigate what characterizes a good conversa-
tion. Previous research identified two possible routes to success:
convergence on shared mental states versus exploration of a wide
array of topics and perspectives. In this study, we focused on testing
whether the optimal pattern of convergence (finding common
ground) and divergence (exploring new ground) differs depending
on the dyad’s initial relationship (friends vs. strangers). To this end,
we used fMRI hyperscanning: 60 dyads engaged in a real-time con-
versation with discrete prompts and demarcated turns. Half of the
recruited dyads self-identified as friends, whereas the other half were
strangers.

A

B

Fig. 5 | Conversation topics discussed by friends vs. strangers. A In this two-
dimensional space (created by multidimensional scaling), topics closer together
are more semantically related. Topics differed in how frequently friends and
strangers discussed them. Topics discussedmoreby friends (Red) are locatedmore

on the fringes of the plot, whereas the topics discussed more by strangers (Blue)
tend to be locatedmore towards the center. B The topic descriptions are arranged
by how frequently friends vs strangers discussed them.
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Previous research has demonstrated that people use three
dimensions, namely social impact, rationality, and valence, termed the
3D mind model, to represent the mental states of themselves and
others56–58. Here, we used this model to assess to what extent dyads
converge or diverge in mental state space. To this end, we developed
predictivemodels to decodemental state representations fromwhole-
brain activity patterns, using four previous (independent) fMRI data
sets that used mental state judgment tasks designed to evoke neural
patterns that vary across the threemental state dimensions.With these
models, we decoded participants’ ‘location’ on each dimension at each
moment in time (Supplementary Methods).

We subsequently applied these three models to the conversation
data (https://osf.io/qsnyj/) to decode to what extent these three
dimensions are expressed in each participant’s mind. For our primary
analyses, we computed the Mahalanobis distance between the two
speakers in 3D mental state space at each moment of time across the
whole conversation, where a smaller distance represented a higher
alignment of mental states between the dyad. These decoded neural
metrics of distance in mental state space served as our primary
dependent variable. We replicated these analyses using NLP to decode
mental state dimensions from text data. Specifically, we used affectR,
an NLP algorithm that decodes mental state locations based on the
words participants use in conversation (Supplementary Methods).
Speech turns were used here, as they are the smallest meaningful unit
of analysis at which distance in mental state space between speakers
canbe computedusing linguistic data.We subsequently tested towhat
extent friends differ from strangers in their mental state alignment
(neural and linguistic) over the whole conversation, how alignment
changes over time, and how these two factors (friends vs. strangers
and time) interact with each other. In addition, we tested how friends
and strangers differ in their exploration of different topics throughout
the conversation using topic modeling. The analysis plan and all
materials for this study were preregistered on the Open Science Fra-
mework at: https://osf.io/5d3r7/.

Participants
A total of 63 dyads (126 participants) engaged in a real-time con-
versation while they were simultaneously scanned using fMRI
hyperscanning. Due to technical issues, the data for 4 dyads remained
incomplete and were excluded from further analysis. So the final
dataset consisted of 30 friend dyads (n = 60 participants; age 18–33,
Mage = 20.4, SDage = 2.8; 36 women, 24 men, 0 non-binary, African
American = 3, Asian = 23, Caucasian = 24, Other = 10), who self-
identified as friends and attested that they interact with each other at
least four days a week for at least three months and 29 stranger dyads
(n = 58 participants; age 18-36, Mage = 20.72, SD = 3.46; 41 women, 17
men, 0 non-binary, African American = 8, Asian = 19, Caucasian = 26,
Other = 5), who were randomly paired and were unacquainted before
the study. All participants had to be at least 18 years old to be eligible
for the study. All participants provided informed consent in a manner
approved by the Princeton University Institutional Review Board. Sex
and gender were not considered in the study design, since this was not
part of our preregistered research question. At the point of pre-
registration, we had no strong hypothesis that conversational strate-
gies and their neural correlates differ systematically across sex or
gender. The sample size was determined based on a power analysis to
detect a main effect of condition in the neural data (f =0.2) and to
replicate the behavioral relation between social content and connec-
tion pilot data (power: >95%; alpha: 0.05). Participants received $62 for
participating in the study.

Tasks and stimuli
During the scanning session, dyads engaged in a conversation while
lying in separate fMRI scanners in two adjacent rooms. The con-
versations were freeform, which meant that participants could say
whatever they wanted, but also scaffolded in that they were given
prompts to discuss to ensure that every dyad walked through similar
topics. Specifically, in our conversation task, dyads discussed several
topic prompts (e.g., If you could wake up tomorrow with one new

Fig. 6 | Strangers (n = 29 Dyads) who explored new ground had better con-
versations than strangers who found common ground. These plots show the
fitted values from nine multilevel models relating the quality of strangers’ con-
versations to the change in distance over time. Quality wasmeasured in threeways:

closeness (A,D,G), enjoyment (B, E,H), and similarity (C, F, I), at +1 SDand −1SD for
each outcome). Divergence was measured as change in distance on three metrics:
neural (blue), linguistic (red), and topic (green). Error bands represent the standard
error around the fitted values. SD Standard Deviation.
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ability, what would it be?) from an established social task termed the
fast friends procedure44. The prompts inour conversation task (i.e., the
fast friends procedure) were designed to foster a social connection
between conversation partners. This was accomplished by gradually
increasing the level of intimacy of the prompts over time. Specifically,
there were 20 prompts in total (Supplementary Methods): eight
prompts with low intimacy (e.g., Would you like to be famous? In what
way?), six prompts with medium intimacy (e.g., What do you value
most in a friendship?), and six prompts with high intimacy (e.g., “Share
with your partner an embarrassingmoment in your life.”; Aron et al. 44).
Participants took turns responding. Within each prompt, participants
were randomly assigned to who would start as the speaker and
who would start as the listener. Once any speaker finished talking,
they would press a button to indicate that they finished their turn and
that it was the other person’s turn to speak. Participants were
instructed to fill the full threeminutes of each prompt (Fig. 7). It is also
important to note that participants saw each other briefly before they
went into the scanner and also met briefly after as they went to com-
plete the post-scan questionnaires.

There were two between-dyad conditions, which constitute the
primary independent variable: (1) Friends: Half of the recruited dyads
(N = 30) self-identified as friends and attested that they interact at least
four days a week for at least 3 months. (2) Strangers: The other half of
the participants were strangers. Stranger dyads were paired randomly.
This allows us to explore how an existing social connection influences
the mental state alignment of dyads during their conversations.

In addition, there were two within-dyad conditions: (i) Generate:
On these trials, dyads provided their personal responses to the
prompts; this allowed on-the-fly generation, expression, reception,
and response to each other’s words. (ii) Read: On these trials, dyads
read a script provided by experimenters–text from another pair’s
conversation for a previous study; this preserves the structure of a
conversation (speaking, listening, and turn-taking) but prevents par-
ticipants from generating relevant self or social information or
responding accordingly. In all analyses reported in the main text we
focus exclusively on the generate condition as participants were only
able to form social bonds in this condition. We compare the two
conditions in terms of mental state trajectories in the Supplementary
Methods. The investigators were not blinded to allocation to the
between-dyad and within-dyad conditions during experiments and
outcome assessment.

Dyads completed 20 trials, randomly assigned to condition;
condition orders were randomized across dyads. Each run included 2
Generate and 2 Read trials. Trials began with the conversation prompt
and condition cue (9 s), followed by 180 s of turn-taking. Runs began

and ended with a fixation cross (12 s). The protocol included 5 runs,
each lasting 13.6minutes (544 TRs).

Speech recording
We recorded the content of the conversations during the fMRI scan
using a customized MR-compatible recording system (FOMRI II;
Optoacoustics Ltd). The MR recording system uses two orthogonally
oriented optical microphones. The reference microphone records the
background noise, whereas the source microphone records both
background noise and the speaker’s speech utterances (signal). A dual-
adaptive filter subtracts the reference input from the source channel
(using a least mean squares approach). To guarantee an optimal sub-
traction, the reference signal is adaptively filtered, where the filter
gains are learned continuously from the residual signal and the refer-
ence input. To prevent divergence of the filter when speech is present,
a voice activity detector is integrated into the algorithm. Lastly, a
speech enhancement spectral filtering algorithm further preprocesses
the speech output to achieve real-time speech enhancement.

fMRI acquisition
The fMRI images for the dyads were collected using a 3 T Siemens
Skyra MRI system and a 3 T Siemens Prisma MRI system. The same
scanning parameters were used for both scanners. Functional scans
were acquired with whole brain coverage in interleaved order (3.0mm
slice thickness, 3.0 × 3.0mm in-plane resolution, flip angle = 80°). TE
was 28ms, and TRwas 1500ms. A T1-weighted image was acquired for
anatomical reference (1.0 × 1.0 × 1.0mm resolution, 176 sagittal slices,
flip angle = 9°, TE = 2.98ms, TR= 2300ms). To minimize head move-
ment, participants’ heads were stabilized with foam padding.

Preprocessing
The fMRI data was preprocessed using fMRIPrep version 20.2.0, a
Nipype-based tool65 (https://fmriprep.org/en/latest/workflows.html).
We chose fMRIPrep because it addresses the challenge of robust and
reproducible preprocessing as it automatically adapts a workflow
based on best-in-class algorithms to virtually any dataset, enabling
high-quality preprocessing without the need for manual
intervention66. Each T1w volume was corrected for intensity non-
uniformity and skull stripped. Spatial normalization to the Interna-
tional Consortium for Brain Mapping 152 Nonlinear Asymmetrical
template version 2009c67 was performed through nonlinear registra-
tion, using brain-extracted versions of both T1w volume and template.
Brain tissue segmentation of cerebrospinal fluid (CSF), white matter
(WM), and gray matter was performed on the brain-extracted T1w.
Field map distortion correction was performed by coregistering the

Fig. 7 | An example trial as seen fromeachparticipant’s perspective.Dyads view
the discussion prompt for 9 s. Subsequently, they are assigned speaker and listener
roles and the speaker starts speaking. The speaker can then press a button to “pass

the mic” to the listener. In addition, participants see howmuch time there is left in
the current trial at the bottom of the screen.
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functional image to the same-participant T1w image with intensity
inverted68 and constrained with an average field map template69. This
was followed by coregistration to the corresponding T1w using
boundary-based registration70 with 9 degrees of freedom. Motion
correcting transformations, field distortion correcting warp, blood
oxygen level-dependent images-to-T1w transformation, and T1w to
template Montreal Imaging Institute (MNI) warp were concatenated
and applied in a single step using Lanczos interpolation. Physiological
noise regressors were extracted using CompCor71. Principal compo-
nents were estimated for the two CompCor variants: temporal
(tCompCor) and anatomical (aCompCor). Six tCompCor components
were then calculated, including only the top 5% variable voxels within
that subcorticalmask. For aCompCor, six componentswere calculated
within the intersection of the subcortical mask, and the union of CSF
and WM masks was calculated in T1w space, after their projection to
the native space of each functional run. Frame-wisedisplacement72 was
calculated for each functional run using the implementation ofNipype.

Because speaking induces motion artifacts and potential distor-
tions in the magnetic field, an additional denoising step was necessary
to clean the data after preprocessing. As a consequence, we performed
additional confound regression on the preprocessed data using the six
head motion regressors, their cosine, their first derivatives, their
squares, thewhitematter signal, its derivative, its square, the square of
its derivative, the cerebrospinal fluid signal, its derivative, its square
and the square of its derivative as regressors of no interest. The resi-
duals of this regression (the cleaned data) were then used for further
analysis. These regressors were chosen based on a systematic analysis
comparing the efficiency of different confound models (Supplemen-
tary Methods). The cleaned data were segmented into individual
prompts to be able to contrast the generate and the read conditions
and to investigate the effect of trials across time.

Exploring differences in the quality of conversations between
friends and strangers
After the conversation, participants completed a survey to measure
their perceptions of social connection. This survey included questions
about enjoyment of the conversation, similarity to the partner, anxiety
while speaking and listening, closeness to their partner, desire to
interact again, and desire to become friends. We used factor analyses
to identify latent clusters that more parsimoniously explain how con-
versations can differ in terms of the social connection established
(Supplementary Methods). We then tested the differences in ratings
between friends and strangers on the resulting latent factors using
two-sample t-tests. We ensured that the assumptions of the t-test were
met. In cases in which the assumption of equal variances was not met
we conducted a Welch test instead.

Tracking dyadic distance
Investigating how social connection and time shape neural mental
state alignment. For our main analysis, we wanted to investigate how
social connection and time interact to shape alignment (convergence
vs. divergence) in mental state space. To this end, we needed to track
each participant’s mental state at each moment in the conversation.
We wanted to explore how participants converged (or diverged) in
mental state space over the course of the conversation. To achieve
this, we developed predictive models to decode mental state repre-
sentations from whole-brain activity patterns, using four previous
independent fMRI data sets that used mental state judgment tasks
designed to evoke neural patterns that vary across the three mental
state dimensions. The decoding models were trained and tested on
four fMRI datasets that are independent of the conversation data. We
tested the generalizability of our models using cross-validation and
cross-task prediction and, in both cases, found significant prediction
accuracy (Supplementary Methods). After the models for each of the
three dimensions were trained and validated, our primary analysis

applied these three models to each volume of the preprocessed and
denoised data from the conversation task for each conversation for
each participant to decode to what extent these three dimensions are
expressed, and thus which mental states are represented in each par-
ticipant’s mind. We also tested whether the mental state representa-
tion we decoded represents participant’s own mental states or the
mental states of their conversation partner, and found that they
represent participant’s ownmental states (see Supplementary Note 4).
After we obtained the values for the three dimensions for each parti-
cipant and time point, we computed the Mahalanobis distance
between the two speakers at each timepoint and computed the aver-
age distance across time points within each trial. The Mahalanobis
distance was chosen because it is insensitive to the scale of the vari-
ables entered, it removes redundant information from correlated
variables. As a result, it has become the standard distance measure
used for multivariate fMRI analyses73–75. All the fMRI analyses reported
up until this point were conducted using custom Python (version 3.9)
scripts (https://osf.io/qsnyj/). To avoid confounding our analysis with
the BOLD response to the onset and offset of the discussion prompt,
we truncated each trial by removing the first and last 7 TRs (10.5 s) as
recommended by previous research76.

Given the nested structure of our data (time points within trials
within participants), we then conducted amultilevel analysis to test the
effect of friendship (friends vs. strangers) and time (time points and
trials) on mental state alignment. Since each discussion prompt con-
stituted an independent conversation, we were particularly interested
in time points within each prompt. Thus, together with social con-
nection (friend vs. stranger), time points within trials were considered
the primary independent variable. The dependent variable was the
continuous Mahalanobis distance with a Gaussian link. Friendship
served as a dyad-level predictor, whereas time served as a trial-level
(trials) and a within-trial-level (time points) predictor. We mean-
centered the trial variable to facilitate the interpretation of three-way
interaction effects. The models allowed for random intercepts within
participants. The multilevel models were implemented in R77 (version
4.2.1) using the nlme package78. We ensured that the assumptions of
the models were met.

Investigating how social connection and time shape linguistic
mental state alignment. Beyond the preregistered analysis (https://
osf.io/5d3r7/), we can also assess dyads’ alignment trajectories
throughmental state space by analyzing their language. This was done
to test for convergent evidence across measurement modalities. Spe-
cifically, we used a natural language processing (NLP) algorithm,
termed affectr (https://github.com/markallenthornton/affectr), to
decode mental state location in 3D space based on the words partici-
pants chose to say during the conversation (SupplementaryMethods).
To test whether there is internal consistency between the neural and
mental state decoding procedure we used a distance correlation
approach and found that the two measures of mental states are
internally consistent (Supplementary Note 6).

Subsequently, similar to the neural analysis, to make the two
analyses using the 3d mind model comparable, we computed the
Mahalanobis distance between each turn in each trial for each con-
versation. We only used trials with more than three turns, since the
number of samples must be larger than the number of dimensions
(N = 3: rationality, social impact & valence) to compute the covariance
matrix needed to calculate the Mahalanobis distance. Speech turns
were used here as they are the smallest meaningful unit of analysis at
which distance in mental state space between speakers can be com-
puted using linguistic data. As described above, the turns are demar-
cated by the participants pressing a button to indicate that their turn
has ended and the other person can speak. Two dyads only had trials
with 3 turns or less; these dyads could not be analyzed using this
method. For the remaining 57 dyads, we removed trials with an
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extreme number of turns, as these trials had turns that were too short
to be meaningfully analyzed with our NLP tools. The 1.5 * interquartile
range (IQR) rule was used to determine outliers. This rule identified
trials with more than 12 turns as outliers. As a consequence, all trials
with more than 12 turns were removed from the NLP analysis (529
trials, 17%). To further account for the effects of words per turn, we
added the number of words per turn as an additional predictor in our
regression models. We also conducted robustness checks with the
model without this additional confound regression, which revealed
similar results (see Supplementary Note 5).

Similar to the neural analyses, given the nested structure of our
data (turns within trials within participants), we then conducted a
multilevel analysis to test the effect of friendship (friends vs. strangers)
and time (turns and trials) on mental state alignment in the linguistic
data. The dependent variable was the continuous Mahalanobis dis-
tance with a Gaussian link. The models allowed for random intercepts
within participants. Again, trials were mean-centered. This modeling
approach enabled us to test whether mental state convergence/
divergence in the brain is associated with similar patterns in language.
As before, the multilevel models were implemented in R77 using the
nlme package78. We ensured that the assumptions of the models
were met.

Investigating how social connection and time shape alignment in
topic space. In addition to what was preregistered in our analysis plan
(https://osf.io/5d3r7/), we also conducted topic analysis. The two
previous analyses focused on how distant the conversation partners
are in mental state space, but they do not provide insights into what
people are talking about that leads to different trajectories in mental
state space. To address this question, we used topic modeling to
explore how the neural and linguistic mental state dynamics relate to
the content of the conversations. We applied BERTopic to our con-
versation data to extract topic embeddings for each turn in each
conversation across all dyads (Supplementary Methods). We then
investigated how exploring the content space differs between friends
and strangers in several ways. We analyzed the topic data on both the
between-dyad and within-dyad level to test to what extent between-
dyad versus within-dyad heterogeneity contribute to differences in
how friends and strangers explore content space.

We used four different measures of content space exploration.
First, we used the difference in the number of topics generated. Sec-
ond, we investigated the number of switches between topics. This
measure also includes switching back to a previous topic discussed
within a trial. Third, we computed the pairwise cosine distance
between each topic within a dyad and calculated the average across
distance to measure how large the explored content space for each
dyad was. The cosine distance was used here because topics are
encoded in a high-dimensional embedding space (>300 dimensions),
which outnumbers the number of samples (in this case, the number of
participants), which makes it impossible to compute the Mahalanobis
distance. Cosine distance is chosen over the Euclidean distance
because the Euclidean distance encounters problems in high dimen-
sional space79. In addition, the cosine similarity has been established
as the standarddistancemeasure forNLP. It is also thedefaultmetric in
BERTopic because it does not take into the magnitude of vectors,
which is helpful when working with text data where word counts
are influenced by the length of the documents, which often vary
considerably in NLP analyses. Fourth, to test for the robustness of
the distance measure, we performed the same analysis with the
Euclidean distance. We applied a two-sample t-test to test whether
these measures of content exploration differ between friends and
strangers.

Lastly, to mirror the previous analysis on mental state con-
vergence/divergence, we also entered the turn-by-turn topic

embeddings into a multilevel model to test the effect of friendship
(friends vs. strangers) and time (turns and trials) on divergence in
content space in the topic data. The dependent variable was the con-
tinuous cosine distance with a Gaussian link. The models allowed for
random intercepts within participants. This allowed us to test how
time and social connection interact to shape exploration of content
space in conversations. We also conducted additional between-dyad
topic modeling analysis, which can be found in Supplementary Note 1.
We also tested whether mental state divergence is directly associated
with topic exploration, and found significant correlations both with
the linguistic and the neural measures (see Supplementary Note 7).

Citation diversity statement
Recent work in several fields of science has identified a bias in citation
practices such that papers from women and other minority scholars
are under-cited relative to the number of such papers in the field80–83.
Here we sought to proactively consider choosing references that
reflect the diversity of the field in thought, form of contribution,
gender, race, ethnicity, and other factors. First, we obtained the pre-
dicted gender of the first and last author of each reference by using
databases that store the probability of a first name being carried by a
woman83. By this measure and excluding self-citations to the first and
last authors of our current paper), our references contain 14.63%
woman(first)/woman(last), 17.07% man/woman, 25.32% woman/man,
and 42.98% man/man. This method is limited in that a) names, pro-
nouns, and social media profiles used to construct the databases may
not, in every case, be indicative of gender identity and b) it cannot
account for intersex, non-binary, or transgender people. Second, we
obtained predicted racial/ethnic category of the first and last author of
each reference by databases that store the probability of a first and last
name being carried by an author of color83. By this measure (and
excluding self-citations), our references contain 3.56% author of color
(first)/author of color(last), 12.74% white author/author of color,
18.05% author of color/white author, and 65.64% white author/white
author. This method is limited in that a) names and Florida Voter Data
tomake the predictionsmay not be indicative of racial/ethnic identity,
and b) it cannot account for Indigenous and mixed-race authors, or
those who may face differential biases due to the ambiguous raciali-
zation or ethnicization of their names. We look forward to future work
that could help us to better understand how to support equitable
practices in science.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
The preprocessed neural data can be obtained by contacting the
authors while additional studies using the same dataset are still
ongoing. Once access is granted the preprocessed data will be avail-
able interminably. The processed output of the neural data needed to
reproduce the results in themain text are available onOSF (https://osf.
io/qsnyj/, https://osf.io/qsnyj/, https://doi.org/10.17605/OSF.IO/
QSNYJ). The raw text data are not available to protect participant
privacy. The processed output of the text data are available on OSF
(https://osf.io/qsnyj/, https://osf.io/qsnyj/, https://doi.org/10.17605/
OSF.IO/QSNYJ). This repository also contains a minimum dataset
that can be used to interpret, verify, and extend the research in the
article.

Code availability
All code to reproduce the analyses and results reported in this
manuscript is available on: https://osf.io/qsnyj/ (https://doi.org/10.
17605/OSF.IO/QSNYJ).
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