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Episodic memory (EM) allows us to remember and relive past events and experiences and has been
linked to cortical-hippocampal reinstatement of encoding activity. While EM is fundamental to
establish a sense of self across time, this claim and its link to the sense of agency (SoA), based on
bodily signals, has not been tested experimentally. Using real-time sensorimotor stimulation,
immersive virtual reality, and fMRI we manipulated the SoA and report stronger hippocampal
reinstatement for scenes encoded under preservedSoA, reflecting recall performance in a recognition
task. We link SoA to EM showing that hippocampal reinstatement is coupled with reinstatement in
premotor cortex, a key SoA region. We extend these findings in a severe amnesic patient whose
memory lacked the normal dependency on theSoA. Premotor-hippocampal coupling in EMdescribes
how a key aspect of the bodily self at encoding is neurally reinstated during the retrieval of past
episodes, enabling a sense of self across time.

Episodic memory (EM) refers to a form of long-term declarative memory
associated with the recall of the sensory, perceptual and emotional details of
an event1,2. EM retrieval is linked to the event’s encoding context and is
modulated by various parameters such as the emotional state of the observer
and the sensory stimuli of the event during encoding (i.e., visual, auditory, or
olfactory cues)3–6. Akeyneuralmechanism inEMis the reactivationof brain
regions involved at encoding during retrieval, a process which has been
called reinstatement and has been observed in several cortical areas7–10. For
example, studies reported the activation of primary and extrastriate visual
cortex during the retrieval of events containing visual stimuli as well as the
reactivation of auditory brain regions during retrieval of events containing
auditory stimuli6,11. Reinstatement has also been observed in the medial
temporal lobe (i.e., in hippocampus, parahippocampus, perirhinal
cortex)12–15.Moreover, such hippocampal reinstatement has beenassociated
with memory performance: hippocampal reinstatement was stronger for
correctly compared to incorrectly retrieved items15 and was more similar to
hippocampal activity at encoding when participants successfully retrieved
items.Accordingly, it has beenproposed that thehippocampus is a keynode
necessary for EM recollection, mediating the retrieval of sensory informa-
tion stored in respective sensory cortical regions16–18, further supported by
findings that hippocampal activity at encoding19,20 and retrieval9,15,21,22 pre-
dicts the reinstatement of cortical areas at retrieval.

However, the sensory context of the observer’s body at encoding and its
potential reinstatement during the retrieval process has only received scant
attention. Thus, although previous authors have speculated about the
importance of the observer’s body in episodic memory23,24, there are only
very few laboratory-based empirical studies that have tested whether sen-
sory bodily inputs - such as tactile, proprioceptive, or vestibular stimuli and
their integration with motor signals of the observer’s body at encoding and
retrieval - impact EM. This neglect is surprising because the body provides a
rich set of sensory-motor inputs during encoding andmayprovide cues that
aid memory formation for visual and auditory stimuli. The few studies that
have been carried out revealed that congruent body posture between
encoding and retrieval facilitates retrieval ofwords25 andpersonal events24,26.
However, none of these studies investigated whether neural reinstatement,
as described for the visual and auditory context6,11, applies to the bodily
sensory context.

Beyond their importance in body representation, certain sensory
bodily signals of the observer’s body are also critical for a bodily formof self-
consciousness, termed bodily self-consciousness (BSC27–30). BSC is based on
the integration of multisensory bodily inputs and motor signals31–37 and
includes the sense of agency (SoA), body ownership, the first-person per-
spective (1PP), and self-location27,29. Specific components of BSC, such as
self-location and 1PP can be altered experimentally using virtual reality
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(VR), for example by exposing participants to conflicting multisensory
visuotactile or visuomotor stimulation38,39 from either a first-person28,36 or a
third-person perspective (3PP)36,40,41. Visuomotor and perspectival incon-
gruencies have also been shown to modulate SoA42–46. However, despite
prominent proposals that self-consciousness is an essential part of EM, as
argued by Endel Tulving1,47,48, the impact of experimental alterations of BSC
during encoding on later retrieval processes has only recently been inves-
tigated. Thus, behavioral evidence demonstrated that the modulation of
BSC, using conflicting multisensory and sensorimotor stimulation, influ-
ences EM and spatial memory49–54. Although not focusing on BSC frame-
work, the work of St. Jacques and colleagues provided preliminary evidence
that BSC may impact EM by showing that the retrieval of an event from a
3PP (compared to 1PP) led to poorer recollection of the sensory and per-
ceptual details experienced at encoding, characterized at the neural level by
changes in posterior parietal regions49,50,53–55. More recently, other studies
showed that events seen from a natural 1PP56–59 or with higher body
ownership60,61, during encoding, were associated withmore vividmemories
and bettermemory performance compared to events encoded from the 3PP
or without a body view56–59. Collectively, these studies suggest that the
modulation of BSCduring the encoding of an event affects the later retrieval
of that event.

Even fewer studies investigated theunderlying brainmechanisms56,59,61.
Such research recorded brain activity either only during encoding or only
during retrieval, and focused on the hippocampus andmedial temporal lobe
structures, thus leaving out the investigation of the coupling of the medial
temporal lobe regions with BSC-sensitive areas in fronto-parietal
cortex56,59,61. For example, one study related hippocampal activity during
the retrieval of an event to the vividness of the recollection and showed that
this depends on the perspective (1PP and 3PP) participants had adopted at
encoding56. Another study observed functional connectivity changes
between the right hippocampus and the right parahippocampus, depending
on whether participants saw their body from their habitual perspective
(1PP) or not, again during encoding59. Therefore, it is currently unknown
how the neural networks mediating the bodily sensory context and BSC are
coupled with EM networks and whether this is based on neural
reinstatement.

Here, we investigated how changes in BSC during the encoding of
virtual scenes impact EM and neural reinstatement using behavioral
experiments, virtual reality (VR), and fMRI. We carried out a series of four
VR experiments in a total of 75 healthy subjects as well as in a rare amnesic
patient with severe autobiographical memory loss (but preserved BSC).
Based on previouswork57–59, we designed aVRparadigmand tested EMone
hour after the encoding session. For this we combined fully immersive VR
with motion tracking and fMRI, allowing us to modulate BSC, by using
different levels of visuomotor and perspectival congruency, during the
encoding of objects presented in three different virtual scenes. Each scene
was associated with a specific experimental condition differing in visuo-
motor and perspectival congruency (first-person synchronous avatar, first-
person asynchronous avatar, and third-person asynchronous avatar). Our
participants’ level of BSCmodulationwas assessed in a separate session (i.e.,
in a fourth immersive virtual scene). EM was tested one hour after the
encoding session using a scene recognition task, critically immersing our
participants in the same virtual scenes butwithout the avatar and the related
BSC manipulation. In healthy participants (experiments 1-3), we expected
to find higher BSC and better recognition performance for the scenes
encoded under visuomotor and perspectival congruency, and higher hip-
pocampal reinstatement in the recognition task for scenes encoded under
visuomotor and perspectival congruency, for successful trials. We report
that reinstatement-related activity in the hippocampus, activity that we
associated with our participants’ performance in scene recognition, is
explained by the activation of an independently defined BSC network,
including the left dorsolateral premotor cortex (dPMC) contralateral to the
moving right hand. Moreover, such premotor-hippocampal coupling of
reinstatement was modulated by visuomotor and perspectival conditions,
being stronger for visuomotor and perspectival congruency, linking BSC

with the recognition of objects in complex three-dimensional scenes. These
data were confirmed and extended by clinical and experimental findings
(using the sameVRparadigms) in a rare patient,with severe amnesia caused
bydamage tobilateral hippocampi and adjacentmedial temporal structures,
who had a normal BSC but was unable to relive and re-experience our
complex 3D scenes when she encoded the scenes with visuomotor and
perspectival congruency, compatible with a disruption of normal BSC-EM
coupling.

Results
To investigate the effects of BSC on EM, asmanipulated by visuomotor and
perspectival congruency during encoding, we immersed participants into
different 3D virtual environments. The VR paradigm and the visual stimuli
were inspired and adapted from previous EM research using immersive
VR50,57,59. Because immersiveVRduring fMRI is challenging, all participants
were first carefully familiarized with the setup and the different virtual
environments and were embodied with a virtual body representation. For
Experiments 1 and 3, we used a head-mounted display and for Experiment
2 an MRI-compatible system (see Methods). Participants were lying down
in a mock MR scanner (Experiments 1 and 3) or in the MRI scanner and
theirmovementswere trackedwith themotion tracking system as described
in ref. 62. VR paradigms and experimental procedures were implemented
using our custom-build system ExVR (ExVR, https://github.com/
BlankeLab/ExVR), performing real time control and visual rendering
with realistic lighting and shading and, for Experiment 2, synchronizing
MRI acquisition with VR experimental data.

We tested memory for complex indoor scenes in three experimental
conditions, differing in levels of BSC, manipulated by visuomotor and
perspectival congruency. In each condition, participants were immersed
andobserved the3Dscene and their avatarwhilemoving their righthand. In
the first condition, the scene and the avatar were observed from a 1PP and
moved synchronously with participants’ upper limb movement
(SYNCH1PP; visuomotor andperspectival congruency, nomanipulation of
BSC; Supplementary Video 1). In the second condition, the avatar was
observed from a 1PP but the avatar movement was delayed with respect to
the participants’ upper limb movement (ASYNCH1PP; visuomotor mis-
match, altered BSC, Fig. 1A). Finally, in the third condition, participants
observed an avatar from a 3PP, and the movement was delayed as well
(ASYNCH3PP; visuomotor and perspectivalmismatch, strong alteration of
BSC).Memory for the scenes was tested one hour after the encoding session
in a recognition task where participants were immersed back in the three
different virtual scenes (Fig. 1B; randomized across participants). Critically,
during the recognition task, no avatar or body view was implemented, thus,
all scenes across conditions were observed from the same location and
viewpoint as during encoding, but without any avatar and without
manipulation of visuomotor and perspectival congruency. The VR scene
was either a scene (Fig. 1B) containing the sameobjects (as shownduring the
encoding session) or a scene that contained the same number of objects, of
which one was changed compared to the encoding session. Healthy parti-
cipants were asked to report if the scene had changed compared to the
encoding session or not. Encoding was incidental in Experiments 1 and 2,
that is, participants were not told during encoding that their memory was
later tested for the scenes (see Methods). In Experiments 1 and 3, the task
was only behavioral, and in Experiment 2, we also recorded brain activity
during encoding, BSC assessment and recognition sessions, with fMRI.
Since Experiments 1 and 2 were performed under similar instructions, we
combined both samples for behavioral analysis. Because our primary
interest was to understand how BSC, as manipulated by visuomotor and
perspectival congruency, modulates EM, we compared the synchronous
condition seen from the congruent first-person viewpoint (visuomotor and
perspectival congruency; SYNCH1PP) with the two conditions in which
visuomotor and perspectival congruency was altered (ASYNCH1PP,
ASYNCH3PP). BSC and its modulation across the three conditions were
assessed using standard questionnaire with continuous ratings between 0
and 1 (seeMethods) and, importantly, we used a different complex outdoor
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scene, to avoid any interference with the encoding of the three scenes used
during encoding and recognition sessions (Fig. 1B). More specifically, we
used a fourth scene for the BSC assessment to avoid that participants may
have focused differently on the body (and therefore avoiding potential
interferencewith the encoding process), and tominimize their awareness of
the different experimental conditions concerning the bodilymanipulations.
The sense of agency (SoA) was used to quantify BSC and its modulation
across conditions as the delay is the major parameter varying between the
preserved BSC condition (SYNCH1PP) and the two other conditions
(ASYNCH1PPandASYNCH3PP).However, to further quantify the overall
effect of the experimental manipulation on BSC, we also asked participants
to rate their bodyownershipwith respect to the avatar, aswell as their level of
fear when the avatar was threatened with a virtual knife (see Methods). In
the following section,wefirst describe the behavioral resultsof Experiment 1
to 3 and then focus on the imaging results of Experiment 2.

Higher SoA during incidental encoding when immersed with
visuomotorandperspectival congruency (behavior, Experiments
1 and 2)
To quantify the difference in SoA under the different conditions we applied
a linear mixed model for each of the questions asked during the BSC
assessment (see Methods). As predicted, SoA was higher in SYNCH1PP as
compared to both other conditions with visuomotor and perspectival
mismatch (ASYNCH1PP: estimate =−0.07, t =−2.93, p = 0.003;
ASYNCH3PP: estimate =−0.07, t =−2.84, p = 0.005; Fig. 2A). Ratings
were much lower and close to zero for the control questions (Fig. 2A;
SYNCH1PP compared to ASYNCH1PP: estimate = 0.01, t = 0.94, p = 0.35;
SYNCH1PP compared to ASYNCH3PP: estimate =−0.01, t =−1.04,
p = 0.3) and differed from the SoA ratings (estimate =−0.47, t =−26.17,
p < 0.0001).Applying the sameapproach to the items aboutbodyownership
and threat, we found that participants rated their body ownership sig-
nificantly higher in SYNCH1PP than ASYNCH3PP (estimate =−0.09,
t =−2.9, p = 0.004). Threat was also rated as stronger in SYNCH1PP
compared to ASYNCH3PP (estimate =−0.18, t =−4.45, p < 0.0001). The
ratings were not significantly different when comparing SYNCH1PP with
ASYNCH1PP (body ownership: estimate = 0.01, t = 0.39, p = 0.7; Threat:
estimate =−0.037, t =−0.94, p = 0.35; Fig. S1A). There was no difference

between Experiments 1 and 2 when adding Experiment as a variable in the
model (see Table S1 for the details of the model).

Incidental encoding. Visuomotor and perspectival congruency
for incidental encoding does not modulate object recognition
(behavior, Experiments 1 and 2)
To investigate the effect of visuomotor and perspectival congruency during
encoding on recognition performance, we tested participants with a
recognition task one hour after the encoding session. Critically, although
participants were immersed in the same virtual scenes during the recogni-
tion task, they did not see an avatar during the recognition task and there
was no manipulation of visuomotor or perspectival congruency. During
incidental encoding, participants showed no significant difference in
recognition performance (accuracy) between the three experimental con-
ditions (Fig. 2B, SYNCH1PP vs. ASYNCH1PP estimate = 0.03, z = 0.4,
p = 0.73; SYNCH1PP vs. ASYNCH3PP estimate = 0.06, z = 0.93, p = 0.35).
There was no difference in recognition performance between both
Experiments 1 and 2 (estimate =−0.02, z =−0.24, p = 0.8, see Table S2).

Intentional encoding. Higher SoA and better recognition perfor-
mance for intentional encodingwhen immersedwith visuomotor
and perspectival congruency (behavior, Experiment 3)
Experiment 3 was similar in all aspects, except that participants were told
before the encoding session that theirmemory for the sceneswould be tested
subsequently (intentional encoding). As in Experiments 1 and 2, partici-
pants’ SoA was higher in SYNCH1PP compared to ASYNCH3PP (Fig. 2C;
estimate =−0.11, t =−3.16, p = 0.002). The comparison between the
SYNCH1PP and the ASYNCH1PP condition was not significant, but
similar in direction compared to Experiments 1 and 2 (estimate =−0.04,
t =−1.2, p = 0.23). To investigate whether the SoA effect was comparable to
whatwasobservedunder incidental encoding,we compared the effect sizeof
Experiments 1 and 2 with the one of Experiment 3 and ran additional
analysis, confirming a similar SoA effect across all three experiments (for
detail see Supplementary Note 1). The average ratings for the control items
were significantly lower than SoA ratings (estimate =−0.47, t =−17.6,
p < 0.0001) and not significantly different between conditions (SYNCH1PP
compared to ASYNCH1PP: estimate =−0.01, t =−0.56, p = 0.58;

Fig. 1 | Experimental design: alteration of visuomotor synchrony and perspective
in immersive virtual reality. A Scene snapshot as presented to participants (upper
panel) depicts the ASYNCH1PP condition, corresponding to the altered condition
of BSC in which the participant was shown the avatar with a first-person perspective
(1PP), and with delayed arm movements (lower panel). B Encoding of three
immersive virtual scenes was associated with three different levels of visuomotor and

perspectival congruency. One hour after the encoding session, a recognition task
assessed scene memory. Note that conditions were attributed solely based on
encoding association and the recognition task was always performed without any
avatar. BSC sensitivity was tested for each condition in an independent session (with
a fourth virtual scene to avoid memory interference). BSC, Bodily self-
consciousness.
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SYNCH1PP compared to ASYNCH3PP: estimate =−0.028, t =−1.5,
p = 0.13). We also showed higher body ownership and threat ratings in
SYNCH1PP versus ASYNCH3PP (body ownership: estimate =−0.2,
t =−4.6,p < 0.0001; threat: estimate =−0.22, t =−3.13,p = 0.002; Fig. S1B),
similar to what was found in Experiments 1 and 2. There was no significant
difference in body ownership and threat ratings when SYNCH1PP was
compared with ASYNCH1PP (body ownership: estimate =−0.06,
t =−1.23, p = 0.22; threat: estimate =−0.04, t =−0.5, p = 0.61, Table S3).

For the one-hour delayed recognition task, we found that participants
had significantly higher performance in the SYNCH1PP condition com-
pared toASYNCH1PP(Fig. 2D, estimate =−0.33, z =−3.06,p = 0.002) and
ASYNCH3PP (estimate =−0.32, z =−2.95, p = 0.003, Table S4).

To summarize, these three experiments demonstrate that the
SYNCH1PP condition induces a higher SoA by exposing participants to
objects that were embedded in a 3D VR scene and seen under visuomotor
and perspectival congruency during intentional and incidental encoding.
Concerningmemory, one-hour delayed recognition was boosted for scenes
encoded in the SYNCH1PP condition for intentional, but not incidental
encoding.

Better recognitionperformance for objectspresented in the right
visual field (behavior, Experiments 1-3)
Because participants moved their right upper limb during encoding, we
investigated whether the laterality of objects (right versus left) impacted
recognition performance. Such right-handed movements, that were shown
in the immersive scenes during the encoding sessions, could have decreased
recognition performance due to visual occlusion of the objects placed on the
right side ormay have, on the contrary, improved recognition performance
due to motor facilitation (right-sided upper limb movements) or enhanced
attention towards the right side.Results fromExperiments 1 and2 show that
participants had better recognition performance for right-sided objects.
This was found irrespective of the three conditions (Fig. S2A; Table S5;

estimate = 0.288, z = 2.028, p = 0.043). We found no such effect of object
laterality in Experiment 3 (estimate = 0.037, z = 0.168, p = 0.867; Fig. S2B)
and no interaction with condition (Table S6), showing that attention or
movement-related processes did not differently impact recognition per-
formance in Experiment 3. These data suggest that processes related to
attention and/or hand movements may enhance recognition performance
for right-sidedversus left-sidedobjects, but onlyduring incidental encoding.
Critically, this did not differ between our three experimental conditions in
either of the three experiments.

fMRI (Experiment 2)
Experiment 2 (fMRI, 29 participants) was identical to Experiment 1 (mock
scanner, 26 participants), and we recorded fMRI during the three critical
periodsof the experiment: the encoding session, theBSCassessment session,
and the 1-hour delayed recognition session. During all three sessions, par-
ticipantswere exposed to different immersiveVRconditions (see Fig. 1).We
carried out the following fMRI analyses. First, we performed a searchlight
representational similarity analysis (RSA) to identify brain areas that were
modulated by visuomotor and perspectival congruency and, critically,
similarly modulated during both encoding and recognition. Because RSA
did not allow us to quantify the level of similarity for each condition sepa-
rately, we computed the encoding-recognition similarity scores (ERS) for
each condition and participant and each of the brain regions identified with
the RSA. Finally, we investigated if ERS for regions showing significant ERS
score differenceswas associatedwith participants’ recognitionperformance.

RSA analysis. Visuomotor and perspectival congruency impact
the reinstatement of encoding activity during recognition
We first explored the condition-dependent reinstatement of encoding
activity across the whole brain, to identify reinstatement of brain activity
similarly modulated by visuomotor and perspectival congruency. For this,
we applied a searchlightRSAprocedure (Fig. 3A) and identified four regions

Fig. 2 | Higher SoA is associated with higher
recognition performance under visuomotor and
perspectival congruency in intentional encoding.
AWhenusing incidental encoding participants have
a higher SoA in SYNCH1PP compared to the two
other conditions. Plot of average SoA per (dots) and
across (bar) participants, N = 50. B During inci-
dental encoding there is no difference in recognition
performance between conditions, N = 48. C During
intentional encoding participants have a higher SoA
in SYNCH1PP compared to ASYNCH3PP, N = 25.
D During intentional encoding, participants better
recognized the scenes in SYNCH1PP compared to
the other conditions, N = 24. a.u = arbitrary unit.
SoA = Sense of Agency. ** indicates significance
level with p value < 0.01 as tested with a linear mixed
model using SoA as a dependent variable and con-
ditions as fixed factor. Error bars represent the
standard error of the mean.
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where brain activity showed similar differences that dependedon the level of
visuomotor and perspectival congruency when comparing encoding with
recognition. These regions were left hippocampus, left middle temporal
gyrus (MTG), visual cortex, and orbitofrontal cortex (Fig. 3B) (Npermu-
tation = 1000, p < 0.05, cluster size> 500 voxels).

ERSanalysis.Reinstatement in the left hippocampus is higher for
visuomotor and perspectival congruency and indexes
recognition memory
Although RSA analysis identified four regions that showed a similar pattern
of activity between encoding and recognition, it does not provide infor-
mation about the condition-dependent similarity of activity between
encoding and recognition. To further quantify the similarity of activity of
these four brain regions between encoding and recognition, we computed
their ERS for each of the three conditions separately19,22,63. This analysis
revealed that ERS in the left hippocampus was significantly higher in
SYNCH1PP compared to the two conditions with visuomotor and per-
spectival incongruency (Fig. 3D; SYNCH1PP vs. ASYNCH1PP estimate =
−0.045, t =−2.57, p = 0.01; SYNCH1PP vs. ASYNCH3PP estimate =
−0.045, t =−2.6, p = 0.009, Table S7). There was also a higher ERS in
SYNCH1PP compared to ASYNCH1PP in the left MTG (SYNCH1PP vs
ASYNCH1PP estimate =−0.048, t =−2.77, p = 0.006, for other compar-
isons see Table S8). No such ERS differences were observed in visual cortex
nor in orbitofrontal cortex (see Tables S9 and S10 for detailed results).

Basedonprevious studies showing thathippocampalERS is apredictor
of recognition memory15,22, we investigated whether the ERS of the left
hippocampus and of the left MTG correlated with participants’ recognition
performance. A linear mixed model predicting recognition performance
using hippocampal ERS (see SupplementaryNote 2 and Table S11 formore
details about model selection) revealed that ERS of the left hippocampus
predicted recognition performance, irrespective of condition (Fig. 4A;
estimate = 0.29, t = 2.72, p = 0.006, <pcorr = 0.0125, Table S12), such that

higher ERS led to better recognition performance. We found a similar
relationship between hippocampal ERS and performance in a trial-by-trial
model (see Methods), reaching significance only in the condition char-
acterized by visuomotor and perspectival congruency (Fig. 4B, Supple-
mentary Note 3 and Table S13). The same ERS analysis for the left MTG
did not detect a significant association with recognition performance
(See Table S14).

Hippocampal-neocortical interactions revealed by ERS are
modulated by visuomotor and perspectival congruency
Next, we identifiedbrain activity linked to the SoA and investigatedwhether
these SoA regions were associated with the condition-dependent rein-
statement of encoding activity. To do so, we first used univariate GLM to
identify brain regions modulated by visuomotor and perspectival
congruency during the BSC session and then quantified the relationship
between ERS of these regions and ERS of the left hippocampus.
By contrasting SYNCH1PP with ASYNCH1PP and ASYNCH3PP
(SYNCH1PP >ASYNCH1PP+ASYNCH3PP; second levelwithin-subject
ANOVA) during the BSC session, we identified a SoA network (Fig. 5A)
composed of left dorsal premotor cortex (dPMC, MNI coordinate −18,
−24, 62) and bilateral supplementary motor area (SMA, MNI coordinate
right SMA 4, −4, 55, left SMA −4, −11, 56, Table S15). Post-hoc analysis
showed that activity in these regions correlated with participant’s SoA rat-
ings (Supplementary Note 4). Second, we analyzed the interaction between
these three brain regions (left dPMC and bilateral SMA) and the left hip-
pocampus (as revealed by RSA and ERS analysis). For this, we applied a
linear mixed model investigating how the hippocampal ERS (reflecting
recognition performance; dependent variable) was related to the ERS of the
left dPMC and bilateral SMA (SoA sensitive regions), for each level of
visuomotor and perspectival congruency. This analysis revealed a sig-
nificant difference in the coupling of the left hippocampal ERS and left
dPMC ERS that depended on the experimental condition (Fig. 5B; i.e.,

Fig. 3 | Left hippocampal ERS is higher under visuomotor and perspectival
congruency. A RSA identified brain regions with the same differential pattern
between conditions during encoding and recognition sessions in Experiment 2.
B RSA identified four regions: left hippocampus, visual cortex, left middle temporal,
and left frontal superior orbital gyrus (permutation test, Npermutations = 1000,
p < 0.05, cluster size> 500). C ERS was computed for the four regions identified by

RSA, by applying a Pearson correlation between the voxel activity at encoding and at
recognition in Experiment 2. D Hippocampal ERS is significantly higher under
visuomotor and perspectival congruency (SYNCH1PP, red) compared to the two
other conditions. Error bars represent the standard error of the mean. * and **
indicates significance level with p-value < 0.05 and <0.01 respectively. ERS Encoding
recognition similarity score. RSA Representational Similarity Analysis, N = 24.
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significant interaction between SYNCH1PP andASYNCH1PP; ERS dPMC
estimate =−0.19, t =−5.2, p < 0.0001, Table S16). These data show that
reinstatement in a key memory region (hippocampus) is differently linked
with reinstatement in a key SoA region (dPMC), depending on visuomotor
and perspectival congruency.

This was further extended by post-hoc analysis, revealing that the
dPMC ERS was significantly positively related to hippocampal ERS in
SYNCH1PP (estimate = 0.18, t = 6.4, p < 0.0001), but not significantly
related to hippocampal ERS for scenes encoded under visuomotor and
perspectival mismatch (for details see Table S16). This shows that higher
similarity between encoding and retrieval in the hippocampus (hippo-
campal ERS) is linked to higher similarity between encoding and retrieval in
an SoA sensitive region, dPMC, only in the condition with visuomotor and
perspectival congruency and characterized by the highest SoA in the present
experiments.

We performed the same analysis for SMA and left hippocampus.
Hippocampal ERS was also associated with the left SMA (estimate = 0.06,
t = 7.4, p = 0.014, Fig. 5B, Table S17). Such hippocampal-SMAcouplingwas
characterized by a positive relation but did not differ between conditions, as
found for hippocampal-dPMC coupling. The same analysis applied to the
right SMA did not show any coupling with hippocampal ERS (Table S18).

To summarize, we found that reinstatement-related activity in
the left hippocampus, activity that we linked with performance in
scene recognition, was systematically related to activity within a
cortical SoA network consisting of left dPMC (contralateral to the
moving right hand) and bilateral SMA. Whereas hippocampal-SMA
coupling was present in all three conditions (reflecting a more gen-
eral coupling), premotor-hippocampal coupling in the left hemi-
sphere was found for reinstatement-related activity that was stronger
under visuomotor and perspectival congruency, suggesting a neural

Fig. 5 | Neural reinstatement of encoding brain
activity in SoA-related regions correlates with left
hippocampal reinstatement only under visuo-
motor and perspectival congruency. A Left dPMC
and bilateral SMA activity is higher in the condition
with visuomotor and perspectival congruency
(SYNCH1PP, red), as compared to the two other
conditions. B Trial-by-trial ERS of the dPMC cor-
relates positively with trial-by-trial hippocampal
ERS under visuomotor and perspectival congruency
(SYNCH1PP, red) (linear mixed model). Trial-by-
trial ERS of the left SMA was found to correlate
positively with hippocampal ERS irrespective of
condition (p = 0.01, linear mixed model). dPMC
dorsal premotor cortex, SMA Supplementary motor
area, ERS Encoding recognition similarity score,
SoA Sense of Agency. *, *** indicates significance
level with p value < 0.05 and <0.001 respec-
tively, N = 24.

Fig. 4 | Hippocampal reinstatement of hippo-
campal encoding activity predicts recognition
performance. A Hippocampal ERS is positively
correlated with participants’ recognition perfor-
mance irrespective of condition (Experiment 2,
p = 0.006; pcorrected = 0.013; linear mixed model).
The mean recognition rate (black line) is plotted for
each condition (SYNCH1PP: red dots,
ASYNCH1PP: purple dots, ASYNCH3PP: gray
dots). B Recognition performance of the original
scene is predicted by hippocampal ERS, only in the
condition with visuomotor and perspectival con-
gruency. *,** and *** indicates significance level
with p < 0.05, p < 0.01 and p < 0.001 respectively
(mixed effect logistic regression). ERS Encoding
recognition similarity score, N = 24.
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mechanism linking SoA and recognition of objects in complex three-
dimensional scenes.

Amnestic patient with bilateral hippocampal damage is impaired
in recognizing objects encoded with visuomotor and perspecti-
val congruency
Woulddamage to the left hippocampus and its connectionswith dPMCand
SMA, impair the present SoA effects on recognition performance, mediated
by visuomotor and perspectival congruency during encoding? We had the
unique opportunity to investigate this question in a patient suffering from a
severe deficit in autobiographical EM following a fungal brain infection.

The patient is a 62 years old, right-handed woman, who worked as a
secretary. She was hospitalized for an epileptic seizure with secondary
generalization, followed by several focal epileptic seizures (of temporal
origin) with secondary generalizations and status epilepticus (necessitating
antiepileptic quadritherapy). The patient showed severe retrograde amnesia
(i.e., her daughter’s wedding, holidays, and other important family events)
and participated in an intensive neuropsychological rehabilitation program.
Despite being able to relearnkey facts about her life prior to the infection, the
patient is to this day not able to re-experience these key events of her life and
her amnesia also extends to new memories following her hospitalization.
Repeated neuropsychological examinations revealed a severe EM deficit
affecting retrograde events (early childhood to adulthood without temporal
gradient) and a moderate anterograde EM deficit. Learning for verbal
memory was normal, but deficient for delayed recall (normal after indica-
tion). Visuo-spatialmemorywas at the inferior limit of the norm. Therewas
a mild-to-moderate semantic memory deficit (i.e., public events and
celebrities; See Table S19 for a summary of the performance on the neu-
ropsychological tests). At the moment of the present investigation
(9 months after hospitalization), EM for autobiographical events remained
severely deficient with only slight improvements in anterograde EM.Amild
executive deficit persisted, but attention was normal.

Seizures were caused by a meningoencephalitis, following a right
sphenoidal sinusitis with right sphenoidal bone loss andmeningeal contact.
Initial MRI (December 2021) showed prominent lesions in the bilateral
medial temporal lobe involving both hippocampi, parahippocampi, and
amygdalae (Figs. 6 and S3). Three smaller lesions (all below 1 cm) were also
seen in the right middle frontal gyrus, the left inferior parietal gyrus, and
right lingual gyrus. Subsequent examinations showed progressive
improvement with persistence of lesions in the medial temporal lobe and
parietal cortex and disappearance of lesions onMRI in the lingual gyrus and
frontal cortex (January 2022). In March 2022 there were no more lesions
visible, but the MRI showed bilateral hippocampal atrophy (Fig. 7A). This
latter finding was further corroborated by volumetric analysis revealing
bilateral atrophy affecting both hippocampi (Fig. 7B, D, Table S20). Hip-
pocampal atrophy affected the four cornu ammoni (CA 1 to 4), the dentate
gyrus, the subiculum and the stratum (lacunosum SL; radiatum SR; and
moleculare SM). The volumes of amygdala, parahippocampus and
entorhinal cortex were in the normal range (Table S20).

The patient’s hippocampal damage involved the left hippocampal
region, homologous to the region detected by the present RSA and ERS
analysis in Experiment 2, in healthy participants (Fig. 7C). Fivemonths after

her hospitalization, we tested the patient in the same immersive VR para-
digms as tested in healthy participants, adapted to patient comfort. We
tested the patientwith the same immersiveVR scenes (asExperiments 1 and
3), in the same three conditions (SYNCH1PP, ASYNCH1PP,
ASYNCH3PP), and with the same number of trials. She managed to per-
form all three sessions: the encoding session, the BSC session, and a one-
hour delayed recognition session. The patient sat on a chair, with her legs
resting on a second chair in front of her, approximating asmuch as possible
the position and field of view of the scenes as tested in healthy participants
(Experiments 1-3).We used the sameVR setup and head-mounted display.
Another motion tracking system was used (LEAP motion; Leap Motion
Controller®) because for the patient’s comfort, she was tested at a hospital
closer to her home.

As predicted, the patient had preserved SoA, with SoA ratings com-
parablewith those observed in healthyparticipants in theBSCassessment of
Experiments 1–3: she had higher SoA ratings in the SYNCH1PP condition
compared to both ASYNCH1PP and ASYNCH3PP conditions (Fig. 8A)
(Crawford test to compare the patient’s ratings with respect to healthy
participants: SYNCH1PP compared to ASYNCH1PP: mean = 0.05, sd ± =
0.16, p < 0.001; ASYNCH1PP compared to ASYNCH3PP: mean = 0.03,
sd ± = 0.16, p = 0.004). The SoA difference between SYNCH1PP and
ASYNCH3PP was not significantly different compared to healthy partici-
pants but going in the same direction (Crawford test: SYNCH1PP-
ASYNCH3PP: mean = 0.08, sd ± = 0.18, p = 0.134). Importantly, the
patient’s ratings on control items were low and did not differ from those of
healthy participants (Fig. 8B) (for a detailed comparison between the
patient’s and healthy participants’ SoA ratings see Supplementary Note 5).
These data show that the patient was sensitive to our experimental
manipulation during encoding, showing a similarmodulation of the SoA as
healthy participants.

The patient was well aware of her memory deficits, for which she
had been tested repeatedly during her neuropsychological examinations
and memory rehabilitation sessions. Although we initially tested the
patient under incidental encoding, she admitted she was expecting this
experiment to test her memory. Therefore, we compared her perfor-
mance with participants who performed the task under intentional
encoding instruction (Experiment 3). Inspection of Fig. 8C shows that,
despite her preserved SoA, she displayed the opposite pattern compared
to healthy participants (Fig. 8C). She showed the lowest recognition
performance in the SYNCH1PP condition (58% correct responses)
compared with ASYNCH1PP (73% correct) and ASYNCH3PP (66%
correct) conditions. The accuracy difference the patient showed between
SYNCH1PP and ASYNCH1PP was significantly different from that
observed in healthy participants (Experiment 3) (mean = 0.06, sd ± =
0.11, p = 0.036; the comparison SYNCH1PP-ASYNCH3PP was not sig-
nificantly different compared to healthy participants (mean = 0.06, sd ± =
0.13, p = 0.148). From our 24 participants, only 7 participants showed
slightly better performance in the ASYNCH1PP condition compared to
SYNCH1PP. Five of these participants had only a very minor
ASYNCH1PP > SYNCH1PP difference of 0.075. Two participants did
show a slightly bigger difference of 0.1, which was still smaller than the
patient’s difference between conditions (0.16). Thus, no participant

Fig. 6 | Medial temporal inflamation early during
hospitalization of patient. Patient’s structural MRI
(T1 MPRAGE, voxel size 1x1x1, 200 slices, 3 T MR
scanner) during the first week of hospitalization.
Dark regions in bilateral medial temporal lobe
indicate site of inflammation.
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Fig. 8 | Patient has normal SoA, but abnormally low recognition performance,
which does not increase with visuomotor and perspectival congruency. A Patient
has normal SoA (higher SoA for conditions with visuomotor and perspectival
congruency versus conditions with visuomotor and perspectival incongruency). The
SoA rating difference between SYNCH1PP-ASYNCH1PP (dark blue) and
ASYNCH1PP-ASYNCH3PP (gray) are significantly bigger when compared to
healthy participants (N = 24) (Crawford test). B Patient also has normal and low
ratings for control questions, which did not differ between conditions and were not

different from healthy participants. C Patient’s recognition performance is lower
under visuomotor and perspectival congruency compared to visuomotor and per-
spectival incongruency differing from healthy participants (colored dots; Experi-
ment 3; Crawford test).D The patient was able to remember only the scene encoded
under the strongest visuomotor and perspectival incongruency (ASYNCH3PP). The
autonoetic consciousness of the patient (dark gray) was lower compared to healthy
participants (gray; Experiment 3; N = 24) (Crawford test). *, **, and *** indicate
significance levels with p-value of <0.05, <0.01 and <0.001, respectively.

Fig. 7 | Bilateral hippocampal damage of patient. ACoronal, axial, and sagital view
of the patient’s anatomical MRI eight months after hospitalization. B Patient’s
hippocampus (red) is shownwith the delineation of a normal hippocampus (yellow),
registered in the patient’s native space. C Hippocampus from the automated ana-
tomical labeling atlas (yellow), and the hippocampal activity, as identified by RSA
(blue) in healthy participants, transformed in the patient’s native space overlayed on

the patient’s anatomical MRI eight months after hospitalization. D Volume of the
patient’s right and left hippocampi (red bars) compared to the normal range for
neurologically healthy age- and gender-matched control (yellow bars). The volume
is expressed as the percentage of the hippocampal volume, compared to the total
intracranial volume.
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showed a performance difference that was larger or comparable with the
patient’s, supporting the results of the Crawford test.

To provide further evidence for altered EM, depending on visuomotor
and perspectival congruency, we investigated the patient’s autonoetic con-
sciousness, that is, her ability to re-experience the sensory and perceptual
details of an event1,64,65. For this, we asked several questions from the
memory characteristics questionnaire (MCQ)66, the episodic auto-
biographical memory interview67, and the “affected limb intentional feeling
questionnaire” (ALEFq)68. Although autonoetic consciousness is pre-
dominantly tested for autobiographical real-life events, we here tested her
autonoetic consciousness for the three virtual 3D scenes into which she was
immersed during the encoding session. In particular, we were interested in
testing whether her autonoetic consciousness would differ across the three
encoding conditions. Based on her lower recognition performance in the
SYNCH1PP condition, we predicted that she would indicate lower auton-
oetic consciousness scores in this condition. Autonoetic consciousness was
tested one week after encoding and confirmed this prediction. The patient
was able to remember the scene encoded in 3PP (ASYNCH3PP: “the
cabin”), even without showing her the picture of the scene, and was able to
recollect the requested information.However, her overall rating scores in the
autonoetic consciousness questionnaire for this scene were still low
(Fig. 8D). Her memory for the global vividness of the scene was vague
(second last choice on a scale from 1 to 7) and global re-experience was low
(25%, second last choice on the scale). The averaged ratings significantly
differed from the scores of healthyparticipants as testedwith aCrawford test
(mean=0.57, sd=0.12,p < 0.001).More strikingly, shewasnot able to evoke
at all either of the two scenes encoded with a 1PP (i.e., SYNCH1PP: “the
living room”; ASYNCH1PP: “the changing room”), even afterwe showedher
pictures of these scenes, and was not able to answer and rate the different
questions of the ANCquestionnaire. The patient reported: “I can remember
seeing the cabin, all in wood, and my arm moving in the scene, but I have
never seen this living room nor this changing room”. The patient showed
easier recall for the scene encoded under visuomotor and perspectival
mismatch (ASYNCH3PP).

To sum up, damage to bilateral hippocampi and adjacent structures,
followed by later atrophy of both hippocampi, led to severe amnesia
observed in the present patient. She had a normal SoA, consistent with the
fact that dPMC and SMAwere not affected by her brain damage. Critically,
she remembered fewer objects encoded under visuomotor and perspectival
congruency, contrarily to healthy controls. Moreover, she was not able to
relive or re-experience the VR scenes that she encoded from a 1PP, but
strikingly could only do so for some elements when these were encoded
under maximal visuomotor and perspectival mismatch. Further analysis
revealed that her brain damage included the left hippocampal region as
found in our fMRI analysis in healthy participants (Fig. 3B and Fig. 7C) and
that we linked to visuomotor and perspectival congruency, using RSA and
ERS analysis. These clinical-imaging findings further support our previous
experimental-imaging findings, that the left hippocampal region and/or its
connections with dPMC mediate embodiment effects in EM.

Discussion
Leveraging the combination of immersiveVRand fMRI and accessing brain
activity during both encoding and retrieval of episodic memories, we found
that (1) the hippocampal reinstatement of encoding-related brain activity
during retrieval was higher for scenes encodedwith normal visuomotor and
perspectival congruency and that (2) such hippocampal reinstatement,
critically, reflected recognition performance. We further (3) linked the SoA
to hippocampal reinstatement by showing that hippocampal reinstatement
was (4) coupled with dPMC reinstatement, a key region of the SoA, that we
defined in an independent experimental session and that (5) dPMC activity
was also modulated by visuomotor and perspectival congruency, but at
encoding. These observations were corroborated and extended in a rare
patient with severe amnesia caused by damage and atrophy to bilateral
hippocampi, including the hippocampal area critical for reinstatement and
dPMC coupling. Although the patient’s SoA was normally modulated by

visuomotor and perspectival congruency, she showed worse memory and
larger re-experiencing impairments in conditions of normal visuomotor
and perspectival congruency. Collectively, these data describe premotor-
hippocampal coupling inEMand reveal how the bodily sensory context and
the related level of SoA of the observer at encoding is neurally reinstated
during the retrieval of past episodes.

Although averaged reinstated hippocampal activity across conditions
and average recognitionperformance across conditionswere not associated,
more fine-grained analysis (correlation analysis, single trial analysis) linked
recognition performance with hippocampal reinstatement. We found that
the hippocampal reinstatement of encoding activity across the experimental
conditions was correlated with participants’ recognition performance,
consistent with previous work using visual or auditory stimuli12,15. Thus,
hippocampal reinstatement - reflected by the average hippocampal activity
across all trials - correlated with average recognition performance (Fig. 4A).
This is consistent with the idea that successful EM retrieval depends on the
degree of remobilization of activity observed during encoding15,19, i.e.,
reactivation of the hippocampal engram69. Neural reactivation of the hip-
pocampus during EM retrieval and its link with memory performance has
been demonstrated previously10,15,19,22. Yet this earlier work presented single
or paired stimuli at encoding (i.e., pictures, word cue), whereas the present
results report hippocampal reinstatement in a richer sensory context with
action-embedded 3D scenes using immersive VR in fMRI with incidental
encoding, closer to encoding conditions in our everyday life. We did not
expect necessarily a difference between conditions in this latter analysis, as it
has been shown previously that hippocampal reinstatement is linked with
recognition performance, more generally. Our finding is compatible with
previous data on hippocampal reinstatement and recognition performance
in a rangeof tasks10,15,19,22. Although therewasno condition-dependent effect
for the relationship between hippocampal reinstatement and memory
performance on average, these findings were extended by our additional
trial-by-trial analyses showing that hippocampal reinstatement reflects the
successful recognition of the original scene presented during encoding but
only when analyzed for single trials. Moreover, this was found only when
encoding was done with visuomotor and perspectival congruency in the
SYNCH1PPcondition (Fig. 4B). This suggests that the hippocampal activity
during recall is more similar to the hippocampal activity at encoding for
scenes encoded with preserved SoA, compared to scenes encoded under
disruptedvisuomotor andperspectival congruency (as inASYNCH1PPand
ASYNCH3PP).This could be due to better reinstatement of the hippo-
campal encoding activity at retrieval in the preserved visuomotor and
perspectival congruency condition compared to the conditions with
visuomotor and perspectival mismatch (i.e., ref. 70), or participation of
other brain regions to reinstatement when the scenes were encoded in
conditions with disrupted visuomotor and perspectival congruency
(ASYNCH1PP; ASYNCH3PP). Hence, the successful recognition of the
scene observed at encoding is critically linked to the reactivation of the
hippocampal encoding activity during retrieval, extending previous evi-
dence about the hippocampus’ role in pattern separation to discriminate
between previously encoded events and new events14,71–73.

These findings further indicate that EM retrieval not only depends on
stronger similarity between the encoding and retrieval patterns in the hip-
pocampus, but also on preserved visuomotor and perspectival congruency
at encoding. Thus, hippocampal reinstatement depends on the bodily
sensory context of the observer during encoding, because only the neural
pattern of episodes encoded from a first-person perspective and with syn-
chronous movements helped distinguish between the events presented at
encoding and new events at retrieval.

We further show that hippocampal reinstatement of the averaged
activity (across all trials) also depends on the level of the SoA at encoding,
differingbetween the three experimental conditions.Critically,we showthat
the highest level of hippocampal reinstatement was found for scenes
encodedunder visuomotor and perspectival congruency. This is in linewith
a recent study linking hippocampal reinstatement with the modulation of
body ownership during encoding61, although the latterwork did not observe
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reinstatement using full brain analysis (but rather used a region of interest
approach) and did not associate hippocampal reinstatement with EM
performance or the modulated BSC level.

In addition to EM-related reinstatement in the hippocampus, we also
observed reinstatement activity in the left MTG that was furthermodulated
by the SoA level. Although this region has been reported in previous EM
studies (using video stimuli)8, MTG reinstatement in the present study was
not correlated with recognition performance, showing that reinstatement
functionally differs between MTG and hippocampus and that only hippo-
campal reinstatement reflected SoA as well as EMperformance.We did not
find any relationship between recognition performance and cortical rein-
statement in other regions such as visual cortex, whichwas detected by RSA
analysis. Although several studies provided evidence of remobilization of
visual cortex during retrieval11,74, our results show that this reinstatement
does not reflect visuomotor and perspectival congruency.

We argue that the present data provides evidence for embodied hip-
pocampal reinstatement by showing that the sensorimotor context of the
observer’s body at encoding impacts encoding- and retrieval-related hip-
pocampal activity. The finding of embodied hippocampal reinstatement
(i.e., reinstatement that depends on visuomotor and perspectival con-
gruency) extends previous reinstatement observations that investigated the
visual or auditory information of the encoded scene, to the bodily sensor-
imotor context of the observer during the encoding of the scene.

By showing that the dPMC exhibited higher activation under visuo-
motor and perspectival congruency the present data support the PMC’s
well-known role in motor control and motor-related cognition, consistent
with previous brain imaging studies on the SoA75–77 We note that the hip-
pocampal reinstatement (that was associated with EM performance and
dependedon visuomotor and perspectival congruency) aswell as the dPMC
activity (depending on visuomotor and perspectival congruency) were both
found only in the left hemisphere, that is in the hemisphere contralateral to
the participants’ right upper limbmovements during encoding78, suggesting
a further functional link of the bodily sensory context during encoding on
premotor and hippocampal activity in the present experiment. Several
reinstatement studies have observed left hippocampal reinstatement8,22,56,61.
While some studies found that especially left hippocampal activity was
linked with memory performance8,22 and associated with the perspective
during encoding, others did not report hemispheric specificity of hippo-
campal reinstatement13,19. Further work is needed to investigate the later-
alization of hippocampal activity during reinstatement processes and how
this depends on the lateralization of sensory stimuli and movements of the
participant.

Several studies have demonstrated that hippocampal activity during
encoding is coupled with the reactivation of other cortical regions, during
the retrieval process14,21, In particular, activation of visual cortex has been
linked with hippocampal activity, at encoding and retrieval, and it has
been suggested that hippocampal reinstatement mediates the reinstate-
ment of cortical areas during retrieval14,21. We did not find any difference
of hippocampal activity between conditions during the encoding session
alone, suggesting that neural processes between encoding and retrieval
and not during the encoding process itself, mediated this effect. In our
study, we found that the reinstatement of the left hippocampus was
linked to left dPMC reinstatement, at the single trial level (Fig. 5B).
Together with past experimental work, this observation extends the
widely accepted theory that the hippocampus indexes sensory informa-
tion of EM stored in visual and auditory regions17,18,79–81 to indexing
sensorimotor information stored in dPMC. Thus, the present results
show that hippocampal-cortical coupling varies in function of the sen-
sory encoding context and that, in the case of different bodily sensory
contexts and SoA levels during encoding, activity in dPMC is coupled
with the hippocampal activity. Moreover, strongest premotor-
hippocampal coupling was found in the present study for scenes enco-
ded under preserved SoA. Accordingly, our results provide further evi-
dence for embodied reinstatement, showing that not only hippocampal

reinstatement, but also the coupling between hippocampus and sensor-
imotor cortices depends on preserved normal SoA levels, as induced here
by visuomotor and perspectival congruency.

We also report bilateral SMA-hippocampal coupling. The SMA is a
brain region involved in movement selection and motor preparation and
has also been involved in the SoA75,77,82. Bilateral SMA was more activated
under visuomotor and perspectival congruency (independent of the rein-
statement analysis) and, critically, characterized by a trial-by trial coupling
between left hippocampal reinstatement and SMA reinstatement. However,
while the premotor-hippocampal coupling (i.e., with left dPMC) was spe-
cific to the condition with preserved visuomotor and perspectival con-
gruency, the coupling between the reinstatement of the left SMAand the left
hippocampus was independent of our experimental conditions. These data
show that SMA-hippocampal coupling also contributes to reinstatement,
but that the reinstatement mechanism is a more general one that does not
reflect visuomotor and perspectival congruency and the related SoA
(compared to the embodied reinstatement that is mediated by premotor-
hippocampal coupling).

As expected, the disruption of visuomotor and perspectival con-
gruency applied in the ASYNCH1PP and ASYNCH3PP conditions sig-
nificantly reduced the SoA under incidental encoding (Experiments 1
and 2), similar to what is observed and reported in the literature45,75,83.
Although the SoA difference between SYNCH1PP and ASYNCH1PP did
not differ significantly between conditions under intentional encoding
(Experiment 3), the SoA was also higher in SYNCH1PP compared to
ASYNCH1PP, showing that participants felt a higher SoA with preserved
visuomotor and perspectival congruency across all experiments (see Sup-
plementary material).

We note that we did not find a difference between conditions in
recognition performance under incidental encoding instructions (Experi-
ments 1 and 2). Although we did expect such a difference (as found in
Experiment 3), we speculate that this may have resulted from different
processes associatedwith the different instructions given at the beginning of
Experiments 1-2 versus Experiment 3. Under incidental encoding, the
participants were not instructed to pay particular attention to the scene and
thus may have been more likely to focus on the avatar and its movements.
This interpretation is supported by the fact that we found an effect of object
laterality under incidental encoding (Experiments 1 and 2), but not under
intentional encoding (Experiment 3). Thus, participants were better at
recognizing scenes in which the change occurred on the right side (i.e., the
same side where their avatar’s limb was moving). However, as our partici-
pants were above chance level in all three experiments, the fact that the
attention towards the avatar was most likely emphasized during incidental
encoding did not prevent them from performing the task. Moreover, we
observed a reduced SoA under visuomotor and perspectival incongruency
across the three experiments. Hence, even if theremay have been a different
focus of attention between experiments performed under incidental versus
intentional encoding, the SoAwasmanipulated in the same way in all three
experiments. Furthermore, as we observe differences of hippocampal
reinstatement (Fig. 3D) between the conditions in our imaging results in
Experiment 2 we assume that these differences are due to our experimental
SoAmanipulation at encoding, but that the incidental instruction gave rise
to smaller difference of performance which may explain the absence of
behavioral effect in the present study. Future studies should further test
differences in episodic memory, depending on SoA and incidental versus
intentional encoding.

Severe EMdeficits including autobiographical EMhave been described
previously in several patients with bilateral hippocampal damage65,84–86.
Here,we investigated the impactof thebodily sensory context andofBSCon
EM, using the paradigm of experiments 1-3 in an amnestic patient, with a
severe retrograde and a moderate anterograde EM deficit. Her recognition
performance in all three conditions was significantly lower as compared to
healthy participants in Experiments 3 (Fig. 8C) and so was her autonoetic
consciousness (Fig. 8D). Concerning the SoA, the patient had normal levels
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ofBSCand showednormalmodulationof her SoA ratings that dependedon
visuomotor and perspectival congruency, comparable to healthy partici-
pants (Fig. 8A) and comparable to previous studies in healthy
subjects75,83,87,88. Critically, the patient’s EM performance was lowest in
conditions whenher SoAwas increased (i.e., the conditionwith visuomotor
and perspectival congruency) (Fig. 8C), thus showing the opposite beha-
vioral pattern as observed in healthy participants, especially experiment 3.
This selective condition-dependent modulation was further confirmed
when testing her autonoetic consciousness one week after the encoding
session, when the patient was only able to re-experience the scene that she
had encoded with the weakest SoA and thus the strongest visuomotor and
perspectival incongruency (i.e., ASYNCH3PP) (Fig. 8D).

Thepresent patient suffered frombilateral damage and later atrophy of
both hippocampi (Fig. 7A), causing her memory and autonoetic con-
sciousness deficits.Other regions in themedial temporal lobe (i.e, amygdala,
entorhinal cortex) were not significantly reduced in volume compared to a
healthy age-matched control group. Her lesion overlapped with the left
hippocampal region identified in this study (Fig. 7C), but did not involve the
left dPMCpremotor cortex nor the SMA. This damage changed theway the
bodily sensory context and BSC during encoding impact her EM, while
keeping her SoA preserved.We argue that the alteredmodulation of EMby
visuo-motor and perspectival congruency is caused either by damage to the
left hippocampus or to structural or functional changes in premotor-
hippocampal coupling in thepresent patient. This is compatiblewith animal
work showing that the silencing hippocampal activity at retrieval prevents
the reactivation of cortical areas involved during encoding processes7,89–91.
Although there aremany reports of single case patients with amnesia due to
lesions in the medial temporal and frontal lobe65,84,86,92, to our knowledge,
this study is the first to assess the effect of BSCmanipulation in an amnesic
patient and therefore provide novel clinical insight into the neural asso-
ciation between BSC and EM.

This study did not aim to separate the specific mechanisms associated
with the first-person perspective or with visuo-motor synchrony, but to
provide first evidence into the neural mechanisms linking BSC and EM.
Therefore, we tested the effects of graded conditions, from preserved BSC
(SYNCH1PP), to moderate (ASYNCH1PP), to strong BSC alterations
(ASYNCH3PP). Future studies may investigate the specific effects of per-
spective and congruency on the behavioral, neural, and clinicalmechanisms
leading to the present coupling of BSC and EM. Additionally, this study
tested memory using a recognition task at a one-hour delay, whereas long-
term episodic memories expand over much larger time periods. We used a
one-hour delay as it corresponds to the onset of the hippocampal con-
solidation process associated with long-term memory16,93–95. A recognition
task was chosen as it allowed us to obtain many repeated trials that were
critical to obtain sufficient data for the fMRI analysis (Experiment 2). We
encourage future studies to measure memory with longer delays
(days, weeks, etc) and with autobiography relevant stimulus material and
presented in immersive VR scenarios. We also note that observations in
single patients should be regarded with caution. The present
neuropsychological-behavioral effects need to be confirmed in future clin-
ical studies in amnesic patients and compared with age-matched healthy
control groups.

In conclusion, we report that hippocampal reinstatement of
encoding-related brain activity during retrieval was higher for scenes
encoded with normal visuomotor and perspectival congruency and
reflected recognition performance. We further linked hippocampal
reinstatement with dPMC reinstatement, a key region of the SoA.
Premotor-hippocampal coupling thus appears as a mechanism for
the reinstatement of the bodily sensory context and the SoA during
the retrieval of a past episode. These observations were corroborated
and extended in a rare patient with severe amnesia caused by damage
and atrophy to bilateral hippocampi, including the area of hippo-
campal reinstatement and coupling. Together, our study provides
behavioral, imaging and clinical evidence of the involvement of
bodily sensory context and BSC in the neural bases of EM.

Methods
Experimental design
All experiments consisted of three separate main sessions. The first session
was a memory encoding session, which was followed by an assessment of
bodily self-consciousness (BSC; see below). The last session was a recog-
nition session carried out onehour later (Fig. 1).Wealso assessed autonoetic
consciousness one week after the encoding session. Before the experiment,
all participants underwent a familiarization session with VR for each of the
four scenes (the three encoding scenes and the BSC assessment scene) that
were used during the task. For Experiment 1 to 3, participants were lying in
supine position (in a mock replicate of a MR scanner for Experiment 1 and
in the MRI for Experiment 2) and equipped with VR headsets. They hold
tennis ball in each hand equipped with button responses and reflective
marker to track their movement. The following section explain the detail
setup for each session and experiment.

Familiarization
We performed a familiarization in two steps. First, immediately after
entering the mock scanner (Experiments 1 and 3) or the MR scanner
(Experiment 2), wemade sure participants could hear the instructions given
in theheadset (Experiments 1 and3) and theheadphone (Experiment2).We
also asked participants to perform the arm movement while displaying an
outdoor empty scene and gave feedback in case themovementwere too fast.
This part was important for participants to get used to themovement of the
arm inside the MRI and make sure they would not touch the MRI
boundaries with their arm during the experiment.

Second, prior to the encoding session, participants were immersed in
the four scenes (three encoding scenes and theBSC scene) but emptied from
all theobjectsbeingpart of the later recognition task.Theywere instructed to
move their hands and observe the scene for 15 s after which theywere asked
one binary question “2 plus 2 equal 4” where they had to answer if this
statementwas correct or not, followed by a secondquestion “Howconfident
are you about your answer ?” to train for the two types of questions that
would be asked during the experiment. Finally, they were asked to move
their right arm for 30 s to train them for the rest of the experiment. During
this time, when necessary, we interacted with the participant to tell them if
themovementwas too fast or not having an amplitude big enough.We used
participant’s mother tongue to give the instruction when it was possible
(French and English) otherwise we used English. Each participant started
the familiarization in the BSC scenes in the SYNCH1PP condition. The
familiarizationof the encoding sceneswasperformed in the sameconditions
as the one they would encode during the experiment.

Encoding session
During the encoding session, participants were instructed to keep moving
their right upper limbwhile observing a virtual avatar animated in real-time.
Upper limbmovements were instructed to occur between two virtual black
spheres that were displayed in the visual scene. The black spheres were
aligned vertically, to the right of the virtual body, and placed at the level of
the avatar’s hip (Fig. 1). We manipulated the sense of agency (SoA75,83,96) of
participants by exposing them to three different scenes corresponding to the
three different experimental conditions, which were characterized by dif-
ferent levels of sensorimotor synchrony. For this, participants were exposed
to different levels of visuomotor and perspectival congruency between the
movement of their right upper limb and the shown movements of the
avatar’s upper limb in the virtual scene (i.e., ref. 45). In the SYNCH1PP
condition there was no visuomotor manipulation thus, the virtual avatar
was seen from a first-person perspective (1PP) and the right virtual upper
limbwasmoving synchronously to the participant’s upper limbmovements
(SYNCH1PP). In the ASYNCH1PP condition, the virtual avatar was also
seen from a 1PP, but was moving with a visuomotor delay that varied
between 800-1000ms to the movement of the participant (ASYNCH1PP).
In a third, control, condition (ASYNCH3PP), the avatar was seen from a
third-person perspective (3PP) and was moving with a visuomotor delay
that varied between 800-1000ms with respect to the movement of the
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participant. For the 3PP the body of the avatar was moved forward in the
virtual scene to maintain the same visual angle of all objects in the scene, as
compared to the other experimental conditions. Based on previous work on
SoA97–99, we expected stronger SoA in the condition with no visuomotor
manipulation and naturalistic perspective (SYNCH1PP) compared to the
conditions with visuomotor manipulation (ASYNCH1PP and
ASYNCH3PP).

Each of the three encoded scenes contained eighteen objects (see
Supplementary Note 6 for the list of objects) and was associated with a
specific experimental condition (SYNCH1PP, ASYNCH1PP,
ASYNCH3PP) for each participant. This association between the encoded
scene and experimental condition was pseudo-randomized across partici-
pants. For each experimental condition, each scene was presented for 30 s
and repeated four times. An inter-trial interval consisting of a fixation cross
appeared for five seconds in between each scene presentation to avoid
potential carry-over effects from one condition to another.

Encoding was incidental in Experiments 1, 2, and 4. Thus, participants
were not told that they participated in a memory experiment and that their
object recognition was going to be tested (participants were told that they
were participating to a technical feasibility study testing a new VR envir-
onment). This was different in Experiment 3, where encoding was inten-
tional. We instructed the participants to pay close attention to the scene
during encoding and told them they would be tested on the scene one hour
later.Wedidnot specifywhich typeofmemory testwouldbeperformedand
what kind of questions would be asked. The rest of the experimental design
was the same between Experiments 1–4.

BSC assessment
Immediately after the encoding session, participants were immersed in a
different outdoor scene containing eighteen new objects to avoid any
memory interferencewith the encoding of the 3 scenes associatedwith the 3
experimental conditions. They were instructed to perform the same right
upper limbmovements andwere observing the same avatar in SYNCH1PP,
ASYNCH1PP, and ASYNCH3PP, but now performed in the outdoor
environment (duration 30 s). Based on previous BSC work, in Experiments
1–3, we also included a response to a threat stimulus directed towards the
avatar (i.e., after 30 s, an unexpected event consisting in a virtual knife seen
as approaching the avatar’s trunk51,100.

Participants had to rate their agreement with five statements
regarding different aspects of BSC: (Q1) “I felt that I was controlling
the virtual body” to rate their SoA toward the movement of the
virtual avatar; (Q2) “I felt that the virtual body was mine” to rate
their level of body ownership toward the virtual avatar intentionally;
(Q3, only in Experiment 1,2 and 3) “I was afraid to be hurt by the
knife” to rate their threat response as a proxy of the subjective
measure of their BSC as in ref. 51. We also included two control
statements for experimental bias: (Q4) “I felt like I had more than
three bodies” and (Q5) “I felt like the trees were my body”. The five
statements were presented successively and in a randomized order.
For each statement, a cursor was programmed to move between the
two extreme points of the presented agreement scale (between 0 to 1,
with an increment of 0.001) at a constant speed. The participant had
to stop it at the desired position by a left button press and then
validate their response with a right button press. Before validation,
the participant was free to retry indefinitely to specify his agreement
level by a left click until being satisfied by the answer. The BSC
assessment was repeated twice per condition.

Break
At the end of the encoding and BSC session, participants left the MR/mock
scanner environment andhadaonehourbreakduringwhich theywere free,
but asked to stay in the buildings of our research campus (we asked themnot
to consume any alcohol or drugs). One hour after the break they returned to
the MR scanner (Experiment 2) or mock replicate of the scanner (Experi-
ments 1 and 3) to start the recognition session.

Recognition session
One hour after the encoding session, participants were presented with the
encodedscenesagain. Participantswere exposed to each tested scene for 10 s
after which a white square appeared on a gray background. They were then
asked to respond yes (right button press) or no (left button press) with their
index finger to the question: “Is there any change in the room compared to
the first time you saw it?”. Once they had answered, the white square
disappeared and another scene was shown for 10 s. They were instructed
just before the start of the recognition session that they will have to answer
concerning the original scenes seen during the encoding session. Some of
these scenes were identical to the encoded scenes (original scene), and other
were modified (changed scene). Participants performed 45 trials per con-
dition. Among those 45 trials, 20 trials corresponded to the presentation of
the original scene and 20 trials corresponded to a modified version of the
original scene in which one single object was changed in either color or
shape.Therewere5 additional attentional trials inwhich two to threeobjects
were changing shape, color, or position in the scene. The attentional trials
were used to incite the participants to carefully observe the entire scene
insteadof simply trying to spot a single object change.Attentional trialswere
not included in the analysis. Importantly, during the recognition session,
participants did not move their arms and no avatar was shown to not
modulate BSC during the recognition session. In Experiment 1, following
the first statement participants had to answer an additional question: “How
confident are you about your answer?”. They had to answer using the same
cursor-stopping scheme as in the BSC assessment following the encoding
session. In Experiments 2,3 and 4, the second question was replaced by a
3-second fixation cross, to reduce experimental time as well as to avoid
carry-over effects.

Autonoetic consciousness session
We also tested the patient and the healthy participants’ autonoetic con-
sciousness for each condition (and therefore each scene encoded), at one
week after the encoding. Autonoetic consciousness was assessed using an
association of questions from well-established questionnaires for a total of
31 questions, including questions from the “Memory characteristic ques-
tionnaire” (19 questions)66, part B of the “Episodic autobiographic memory
interview” (EAMI; 8 questions)67, two questions from the “affected limb
intentional feeling questionnaire” (ALFq)68 and one additional question
related to our research question (“I remember the movement and gesture I
was doingwithmy body during the event,” ordinal scale, see Table S21 for a
list of all the questions). InExperiments 1, 2 and3, participants answered the
questionnaire by phone (to minimize drop-out rate, also to minimize close
contact with participants due the covid pandemic). In Experiment 4, there
were no pandemic-related restrictions and the patient filled the ques-
tionnaire in the experimenter’s presence, also to ensure that all questions
were well understood. We measured autonoetic consciousness for each
condition for each participant and the patient.

Participants
In Experiment 1, 26 participants (7male;mean age 23 ± 3.4 years) took part
in the study, in Experiment 2, 29 participants (11 male, 3 gender-non-
conforming, mean age 24 ± 3.4 years) and in Experiment 3, 27 participants
(10male,mean age 27 ± 3.5). All participantswere right-handedas tested by
the FLANDERS (Flinders Handedness Survey; FLANDERS101) and repor-
ted no history of neurological or psychiatric disorder and no drug con-
sumption in the 48 h h preceding the experiment. All participants were
compensated for their participation and providedwritten informed consent
following the local ethical committee (Cantonal Ethical Committee of
Geneva: 2015-00092, andVaudandValais: 2016-02541)and thedeclaration
of Helsinki (2013). All ethical regulations relevant to human research par-
ticipants were followed. We based our sample size on previous studies
published with a similar experimental design, or similar research
question57–60. These studies recruited between 16 and 33 participants. We
aimed to recruit 24 participants in each study to ensure that we would have
four participants encoding the scene with a similar scene-condition
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association. For the fMRI study, we recruited 5more participants, in casewe
had to exclude participants based on motion or other imaging artifact.

Immersive virtual reality
The VR paradigm and the visual stimuli were inspired and adapted from
formerworks onEMresearchusing immersiveVR50,57,59. Particular carewas
given to the progressive VR immersion procedure to build a strong
experience of presence in the virtual environments102,103 and to maintain it
throughout the experiment. Because the immersion in VR of participant
lying in anMRI scanner is particularly challenging, we based our approach
on the work of 62, including the methods of familiarization with the virtual
environment, and embodiment into a virtual body representation104.

To improve the reproducibility of our paradigm, all instructions were
fully automatized and provided by audio recordings through headphones.
We ensured that instructions were both heard and understood during the
familiarization session.

VR display
Participants were visually immersed in VR using either a head-mounted
display (OculusRifts S, refreshing rate 80Hz, resolution1280x1440per eye,
660 ppi; Experiments 1, 3 and 4) or MRI-compatible goggles composed of
two full-HD resolution displays (1920 x 1200, 16:10 WUXGA) allowing
stereoscopic rendering at 60Hz with a diagonal field of view of 60°
(Experiment 2; Visual System HD, NordicNeuroLab, Bergen, Norway).

VR scenes
We designed four virtual scenes for this study. For the encoding session,
three virtual indoor sceneswereused (Living room,Changing room,Cabin).
Each scene contained 18 objects placed in front of the participants in their
visual field (See Supplementary Note 6 for the detailed list of objects).
Critically, for each participant, a scene was associated with a different
condition. For example, whereas the living room was associated with the
SYNCH1PP condition for participant 1, it was associated with
ASYNCH3PP for participant 2, etc. This was pseudorandomized across
participants prior to the beginning of the experiment, ensuring that each
scene was associated with an equal number of times with the different
conditions. When the scene was associated with the condition of
ASYNCH3PP, the point of view was similar compared to the other con-
ditions (i.e., the distance between the observer and the objects remained the
same) and only the avatar was shifted by 2 virtual meters to a position in
front of the observers.

The fourth scene, used only for the BSC session, was a different scene,
an outdoor scene in a forest. To ensure similar visual complexity compared
to the other three conditions (used during the encoding session), we also
placed 18 objects in this scene.

Motion tracking
In Experiments 1 and 3, participants were lying down in a mock Magnetic
Resonance (MR) scanner and holding custom response devices in their
hands. The custom-made responsedevice consistedof twohand-held tennis
balls with integrated buttons and reflective 6-degree-of-freedom motion
trackers to simultaneously maintain stable and avatar-consistent hand
postures, track upper limbmotion, and record participants’ answers during
the in-scanner questions. Participants were wearing gloves with Velcro tape
ensuring a static position of the response devices to the hand to avoid any
issue related to tracker rotation and its related visual rendering in the virtual
environment. We used three motion tracking cameras (Qualisys Oqus
500+m cameras with 180Hz, 4 MegaPixel resolution) to track the devices.

In Experiment 2, participants were lying down in theMR scanner.We
used a similar setup as described in ref. 62. To summarize, the same tracking
system is used but it is provided by sixmotion-tracking cameras attached to
the ceiling of the MRI room to avoid any movement of the camera during
the experiment and optical artifacts.

In Experiment 4, the patient was sitting on a chair, with her legs resting
on a second chair in front of her, to keep the position and field of viewof the

scenes as similar as possible compared to the healthy participants tested in
Experiments 1–3. The patient was wearing the same custom-made device
used inhealthyparticipants (Experiments 1–3)with the samehandposition.
However, because we tested the patient in another location where the
motion tracking system described previously was not available, we used
LEAP motion (2 cameras and 3 infrared LEDs) to track the patient’s
movement.

Software
Immersion paradigms and experimental procedures were implemented
using ExVR (ExVR; Lance Florian (2019), GitHub repository: https://
github.com/BlankeLab/ExVR). ExVR is a solution for designing and
executing VR experiments that uses the Unity 3D engine (https://unity.
com/) to perform visual rendering with realistic lighting and shading. Fol-
lowing principles similar to Psychopy (https://www.psychopy.org/), ExVR
graphical interface allows creating complex scenes, controlling experimental
variables with complex randomizations, generating logs and exporting
result data compatible with standard analysis software. Additionally, for
Experiment 2, ExVR also enabled the synchronization of MRI acquisition
with VR experimental data.

MRI acquisition
MR images were acquired using a 3 T MRI scanner (MAGNETOM
PRISMA; Siemens) using a 64-channel head coil at Campus Biotech Gen-
eva. Each participant underwent a 5min anatomical imaging using a T1-
weighted MPRAGE sequence (TR = 2300ms, TE = 2.25ms, TI = 900ms,
Slice thickness = 1mm, In-plane resolution = 1mm × 1mm, Number of
slices = 208, FoV= 256mm, Flip angle = 8). Encoding, BSC assessment, and
recognition sessions were acquired with a whole-brain T2*-weighted Echo
Planar Imaging (EPI) sequence (TR = 1500ms, TE = 30ms, 69 slices, flip-
angle = 50°, Slice thickness = 2mm, In-plane resolution = 2mm × 2mm,
Multiband factor = 2, slice acquisition order = interleaved). B0 field maps
were acquiredduring both thefirst and the second acquisition to correct EPI
distortion due to magnetic field inhomogeneity.

MRI preprocessing
MRI data were preprocessed with SPM12 v7487 (http://www.fil.ion.ucl.
ac.uk/spm). Voxel displacement maps for the first and second sessions
were calculated for each subject using pre-subtracted Phase and Mag-
nitude Images (Short and Long echo times = 4.92 and 7.38ms respec-
tively, Blip direction = -1, total EPI readout time = 34.72ms) using
standard parameters. Functional images were then realigned to the first
image of each session and unwarped using the voxel displacement maps
with standard parameters. Images were then slice-timed to correct for
time delay due to volume acquisition time using slice acquisition times
recovered from DICOM raw images. Anatomical images were segmented
using the unified segmentation approach (Ashburner & Friston, 2005).
Functional images were corrected for bias field and then coregistered
with bias field-corrected segmented anatomy using normalized mutual
information. Finally, coregistered functional images were normalized
using the normalization parameters estimate during unified segmenta-
tion of the anatomical images.

For the univariate GLMs specification, the functional images were
smoothed using a FWHM Gaussian smoothing kernel of 5mm. For the
representational similarity analysis, we used a 2 mm-Kernel to balance
spatial pattern information preservation and noise reduction105.

Statistics and reproducibility
BSC and recognition performance. Recognition performance was
analyzed separately for healthy participants performing Experiments 1
and 2 (incidental encoding) and for healthy participants performing
Experiment 3 (intentional encoding). Behavorial analysis was applied
using R (R Core Team, 2022) and R studio (RStudio, 2022). Linear mixed
models were computed using the package lme4106and modelsummary to
create table from linear mixed model results107.
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BSC ratings. To verify that our experimental manipulation (during
encoding) impacted SoA, we used a linear mixed model with SoA ratings
as dependent variable (continuous) explained by the conditions as a
factor with three levels (SYNCH1PP, ASYNCH1PP, ASYNCH3PP) and
participant as a randomeffect. The SYNCH1PP conditionwas used as the
intercept condition for all our models. For the analysis of the incidental
encoding, we added the experiment as a fixed factor (two levels:
Experiment 1 and Experiment 2) to ensure there was no main difference
of results between experiments. As theBSC assessment for each condition
was repeated twice, we used the average rating.We report themain results
in the text and all detailed tables for our mixed model can be seen in the
Supplementary Materials (Table S1 and S3). We used the same linear
mixed modeling to investigate the effect of our experimental manipula-
tion on body ownership, control, and threat ratings. For the control
questions, we averaged the ratings of the two control questions together.
For the threat item, we used only the first round of ratings as dependent
variable as the habituation effect was strong and is well referenced in
literature88,108.

We removed 3 participants from Experiments 1 and 2 participants
from Experiment 2 due to tracking issues during BSC assessment or high
ratings in the control questions which were explained by a mis-
understanding of the questions by participants as revealed during post
experiments feedback at the end of the recognition session. We also
removed two participants from Experiment 3 because of technical issues
during the experiment. Those participants were therefore not included in
ourBSCanalysis aswell as in the recognitionperformance analysis.We thus
included a total of 75 participants across the three experiments for our BSC
assessment analysis (23 Experiment 1, 27 Experiment 2, 25 Experiment 3).

Recognition performance. To investigate if the experimental manip-
ulation during encoding led to different levels of performance during the
recognition task, we applied a mixed effect logistic regression with the
binary performance score of participants as the dependent variable
explained by conditions as fixed factor with three levels (SYNCH1PP,
ASYNCH1PP, ASYNCH3PP) as well as the scene as a factor with three
levels (ENV1, ENV2, ENV3). We added participants as a random effect
and used the SYNCH1PP condition as reference condition. We used
Experiment 1 as the intercept condition for our model of incidental
encoding instruction and added the experiment as a factor of two levels
(Experiment 1 and Experiment 2) to ensure there was no main effect of
experiments. We report the main results in the text and all detailed tables
for our mixed model can be seen in the Supplementary table section
(Table S2 and S4). For a better visualization of the recognition perfor-
mance on the figures, we plotted the recognition performance as the
percent of correct answer given in the task per conditions.

To better understand whether the right upper limb movement of the
participants had an effect on participant’s performance, we investigated the
separated performance of participants when the objects change was on the
left, versus right side of the virtual avatar. We applied a linear mixedmodel
to explain the recognition performance (binary), with the conditions as a
fixed factor with three levels (SYNCH1PP, ASYNCH1PP, ASYNCH3PP)
and an interaction with the object side as a factor with two level (LEFT,
RIGHT). We added the scene as a factor with three levels (ENV1, ENV2,
ENV3) and the participants as a random factor.Weused SYNCH1PPas the
reference condition.

In addition to the participants removed from the BSC analysis, we
removed one participant fromExperiment 1, one for Experiment 2, and one
for Experiment 3 because they had performance below 50% or always
answered yes during the recognition task. We thus included a total of 72
participants across the three experiments for our analysis on recognition
performance (22 Experiment 1, 26 Experiment 2, 24 Experiment 3).

Categorical and trial-by-trial (TBT) General Linear Models (GLM).
Multivariate and univariate analyses used contrast maps based on
subject-level random effect GLMs specified and estimated using SPM12.

GLMs were estimated based on a design matrix that covered four fMRI
sessions (scene encoding, BSC assessment, and two runs of scene
recognition) and included boxcar regressors convolved with a canonical
hemodynamic response function.

For the categorical GLM, the regressors covered the conditions of
interest, nuisance covariates, and sessions. The conditions of interest for the
encoding run were the 3 encoding conditions (4 × 30 s each): ENC-
SYNCH1PP, ENC-ASYNCH1PP, and ENC-ASYNCH3PP, the inter-trial
interval baselines (ENC-BASE, 12 × 5 s), the familiarization runs (4 × 15 s),
the upper limb movement familiarization runs (3 × 30 s) for each of the 3
conditions, the in-scanner question familiarization runs (self-paced), and
the buttonpresses (0 s). The conditions of interest for BSCassessmentswere
the 3 runs (2 × 30 s each) similar to encoding in an independent scene: BSC-
SYNCH1PP, BSC-ASYNCH1PP, and BSC-ASYNCH3PP, the knife event
for each condition (3 s each), the BSCquestions (5 questions repeated twice,
self-paced), one run (30 s) of upper limb movement without any visual
stimuli, the inter-trial interval baselines (ENC_BASE, 12 × 5 s), and the
button presses. For each of the recognition runs, we modeled each combi-
nation of condition, success/failure and stimulus presentation (original/
changed scene) as separate regressors (for instance, REC_SYNCH1PP_-
Change_Success would be one possible regressor) leading to 12 possible
regressors (10 s each). Attentional trials weremodeled as separate regressors
following the same logic (for instance, REC_SYNCH1PP_Change_-
Success_Catch would be one possible regressor) leading to 4 possible
regressors (self-paced). The questions were modeled the same way as
separate regressors. In total, for each recognition run, 32 possible regressors
were modeled. Finally, similarly to other runs, we modeled inter-trial
interval baselines (REC_BASE, 135 × 3 s) and button presses. The nuisance
covariates were rigid translation of the head in x, y, and z direction as well as
roll, pitch and yaw rotation. Finally, we added a regressor modeling indi-
vidual frames exceeding 0.5mmof framewise displacement109 to regress out
frames altered by excessive head movement.

We removed two participants from our MRI analysis because of
excessive head movement (more than 15% of the volumes exceeding a
threshold of 0.5mm framewise displacement).

For the TBTGLM, we used the same regressors for encoding and BSC
assessment as the categorical GLM but modeled each recognition trial as a
single regressor to fit better statistical models of the activity and to account
for possible neural repetition suppression effects.

Participant-wise GLMs were estimated for all voxels inside a common
graymattermask (SPMgraymatter tissue probabilitymap exceeding a 0.25
threshold).Ahigh-passfilter (128 s cutoff)was applied to remove slowdrifts
unrelated to the paradigm.

BSC univariate analyses. To quantify the impact of BSC manipulation
on brain activity, we used a two-level analysis scheme in SPM12. From
first-level contrast maps, we built a second-level within-subject ANOVA
model including the three BSC conditions and derived the group-level
contrasts: 2*SYNCH1PP – (ASYNCH1PP+ASYNCH3PP) to identify
brain regions that were significantly activated by visuomotor and per-
spectival congruency compared to the other conditions. For whole-brain
exploration of the effects, we used a cluster-defining threshold of
p < 0.001 uncorrected combined with (1) a False Discovery Rate (FDR)
cluster-level correction with a threshold of p < 0.05 to account for mul-
tiple comparisons. We then parcellated the cluster onto three different
ROIs using the automated anatomical labeling atlas (aal110).

Encoding-recognition representational similarity analysis (RSA). To
identify the brain regions displaying similarmodulations of brain activity
with respect to the conditions during the scene encoding and scene
recognition sessions, we performed a searchlight representational simi-
larity analysis (RSA111,112) in a liberal gray matter mask (voxel with more
than 25% of being gray matter based on SPM tissue probability maps,
within an 8 mm sphere). For each participant, each session, and each
voxel, we created brain representational dissimilarity matrices (bRDM)
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by computing the Euclidean distance between these conditions (Fig. 3A).
We obtained a 3 × 3 matrix with 0 in the diagonal, corresponding to the
distance of the condition with itself (i.e., ENC-SYNCH1PP compared to
ENC-SYNCH1PP), and with the Euclidean distance of the conditions in
the rest of the matrix (i.e., ENC-SYNCH1PP compared to ENC-
ASYNCH1PP; Fig. 3A). We then computed the similarity (Z-Fisher
transform of Spearman rank correlation) between the encoding bRDM
and recognition bRDM for each voxel, providing an RSA brain map for
each participant. Finally, we performed a permutation test by shuffling
the similarity score of participants to obtain a normal distribution and
select the voxel displaying significant neural similarity at a threshold of
p < 0.05 with a cluster size bigger than 500 voxels (Fig. 3B).

Encoding-recognition similarity analysis (ERS). To investigate the
level of neural patterns of reinstatement between encoding and recog-
nition specifically to each condition, we computed the encoding-
recognition similarity score in regions of interest selected by search-
light RSA. The ERS was computed as the Pearson correlation between
vectorized neural activities corresponding (1) to encoding activity and (2)
to recognition activity, for each of the conditions: SYNCH1PP,
ASYNCH1PP, and ASYNCH3PP (Fig. 3C). It is worth mentioning that
this approach is distinct from the encoding-recognition RSA: while the
RSA provides a second-order isomorphism between encoding and
recognition condition-related pattern, i.e., a measure of the between-
conditions neural similarity, the ERS provides a direct linear within-
condition similarity. Thus, while we can expect that some regions display
both kinds of similarity, it is not necessarily the case by design.

We first used simpleGLMs contrastmaps for the calculation of ERS, to
have a measure of the average reinstatement per conditions during the
recognition task for each of the region of interest selected by the searchlight
RSA. In a second step, we used a TBT GLMs and computed a second ERS
score to measure the reinstatement of specific region of interest per trial.

ERS as predictors of recognition performance. We used (R Core
Team, 2022) and R studio (RStudio, 2022) for the analysis reported
below. Linear mixed models were computed using the package lme4106

and modelsummary to create table from linear mixed model results and
obtain the significativity threshold (p-value) associated with each
dependent variable107.

To better understand the effect of conditions on ERS we used a linear
mixed model approach with ERS as dependent variable (continuous)
explained by conditions (3 levels: SYNCH1PP, ASYNCH1PP and
ASYNCH3PP) and trials (fixed effect, continuous), with participants added
as random effect and SYNCH1PP as intercept condition of the model. We
applied the model separately on successful and failed trials based on our
priori hypothesis that the possible effectwouldmainly be seen for successful
trials (i.e., when the memory trace is successfully reinstated).

Weuseda linearmixedmodel approach to investigate the link between
recognition performance (percentage of correct answers, dependent vari-
able) and ERS (we extracted ERS for success and failure separately but use
the average between success and failure when there was no significant dif-
ference between those two).We first compared themodel with andwithout
conditions and selected the model with lowest AIC and passing a χ 2 test
(alpha = 0.05) compared to the previous model. We then derived p-values
for individual effects Bonferroni corrected from the selected final model
with LmerTest package.

To refine further the estimation of the relationship between recogni-
tion performance and ERS, we used a mixed effect logistic regression to
explain TBT recognition performance (dependent variable, binary) as a
function of conditions (fixed, 3 levels: SYNCH1PP, ASYNCH1PP and
ASYNCH3PP), ERS (fixed, continuous) and stimulus presented (2 levels,
original or changed scene) including their interaction for each of our ROI.
We first compared the model with and without stimulus conditions and
selected the model with lowest AIC and passing a χ 2 test (alpha = 0.05)
compared to the previous model. We then derived p-values for individual

effects from the selected final model with LmerTest package for which we
addedparticipants as a randomeffect andusedSYNCH1PPcondition as the
intercept of the model.

Finally, to investigate the link between hippocampal ERS and neo-
cortical ERS in regions indexing agency manipulation, we applied a linear
mixed model with hippocampal ERS (dependent variable) as a function of
conditions (fixed effect, 3 levels: SYNCH1PP, ASYNCH1PP and
ASYNCH3PP), neocortical ERS (fixed, continuous) and trial number (fixed,
continuous) to model habituation effects. We estimated one linear mixed
model for each neocortical ERS, we then derived p-values for individual
effects from the selected final model with LmerTest package for which we
addedparticipants as a randomeffect andusedSYNCH1PPcondition as the
intercept of the model. We corrected the interaction results for the number
of regions using a Bonferroni procedure.

Patient data (Experiment 4). In Experiment 4, we tested a 62 years old
female patient (french speaker, right-handed) suffering frommoderate to
severe retrograde amnesia and moderate anterograde amnesia following
fungal brain infection.The patient had specific deficit in autobiographical
memory, more specifically in the episodic content, as tested by neu-
ropsychologists from the hospital. The patient had bilateral lesions in the
hippocampus and adjacent regions (amygdala, parahippocampus, see
Fig. 5). The patient suffered from severe epileptic crises, which were
reduced in intensity and frequency after a few months.

When the patient returned home after her hospitalization, she indi-
cated that she initially did not recognize her apartment, where she had lived
with her partner for almost one year (patient is divorced, has two daughters,
and lives for 11 years together with her partner). She also noted topo-
graphical orientation deficits, with difficulties navigating in familiar envir-
onments. Concerning her autobiographical EM, she indicates that she now
better remembers her work, but that she still does not remember many
significant family events (i.e., births, marriage, vacations, deaths). She states
that she recognizes familiar people, but does not know their name or the
relationship she has with them. She is aware that she often forgets many
aspects of recent discussions, because her close friends tell her that she keeps
repeating the same questions.

The patient enrolled into ambulatory neuropsychological EM rehabi-
litation (once per week; April to June 2022) with the aim to establish a life
axis, aiming to rebuild her autobiographical memory, using photos and
anecdotes, provided by the patient, her partner, one of her daughters, and
two close friends. However, during these follow up sessions and interviews
the patient’s EM remains severely impaired; she is not able to produce
autobiographical events and only produces a few semantical events (which
remained deficient). After three months of rehabilitation, the patient starts
to orient her life axis and can provide certain elements, but is not able to
evoke or relive any of these life events. Indications by others do not help her
to relive these life events either. She uses a life booklet, in which she noted
with her family and friends most of her key life events.

The patient providedwritten inform consent following the local ethical
committee (Cantonal Ethical Committee of Geneva: 2015-00092, andVaud
and Valais: 2016-02541) and the declaration of Helsinki (2013). An
extended description of the patient’s neurological state is described in the
results section.

MRI acquisition. At the date of hospitalization, MR images were
acquired using a 3 T MRI scanner (MAGNETOM PRISMA; Siemens)
using a 64-channel head coil at Campus Biotech Geneva. The patient
underwent a 5 min anatomical imaging using a T1-weighted MPRAGE
sequence (TR = 2360 ms, TE = 2.85 ms, TI = 1190 ms, Slice thickness =
1 mm, In-plane resolution = 1 mm × 1mm, Number of slices = 200, Flip
angle = 8). Prior to the scan, the patient received an gadolinium injection
for better visualization of inflamed brain tissue.

Eight month after the patient’s hopsitalisation, MR images were
acquiredusing a 3 TMRI scanner (MAGNETOMPRISMA; Siemens) using
a 64-channel head coil in Sion atValaisHospital. The patient underwent the
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exact same T1-weighted MPRAGE sequence than the healthy participants
(see MRI acquisition for the healthy participants section above).

Volumetric analysis. To identify the regions of the medial temporal lobe
affected by the infection and atrophied, we conducted a volumetry ana-
lysis using volBrain (http://volbrain.upv.es) a web-based online tool
which provide information about volume of different brain regions
compared to a database of around 600 healthy individual (for more
information seeManjón & Coupé, 2016).We provided volBrain with the
structural scan of the patient in native space. We first compared the
volume of the different subpart of the hippocampus (cornus ammoni
(CA) 1 to 4, the dentate gyrus, subiculum and the stratum (lacunosumSL;
radiatum SR; and moleculare SM) using the HIPS pipeline of the web-
based software. VolBrain preprocessed, registered the image to the MNI
space and segmented the brain into different as described in113. As the
medical report at the time of diagnosis also mentioned inflammation in
the parahippocampus and amygdala, we used the standard pipeline
(volbrain) of the software to investigate whether these regions were also
atrophied due to the infection. For both pipeline, volBrain provide a
report in pdf format describing the global volume of different tissue
(white matter, gray matter, cerebrospinal fluid and intracranial volume),
and more detailed measure of volume for specific brain regions (hippo-
campus, amygdala, parahippocampus, thalamus, putamen, caudate, see
Manjón & Coupé, 2016 for the complete list). Tissue volumes are
reported in cubic centimeters and as the percentage of the ratio of the
structures volume with the intracranial volume (considered as 100%).
Additionally, the report provides the asymmetry index, computed as the
difference of volume for each region between right and left hemisphere.
Normality bounds are provided by the software using their 600 healthy
subjects, therefore allowing us to identify whether the amygdala, the
parahippocampus, entorhinal cortex, the hippocampus and its different
subpart were atrophied compared to a healthy population.

Statistical analysis. For data from Experiment 4, we used a Crawford test
to compare the patient’s BSC ratings between the three experimental con-
ditions, the ratings of healthy participants and applied the test for the three
comparisons (SYNCH1PP-ASYNCH1PP, SYNCH1PP-ASYNCH3PP and
ASYNCH1PP-ASYNCH3PP).We carried out the same analysis to compare
the difference of recognition performance between conditions of the patient
with the recognition performance of healthy participants (Crawford test
applied on the three comparison SYNCH1PP-ASYNCH1PP, SYNCH1PP-
ASYNCH3PP and ASYNCH1PP-ASYNCH3PP). Although the patient had
an incidental encoding similar to Experiments 1 and 2, we compared her
recognition performance with healthy participants who encoded the task
under intentional encoding instruction (Experiment 3), because she was
aware of her deficit and knew she would be tested on memory.

Autonoetic consciousness.We first reversed the scale of four questions
extracted from the EAMI questionnaire (Q1: “How often would you
estimate you have thought about thismemory since it first occurred”; Q2:
“How often would you estimate you have spoken about this memory
since it first occurred?”; Q3: “When you recall this event how would you
describe it in terms of vividness? This can apply to the richness of sights,
sounds, smells, tastes, touch, and any movements you may have made.”,
Q4: “When youpicture this event do you visualize it as a continuous video
that plays with break, moving video clips with some breaks, one moving
image or is itmore like a set of snapshot with nomovement, or something
else?”) to have higher ratings corresponding to stronger recollection (the
original EAMI questionnaire associate the lowest ratings, 1, as strong
vividness and 7 a slow vividness for example). Original scaling is depicted
in black in Table S21, and reversed scaling in green.

To quantify the difference of autonoetic consciousness between the
patient and the young healthy participants from Experiment 3, we com-
puted an autonoetic consciousness score for each participant and each
condition, by summing the normalized ratings of the questionnaire

together, to obtain one score per participant per condition.We then applied
a Crawford test between the average autonoetic consciousness score of the
patient between conditions,with the average autonoetic consciousness score
across conditions of participants from Experiment 3.

Data availability
Thebehavioral data and related analysis code are accessible through theOSF
platform.While fMRI data will be shared upon request, it will not be hosted
in an online repository due to privacy agreements concerning partici-
pants’ data.

Received: 30 January 2024; Accepted: 20 August 2024;

References
1. Tulving, E.Memory andconsciousness.Can. Psychol. / Psychologie

canadienne 26, 1–12 (1985).
2. Tulving, E. Episodic and semantic memory. In Organization of

memory vol. 1 1 (Academic Press, Oxford, England, 1972).
3. Boccia, M., Teghil, A. & Guariglia, C. Looking into recent and remote

past: Meta-analytic evidence for cortical re-organization of episodic
autobiographical memories. Neurosci. Biobehav. Rev. 107,
84–95 (2019).

4. Dinh, H. Q., Walker, N., Hodges, L. F., Song, C. & Kobayashi, A.
Evaluating the importanceofmulti-sensory input onmemoryand the
sense of presence in virtual environments. in Proceedings IEEE
Virtual Reality (Cat. No. 99CB36316) 222–228. https://doi.org/10.
1109/VR.1999.756955. (1999).

5. Kensinger, E. A. & Ford, J. H. Retrieval of emotional events from
memory. Annu. Rev. Psychol. 71, 251–272 (2020).

6. Wheeler,M.E., Petersen, S. E. &Buckner,R. L.Memory’secho:Vivid
remembering reactivates sensory-specific cortex. Proc. Natl Acad.
Sci. 97, 11125–11129 (2000).

7. Mack, M. L. & Preston, A. R. Decisions about the past are guided by
reinstatement of specific memories in the hippocampus and
perirhinal cortex. NeuroImage 127, 144–157 (2016).

8. Oedekoven, C. S. H., Keidel, J. L., Berens, S. C. & Bird, C. M.
Reinstatement ofmemory representations for lifelike events over the
course of a week. Sci. Rep. 7, 14305 (2017).

9. Staresina, B. P., Henson, R. N. A., Kriegeskorte, N. & Alink, A.
Episodic reinstatement in the medial temporal lobe. J. Neurosci. 32,
18150–18156 (2012).

10. Xiao, X. et al. Transformed neural pattern reinstatement during
episodic memory retrieval. J. Neurosci. 37, 2986–2998 (2017).

11. Bosch, S. E., Jehee, J. F. M., Fernández, G. & Doeller, C. F.
Reinstatement of associative memories in early visual cortex is
signaled by the hippocampus. J. Neurosci. 34, 7493–7500
(2014).

12. Liang, J. C. & Preston, A. R. Medial temporal lobe reinstatement of
content-specific details predicts source memory. Cortex 91,
67–78 (2017).

13. Pacheco Estefan, D. et al. Coordinated representational
reinstatement in the human hippocampus and lateral temporal
cortex during episodic memory retrieval. Nat. Commun. 10,
2255 (2019).

14. Staresina, B. P., Cooper, E. & Henson, R. N. Reversible information
flowacross themedial temporal lobe: thehippocampus links cortical
modules during memory retrieval. J. Neurosci. 33,
14184–14192 (2013).

15. Tompary, A., Duncan, K. & Davachi, L. High-resolution investigation
ofmemory-specific reinstatement in thehippocampusandperirhinal
cortex. Hippocampus 26, 995–1007 (2016).

16. Moscovitch, M., Cabeza, R., Winocur, G. & Nadel, L. Episodic
memory and beyond: the hippocampus and neocortex in
transformation. Annu Rev. Psychol. 67, 105–134 (2016).

https://doi.org/10.1038/s42003-024-06757-7 Article

Communications Biology |          (2024) 7:1111 16

http://volbrain.upv.es/
https://osf.io/bc3f2/?view_only=2d8598de2c8946d7b87f9ca183e1e4dc
https://osf.io/bc3f2/?view_only=2d8598de2c8946d7b87f9ca183e1e4dc
https://doi.org/10.1109/VR.1999.756955
https://doi.org/10.1109/VR.1999.756955
https://doi.org/10.1109/VR.1999.756955
www.nature.com/commsbio


17. Nadel, L., Samsonovich, A., Ryan, L. &Moscovitch,M.Multiple trace
theory of human memory: Computational, neuroimaging, and
neuropsychological results. Hippocampus 10, 352–368 (2000).

18. Sekeres, M. J., Moscovitch, M. & Winocur, G. Mechanisms of
Memory Consolidation and Transformation. In Cognitive
Neuroscience of Memory Consolidation (eds. Axmacher, N. &
Rasch, B.) 17–44 (Springer International Publishing, Cham). https://
doi.org/10.1007/978-3-319-45066-7_2, (2017).

19. Danker, J. F., Tompary, A. & Davachi, L. Trial-by-trial hippocampal
encoding activation predicts the fidelity of cortical reinstatement
during subsequent retrieval. Cereb. Cortex 27, 3515–3524 (2017).

20. Wing, E. A., Ritchey, M. & Cabeza, R. Reinstatement of individual
past events revealed by the similarity of distributed activation
patterns during encoding and retrieval. J. Cogn. Neurosci. 27,
679–691 (2015).

21. Gordon, A. M., Rissman, J., Kiani, R. & Wagner, A. D. Cortical
reinstatement mediates the relationship between content-specific
encoding activity and subsequent recollection decisions. Cereb.
Cortex 24, 3350–3364 (2014).

22. Ritchey, M., Wing, E. A., LaBar, K. S. & Cabeza, R. Neural similarity
between encoding and retrieval is related to memory via
hippocampal interactions. Cereb. Cortex 23, 2818–2828 (2013).

23. Glenberg, A. M. & Hayes, J. Contribution of embodiment to solving
the riddle of infantile amnesia. Front. Psychol. 7, 10 (2016).

24. Ianì, F. Embodied memories: Reviewing the role of the body in
memory processes. Psychon. Bull. Rev. 26, 1747–1766 (2019).

25. Rand, G. & Wapner, S. Postural status as a factor in memory. J.
Verbal Learn. Verbal Behav. 6, 268–271 (1967).

26. Dijkstra, K., Kaschak, M. P. & Zwaan, R. A. Body posture facilitates
retrieval of autobiographical memories. Cognition 102,
139–149 (2007).

27. Blanke, O. & Metzinger, T. Full-body illusions and minimal
phenomenal selfhood. Trends Cogn. Sci. 13, 7–13 (2009).

28. Ehrsson, H. H. The experimental induction of out-of-body
experiences. Science 317, 1048–1048 (2007).

29. Park, H.-D. & Blanke, O. Coupling inner and outer body for self-
consciousness. Trends Cogn. Sci. 23, 377–388 (2019).

30. Tsakiris, M., Longo, M. R. & Haggard, P. Having a body versus
moving your body: Neural signatures of agency and body-
ownership. Neuropsychologia 48, 2740–2749 (2010).

31. Aspell, J. E., Lenggenhager, B. & Blanke, O. Keeping in touch with
one’s self: multisensory mechanisms of self-consciousness. PLOS
ONE 4, e6488 (2009).

32. Botvinick, M. & Cohen, J. Rubber hands ‘feel’ touch that eyes see |
Nature. Nature 391, 756 (1998).

33. De Vignemont, F. A Self for the Body.Metaphilosophy 42,
230–247 (2011).

34. Ionta, S., Gassert, R. & Blanke, O. Multi-sensory and sensorimotor
foundation of bodily self-consciousness – an interdisciplinary
approach. Front. Psychol. 2, 383 (2011).

35. Jeannerod, M. Being oneself. J. Physiol.-Paris 101, 161–168 (2007).
36. Lenggenhager, B., Tadi, T., Metzinger, T. & Blanke, O. Video Ergo

Sum: manipulating bodily self-consciousness. Science 317,
1096–1099 (2007).

37. Lenggenhager, B., Mouthon, M. & Blanke, O. Spatial aspects of
bodily self-consciousness. Conscious. Cognition 18, 110–117
(2009).

38. Blanke,O.,Slater,M.&Serino,A.Behavioral, neural, andcomputational
principles of bodily self-consciousness. Neuron 88, 145–166 (2015).

39. Tsakiris, M. My body in the brain: A neurocognitive model of body-
ownership. Neuropsychologia 48, 703–712 (2010).

40. Ionta, S. et al. Multisensory mechanisms in temporo-parietal cortex
support self-location and first-person perspective. Neuron 70,
363–374 (2011).

41. Pfeiffer, C., Grivaz, P., Herbelin, B., Serino, A. & Blanke, O. Visual
gravity contributes to subjective first-person perspective.Neurosci.
Consciousness 2016, (2016).

42. Fourneret, P. & Jeannerod, M. Limited conscious monitoring of
motor performance in normal subjects. Neuropsychologia 36,
1133–1140 (1998).

43. Frank, N. et al. Defective recognition of one’s ownactions in patients
with schizophrenia. Am. J. Psychiatry 158, 454–459 (2001).

44. Kannape, O. A., Schwabe, L., Tadi, T. & Blanke, O. The limits of agency
in walking humans. Neuropsychologia 48, 1628–1636 (2010).

45. Kannape, O. A. & Blanke, O. Self in motion: sensorimotor and
cognitive mechanisms in gait agency. J. Neurophysiol. 110,
1837–1847 (2013).

46. Salomon, R. et al. Agency deficits in a human genetic model of
schizophrenia: insights from 22q11DS patients. Schizophrenia Bull.
48, 495–504 (2022).

47. Tulving, E. Episodic memory: from mind to brain. Annu. Rev.
Psychol. 53, 1–25 (2002).

48. Wheeler,M. A., Stuss, D. T. & Tulving, E. Toward a theory of episodic
memory: The frontal lobes and autonoetic consciousness. Psychol.
Bull. 121, 331–354 (1997).

49. Iriye, H. & Jacques, P. L. S. How visual perspective influences the
spatiotemporal dynamics of autobiographical memory retrieval.
Cortex 129, 464–475 (2020).

50. Iriye, H. & Jacques, P. L. Memories for third-person experiences in
immersive virtual reality. Sci. Rep. 11, 4667 (2021).

51. Moon, H.-J., Gauthier, B., Park, H.-D., Faivre, N. & Blanke, O. Sense
of self impacts spatial navigation and hexadirectional coding in
human entorhinal cortex. Commun. Biol. 5, 1–12 (2022).

52. Nigro, G. & Neisser, U. Point of view in personal memories. Cogn.
Psychol. 15, 467–482 (1983).

53. Schacter, D. L., Guerin, S. A. & Jacques, P. L. Memory distortion: an
adaptive perspective. Trends Cogn. Sci. 15, 467–474 (2011). St.

54. Jacques, P. L. A new perspective on visual perspective in memory.
Curr. Dir. Psychol. Sci. 28, 450–455 (2019). St.

55. Jacques, P. L., Szpunar, K. K. & Schacter, D. L. Shifting visual
perspective during retrieval shapes autobiographical memories.
NeuroImage 148, 103–114 (2017). St.

56. Bergouignan, L., Nyberg, L. & Ehrsson, H. H. Out-of-body–induced
hippocampal amnesia.Proc. Natl Acad. Sci. 111, 4421–4426 (2014).

57. Bréchet, L. et al. First-person view of one’s body in immersive virtual
reality: Influence on episodic memory. PLOS ONE 14,
e0197763 (2019).

58. Bréchet, L. et al. Subjective feeling of re-experiencing past events
using immersive virtual reality prevents a loss of episodic memory.
Brain Behav. 10, e01571 (2020).

59. Gauthier, B. et al. First-person body view modulates the neural
substrates of episodic memory and autonoetic consciousness: A
functional connectivity study. NeuroImage 223, 117370 (2020).

60. Iriye, H. & Ehrsson, H. H. Perceptual illusion of body-ownership
within an immersive realistic environment enhances memory
accuracy and re-experiencing. iScience 25, 103584 (2022).

61. Iriye, H., Chancel, M. & Ehrsson, H. H. Sense of own body shapes
neural processes of memory encoding and reinstatement. Cerebral
Cortex 34, bhad443 (2024).

62. Gauthier, B., Albert, L., Martuzzi, R., Herbelin, B. & Blanke, O. Virtual
Reality platform for functional magnetic resonance imaging in
ecologically valid conditions. in Proceedings of the 27th ACM
Symposium on Virtual Reality Software and Technology 1–12
(Association forComputingMachinery, NewYork,NY,USA). https://
doi.org/10.1145/3489849.3489894, (2021).

63. Wing, E. A., Marsh, E. J. & Cabeza, R. Neural correlates of retrieval-
based memory enhancement: an fMRI study of the testing effect.
Neuropsychologia 51, 2360–2370 (2013).

https://doi.org/10.1038/s42003-024-06757-7 Article

Communications Biology |          (2024) 7:1111 17

https://doi.org/10.1007/978-3-319-45066-7_2
https://doi.org/10.1007/978-3-319-45066-7_2
https://doi.org/10.1007/978-3-319-45066-7_2
https://doi.org/10.1145/3489849.3489894
https://doi.org/10.1145/3489849.3489894
https://doi.org/10.1145/3489849.3489894
www.nature.com/commsbio


64. Gardiner, A., Conway, M., Aggleton, J. & Gardiner, J. M. Episodic
memory and autonoetic consciousness: a first–person approach.
Philos. Trans. R. Soc. Lond. Ser. B: Biol. Sci. 356, 1351–1361 (2001).

65. Piolino, P. et al. Autobiographical memory and autonoetic
consciousness: triple dissociation in neurodegenerative diseases.
Brain 126, 2203–2219 (2003).

66. Johnson, M. K., Foley, M. A., Suengas, A. G. & Raye, C. L.
Phenomenal characteristics ofmemories for perceivedand imagined
autobiographical events. J. Exp. Psychol.: Gen. 117, 371–376 (1988).

67. Irish,M., Lawlor, B. A., O’Mara, S.M. &Coen,R. F. Impaired capacity
for autonoetic reliving during autobiographical event recall in mild
Alzheimer’s disease. Cortex 47, 236–249 (2011).

68. Crema, A. et al. Neuromuscular electrical stimulation restores upper
limb sensory-motor functions and body representations in chronic
stroke survivors.Med 3, 58–74.e10 (2022).

69. Josselyn, S. A., Köhler, S. & Frankland, P. W. Finding the engram.
Nat. Rev. Neurosci. 16, 521–534 (2015).

70. Shimamura, A. P. Hierarchical relational binding in the medial
temporal lobe: The strong get stronger. Hippocampus 20,
1206–1216 (2010).

71. Amer, T. & Davachi, L. Extra-hippocampal contributions to pattern
separation. eLife 12, e82250 (2023).

72. Lohnas, L. J., Healey, M. K. & Davachi, L. Neural temporal context
reinstatement of event structure during memory recall. J. Exp.
Psychol.: General 152, 1840–1872 (2023).

73. Lohnas, L. J. et al. Time-resolved neural reinstatement and pattern
separation during memory decisions in human hippocampus |
PNAS. Proc. Natl Acad. Sci. 115, E7418–E7427 (2018).

74. Hofstetter, C., Achaibou, A. & Vuilleumier, P. Reactivation of visual
cortex during memory retrieval: content specificity and emotional
modulation. Neuroimage 60, 1734–1745 (2012).

75. Haggard,P. Senseof agency in the humanbrain.Nat. Rev.Neurosci.
18, 196–207 (2017).

76. David, N., Newen, A. & Vogeley, K. The “sense of agency” and its
underlying cognitive and neural mechanisms.Conscious. Cognition
17, 523–534 (2008).

77. Ehrsson, H. H. & Chancel, M. Premotor cortex implements causal
inference in multisensory own-body perception. Proc. Natl Acad.
Sci. 116, 19771–19773 (2019).

78. Kim, S. G. et al. Functional imaging of human motor cortex at high
magnetic field. J. Neurophysiol. 69, 297–302 (1993).

79. Sekeres,M. J.,Winocur, G. &Moscovitch,M. The hippocampus and
related neocortical structures in memory transformation. Neurosci.
Lett. 680, 39–53 (2018).

80. Teyler, T. J. & DiScenna, P. The hippocampal memory indexing
theory. Behav. Neurosci. 100, 147–154 (1986).

81. Tanaka, K. Z. & McHugh, T. J. The hippocampal engram as a
memory index. J. Exp. Neurosci. 12, 1 (2018).

82. Nachev, P., Kennard, C. & Husain, M. Functional role of the
supplementary and pre-supplementary motor areas. Nat. Rev.
Neurosci. 9, 856–869 (2008).

83. Padilla-Castañeda, M. A., Frisoli, A., Pabon, S. & Bergamasco, M.
The modulation of ownership and agency in the virtual hand illusion
under visuotactile and visuomotor sensory feedback. Presence 23,
209–225 (2014).

84. Klein, S. B. & Nichols, S. Memory and the sense of personal identity.
Mind 121, 677–702 (2012).

85. Levine, B. et al. Episodic memory and the self in a case of isolated
retrograde amnesia. Brain 121, 1951–1973 (1998).

86. Scoville, W. B. & Milner, B. Loss of recent memory after bilateral
hippocampal lesions. J. Neurol. Neurosurg. Psychiatry 20,
11–21 (1957).

87. Grivaz, P., Blanke, O. & Serino, A. Common and distinct brain
regions processing multisensory bodily signals for peripersonal
space and body ownership. NeuroImage 147, 602–618 (2017).

88. Weijs, M. L., Macartney, E., Daum, M. M. & Lenggenhager, B.
Development of the bodily self: Effects of visuomotor synchrony and
visual appearance on virtual embodiment in children and adults. J.
Exp. Child Psychol. 210, 105200 (2021).

89. Cabeza, R. et al. Attention-related activity during episodic memory
retrieval: a cross-function fMRI study. Neuropsychologia 41,
390–399 (2003).

90. Goode, T. D., Tanaka, K. Z., Sahay, A. &McHugh, T. J. An integrated
index: engrams, place cells, and hippocampalmemory.Neuron 107,
805–820 (2020).

91. Tanaka, K. Z. et al. Cortical representations are reinstated by the
hippocampus during memory retrieval. Neuron 84, 347–354 (2014).

92. Illman, N. A., Rathbone, C. J., Kemp, S. & Moulin, C. J. A.
Autobiographicalmemory and the self in a case of transient epileptic
amnesia. Epilepsy Behav. 21, 36–41 (2011).

93. Dudai, Y. & Eisenberg, M. Rites of passage of the engram:
reconsolidation and the lingering consolidation hypothesis. Neuron
44, 93–100 (2004).

94. Squire, L. R., Genzel, L., Wixted, J. T. & Morris, R. G. Memory
consolidation. Cold Spring Harb. Perspect. Biol. 7, a021766 (2015).

95. McGaugh, J. L. Consolidating memories. Annu. Rev. Psychol. 66,
1–24 (2015).

96. Freude, H., Ressing, C., Müller, M., Niehaves, B. & Knop, M. Agency
and Body Ownership in Immersive Virtual Reality Environments: A
Laboratory Study. (2020).

97. Debarba, H. G. et al. Characterizing first and third person viewpoints
and their alternation for embodied interaction in virtual reality. PLOS
ONE 12, e0190109 (2017).

98. Kokkinara, E., Kilteni, K., Blom, K. J. & Slater, M. First person
perspective of seated participants over a walking virtual body leads
to illusory agency over the walking. Sci. Rep. 6, 28879 (2016).

99. Longo, M. R. & Haggard, P. Sense of agency primes manual motor
responses. Perception 38, 69–78 (2009).

100. Petkova, V. I. & Ehrsson, H. H. If i were you: perceptual illusion of
body swapping. PLOS ONE 3, e3832 (2008).

101. Nicholls, M. E. R., Thomas, N. A., Loetscher, T. & Grimshaw, G. M.
The Flinders Handedness survey (FLANDERS): A brief measure of
skilled hand preference. Cortex 49, 2914–2926 (2013).

102. Herbelin, B., Salomon, R., Serino, A. & Blanke, O. 5. Neural
Mechanisms of Bodily Self-Consciousness and the Experience of
Presence in Virtual Reality. in 5. Neural Mechanisms of Bodily Self-
Consciousness and the Experience of Presence in Virtual Reality vol.
chap. 5 80–96 (De Gruyter Open Poland, 2016).

103. Slater, M. Place illusion and plausibility can lead to realistic
behaviour in immersive virtual environments. Philos. Trans. R. Soc.
B: Biol. Sci. 364, 3549–3557 (2009).

104. Kilteni, K., Groten, R. & Slater, M. The sense of embodiment in
virtual reality. Presence.: Teleoperators Virtual Environ. 21,
373–387 (2012).

105. Misaki, M., Luh, W.-M. & Bandettini, P. A. The effect of spatial
smoothing on fMRI decoding of columnar-level organizationwith linear
support vector machine. J. Neurosci. Methods 212, 355–361 (2013).

106. Bates, D. et al. lme4: Linear mixed-effects models using Eigen and
S4. R package version 1.1–7. 2014. (2015).

107. Arel-Bundock, V. Modelsummary: Data and Model Summaries in R.
J. Stat. Softw. 103, 1–23 (2022).

108. Boroomand-Tehrani, A. et al. The effects of postural threat induced
by a virtual environment on performance of a walking balance task.
Hum. Mov. Sci. 74, 102712 (2020).

109. Power, J. D. et al. Methods to detect, characterize, and remove
motion artifact in resting state fMRI. NeuroImage 84,
320–341 (2014).

110. Tzourio-Mazoyer, N. et al. Automated anatomical labeling of
activations in SPM using a macroscopic anatomical parcellation of
the MNI MRI Single-Subject Brain.NeuroImage 15, 273–289 (2002).

https://doi.org/10.1038/s42003-024-06757-7 Article

Communications Biology |          (2024) 7:1111 18

www.nature.com/commsbio


111. Kriegeskorte, N.,Mur,M. &Bandettini, P. Representational similarity
analysis - connecting the branches of systems neuroscience. Front.
Syst. Neurosci. 2, 4 (2008).

112. Kriegeskorte, N., Goebel, R. & Bandettini, P. Information-based
functional brain mapping. Proc. Natl Acad. Sci. 103,
3863–3868 (2006).

113. Manjón, J. V. & Coupé, P. volBrain An online MRI brain volumetry
system. Front. Neuroinformatics 10, 30 (2016).

Acknowledgements
We would like to thank Loan Mattera and Roberto Martuzzi working at the
MRI facility of Campus Biotech for their technical help during the data
acquisitionand thechoiceof theMRI sequences, andEmanuelaDeFalco for
the insightful scientific discussion along the studies. This work was
supported by grants from the EMPIRIS foundation and by a foundation
advised by Carigest S.A to Olaf Blanke. This work was supported by a grant
of the Swiss National Science Foundation to Nathalie Heidi Meyer.

Author contributions
Conceptualization:N.H.M.,B.G., J.P., F.L.,O.B.Methodology:N.H.M.,B.G.,
J.P., B.H., M.B.R., O.B. Investigation: N.H.M., B.G., E.F., J.B., F.E., M.M.L.,
V.A. Supervision: B.G., M.B.R., S.S., O.B. Writing—original draft: N.H.M.,
B.G., O.B. Writing—review & editing: N.H.M., B.G., S.S., M.B.R., O.B.

Competing interests
The authors declare no competing interests.

Additional information
Supplementary information The online version contains
supplementary material available at
https://doi.org/10.1038/s42003-024-06757-7.

Correspondence and requests for materials should be addressed to
Olaf Blanke.

Peer review information Communications Biology thanks Louis Renoult,
Denis Perrin, and Claudia Repetto for their contribution to the peer review of
thiswork. PrimaryHandlingEditors: JessicaPeter andBenjaminBessieres. A
peer review file is available.

Reprints and permissions information is available at
http://www.nature.com/reprints

Publisher’snoteSpringerNature remainsneutralwith regard to jurisdictional
claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons
Attribution-NonCommercial-NoDerivatives 4.0 International License,
which permits any non-commercial use, sharing, distribution and
reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative
Commons licence, and indicate if you modified the licensed material. You
do not have permission under this licence to share adapted material
derived from this article or parts of it. The images or other third party
material in this article are included in the article’s Creative Commons
licence, unless indicated otherwise in a credit line to thematerial. If material
is not included in thearticle’sCreativeCommons licenceandyour intended
use is not permitted by statutory regulation or exceeds the permitted use,
you will need to obtain permission directly from the copyright holder. To
view a copy of this licence, visit http://creativecommons.org/licenses/by-
nc-nd/4.0/.

© The Author(s) 2024

https://doi.org/10.1038/s42003-024-06757-7 Article

Communications Biology |          (2024) 7:1111 19

https://doi.org/10.1038/s42003-024-06757-7
http://www.nature.com/reprints
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
www.nature.com/commsbio

	Embodiment in episodic memory through premotor-hippocampal coupling
	Results
	Higher SoA during incidental encoding when immersed with visuomotor and perspectival congruency (behavior, Experiments 1 and 2)
	Incidental encoding. Visuomotor and perspectival congruency for incidental encoding does not modulate object recognition (behavior, Experiments 1 and 2)
	Intentional encoding. Higher SoA and better recognition performance for intentional encoding when immersed with visuomotor and perspectival congruency (behavior, Experiment 3)
	Better recognition performance for objects presented in the right visual field (behavior, Experiments 1-3)
	fMRI (Experiment 2)
	RSA analysis. Visuomotor and perspectival congruency impact the reinstatement of encoding activity during recognition
	ERS analysis. Reinstatement in the left hippocampus is higher for visuomotor and perspectival congruency and indexes recognition memory
	Hippocampal-neocortical interactions revealed by ERS are modulated by visuomotor and perspectival congruency
	Amnestic patient with bilateral hippocampal damage is impaired in recognizing objects encoded with visuomotor and perspectival congruency

	Discussion
	Methods
	Experimental design
	Familiarization
	Encoding session
	BSC assessment
	Break
	Recognition session
	Autonoetic consciousness session
	Participants
	Immersive virtual reality
	VR display
	VR scenes
	Motion tracking
	Software
	MRI acquisition
	MRI preprocessing
	Statistics and reproducibility
	BSC and recognition performance
	BSC ratings
	Recognition performance
	Categorical and trial-by-trial (TBT) General Linear Models (GLM)
	BSC univariate analyses
	Encoding-recognition representational similarity analysis (RSA)
	Encoding-recognition similarity analysis (ERS)
	ERS as predictors of recognition performance
	Patient data (Experiment 4)
	MRI acquisition
	Volumetric analysis
	Statistical analysis
	Autonoetic consciousness


	Data availability
	References
	Acknowledgements
	Author contributions
	Competing interests
	Additional information




