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Global changes and their environmental stressors
have a significant impact
on soil biodiversity—A meta-analysis

Helen R.P. Phillips,1,2,3,15,* Erin K. Cameron,2,14 Nico Eisenhauer,4,5 Victoria J. Burton,6 Olga Ferlian,4,5

Yiming Jin,7 Sahana Kanabar,2 Sandhya Malladi,8,11 Rowan E. Murphy,2 Anne Peter,4,5,12 Isis Petrocelli,4,5,13

Christian Ristok,4,5 Katharine Tyndall,4 Wim van der Putten,1,9 and Léa Beaumelle10,14
SUMMARY

Identifying themain threats to soil biodiversity is crucial as soils harbor�60%of global biodiversity. Many
previous meta-analyses investigating the impact of different global changes (GCs) on biodiversity have
omitted soil fauna or are limited by the GCs studied. We conducted a broad-scale meta-analysis focused
on soil fauna communities, analyzing 3,161 effect sizes from 624 publications studying climate change,
land-use intensification, pollution, nutrient enrichment, invasive species and habitat fragmentation.
Land-use intensification resulted in large reductions in soil fauna communities, especially for the larger-
bodied groups. Unexpectedly, pollution caused the largest negative impact on soil biodiversity - particu-
larly worrying due to continually increasing levels of pollution and poor mechanistic understanding of
impacts relative to other GCs. Not all GCs and stressors were detrimental; organic-based nutrient enrich-
ment often resulted in positive responses. Including soil biodiversity in large-scale analyses is vital to fully
understand the impact of GCs across the different realms.

INTRODUCTION

Soil fauna communities represent a significant fraction of global biodiversity, being composed of an extremely diverse set of invertebrate

taxa, including earthworms, springtails and nematodes.1,2 Through their activity and their biotic interactions with each other as well as

with plants and microbes, soil fauna are essential to nutrient recycling,3,4 soil fertility,5 and water infiltration6 among other ecosystem func-

tions. They further represent important food source for aboveground biodiversity, with numerous invertebrates and vertebrates depending

on this resource.7

Human impacts, such as climate change, land use intensification, invasive species and nutrient enrichment (hereafter referred to as global

changes; GCs) are causing unprecedented changes in biodiversity, including shifts in taxonomic diversity,8 abundances of taxa groups,9 and

community structure.10 These changes can occur at local scales and global scales.10–13 However, investigations of the impacts of GCs across

large-scales are often focused on aboveground biodiversity,2 despite the fact that soil biodiversity does not respond in the sameway as biodi-

versity in other systems to human impacts.14 Therefore, an important step in reaching better predictions of the consequences of human im-

pacts for global biodiversity is through the incorporation of soil biodiversity. Unfortunately, to date, the majority of the global-scale work

investigating impacts on soil biodiversity have focused on soil microbial communities15,16 (but see Peng et al.17) resulting in a lack of knowl-

edge surrounding the highly diverse soil fauna communities.
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10CNRS, Université Paul Sabatier III, Toulouse, France
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Table 1. The environmental stressors associated with the five GCs that were analyzed (habitat fragmentation lacked sufficient data to investigate the

associated environmental stressors)

Global Change Environmental stressor Stressor trait

Climate change CO2 increase PRESS

Temperature change PRESS

Water availability—drought PULSE

Water availability—flood PULSE

Land-use intensification Grazing PRESS

Organic versus conventional farming PRESS

Harvesting PULSE

Fire PULSE

Tillage PULSE

Pollution Metals PRESS

Pesticides PRESS

Nutrient enrichment Synthetic fertilizers PRESS

Ca-liming + wood ash PRESS

Compost PRESS

Manure + slurry PRESS

Mixture PRESS

Other organic fertilizers PRESS

Residue + mulch PRESS

Sludge (including biosolids) PRESS

Invasive species Aboveground animal PRESS

Belowground animal PRESS

Plants-non-woody PRESS

Plants-woody PRESS

Habitat fragmentation NA NA

All environmental stressors were classified as either a ‘‘press’’ stressor or a ‘‘pulse’’ stressor.
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Understanding the impact of such GCs on biodiversity in a generalizable way is important to be able to avoid and counteract potential

biodiversity changes using scientifically sound policy and land use management.18,19 Meta-analyses and synthesis studies have become a

popular way to investigate and compare GC effects.8,18,20–25 Meta-analyses and synthesis studies often find that land-use change and

climate change are the biggest threats to biodiversity,13,18,26–28 and invasive species are also significantly reducing biodiversity.18,29,30 How-

ever, other GCs, such as pollution, are often understudied in aboveground terrestrial biomes,31,32 despite their potential damaging ef-

fects13 and their ever-growing rates of use.33,34 Currently there is no unifying classification of GCs, in terms of categories or what processes

and impacts are captured within each category,35 and studies have captured GC impacts by incorporating different stressors. This is espe-

cially the case for meta-analyses that have focused solely on soil fauna that tend to address only specific GCs within their analysis, such as

climate change36 or invasive species.29 And while recent synthesis efforts may address multiple GCs (e.g., Peng et al.17), they are still

limited in scope by focusing on different aspects of climate change and nutrient addition while leaving out other GCs such as invasive

species.

GCs can impact local biodiversity through a range of different environmental stressors; for example, climate change resulting in decreased

precipitation or increased temperature.37 However, stressors within a GC categorymay not have the same impact on soil biodiversity, in terms

of bothmagnitude and/or directionality; for example, warming and drought, both climate change stressors, can have opposing effects on soil

fauna communities.17 Conversely, stressors from different GCs may have similar impacts on biodiversity due to similar mechanisms, such as

changes in temperature and pollutants that both impact the physiology and metabolism of an organism.38 Although the term ‘‘stressor’’ im-

plies a negative effect, GC can result in both decreases and increases in biodiversity.39 As a result, here, we follow Orr et al.’s35 definition,

where stressors are causing any detectable biological change, no matter the direction. Thus, investigating stressor effects, as well as

broad-scaleGC impacts,may shed light on biodiversity responses. Additionally, classifyingGCs based on the similarities of the characteristics

and traits of the environmental stressors may allow better predictions across a wider range of GCs.38 Potentially providing a framework for

exploring potential mechanisms that explain biodiversity responses to certain stressors.19,40

Here, we consider whether the stressor has a ‘‘pulse’’ or a ‘‘press’’ trait (Table 1),19,40,41 while noting that no classification scheme exists for

assigning such traits to individual stressors. ‘‘Pulse’’ stressors are discrete disturbances19 that may be extreme in nature and occur less often,
2 iScience 27, 110540, September 20, 2024
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Figure 1. Distribution of studies and cases included in the meta-analysis

(A) Spatial distribution of publications used in the analysis. Colors show the number of studies from each country that were included in the analysis. Gray areas

indicate countries where no studies had been conducted that were included in this analysis. Black dots indicate location of studies where GPS coordinates were

available (84% of studies).

(B) The number of cases (i.e., an effect size with associated information onGC, environmental stressor, and other information) classified as eachGC and each body

size category.

(C) Taxonomic distribution of cases included in this analysis. Colors distinguish different taxonomic groups only. Taxonomic group assignment was based on

information provided in the original publication, and thus are at different taxonomic levels but classified based on the lowest possible taxonomic level

(e.g., ‘‘Invertebrates’’ when the publication only referred to data at no specific level, versus Arthropods where cases could only be identified to phylum level,

and ‘‘Insects’’ when cases were specified to class level). Data were only suitable when the community was measured above family level (except in the case of

Enchytraeids). ‘‘Others’’ refers to 10 other groups. Groupings were based on Global Soil Biodiversity Atlas (GSBA;64) (Table S2).
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such as droughts. Alternatively, pulse stressors may be less severe but occur more regularly; for example, tillage, which can have negative

effects on soil fauna.42–44 There is some expectation that soil fauna would be less negatively impacted by pulse stressors given that soil

can provide a buffer to protect against fluctuations in climate or adverse conditions,36,45 as well as a physical buffer for organisms not directly

dwelling at the surface.46 A buffering effect of soil against the pulse stress is especially likely if the stressor does not directly impact the soil

environment (e.g., harvesting of aboveground biomass46).

‘‘Press’’ stressors are more continuous in nature than pulse stressors.19 Therefore, after a certain time frame, press stressors result in

gradual species loss.46 For example, pollutants can generally be considered as press stressors in soils. Pollutants, such as heavy metals result-

ing from industrial or urban activities or persistent pesticides, can remain in the soil for centuries because they are not degraded.47,48 And

although several pesticides are degraded in shorter time frames, their regular applications over the crop season may represent a press

stressor for soil communities. Over longer time frames, it is likely that press stressors would change soil physico-chemical properties, resource

availability, and habitat structure, as is seenwith invasions of new species that directly affect the soil environment49 or with additions of organic

amendments (such as manure, compost, and sludge).50 This eventually can change the soil environment strongly enough to cause compo-

sitional changes in soil fauna communities.

This expectation of stress effects on soil biodiversity is not necessarily in line with effects seen in aboveground communities, where

organisms may be more directly impacted by pulse stressors due to having a limited number of habitats that can provide a buffer.51

For example, droughts can have immediate consequences for the physiology of an aboveground organism, resulting in mortality.52,53

Alternatively, harvesting aboveground biomass removes or degrades either a part or all the habitats required for aboveground organisms,

thereby also reducing populations.52 Therefore, using the framework of pulse versus press events, and determining the differences in

impact mechanisms in the GCs and environmental stressors, we can start to see the importance of ensuring the explicit inclusion of

soil biodiversity into GC research.

The impacts of the environmental stressors are likely to be context dependent,37 for example, depending on the habitat type.54 As soil pH

plays a key role in the diversity of many soil organisms,55,56 it may also influence the response of soil fauna to GCs and stressors. Impacts may

also depend on the soil taxa being studied.36,57–59 Due to the huge diversity within the soil, soil organisms are often classified into three body

size categories frommicro-fauna (<100 mm), tomeso-fauna (>100 mm to 2mm) up tomacro-fauna (>2mm).60 Within these groups, it has been

assumed that traits, such as microhabitat requirements, dispersal capabilities, and reproductive rates, are sufficiently similar to influence in-

vertebrates’ responses to external pressures.61,62 Larger organisms may be more sensitive to the impacts of stressors than micro- and meso-

fauna,42 because they have longer generation times and require larger microhabitats.63 As most soil micro-fauna is considered aquatic, their

responses may also differ from those seen in meso- and macro-fauna.60

We conducted a meta-analysis to compare the effects of six GCs (climate change, land-use intensification, pollution, nutrient enrichment,

invasive species, and habitat fragmentation) and their associated environmental stressors on micro, meso, and macro soil-fauna. We hypoth-

esize that pulse stressors will have less impact on soil biodiversity than pressGCs and stressors. Given that different contexts are likely to affect

the impact of GCs and their environmental stressors, we hypothesize that impact of GCs and stressors will vary across the different body size

categories, with macro-fauna showing the largest responses.

RESULTS

Dataset overview

In total, 3,161 cases were available for modeling from 624 published articles (see Figure S2 for PRISMA [preferred reporting items for system-

atic reviews and meta-analyses] diagram; Figure S3; see supplementary references). The cases were distributed across the globe; however,

large numbers of cases were from the USA (100 papers and 15.5% of cases) and China (96 papers and 11.2% of cases) (Figure 1A). Land-use

intensification (n= 876), pollution (n= 769), and nutrient enrichment (n= 789) were themost representedGCs, with habitat fragmentation (n=

104) having the least number of cases. Themajority of cases (1,068 cases) are fromwoody habitats (either natural or plantation) and 1,006 cases

are from agricultural systems. Grasslands (from any biome, including both natural and semi-natural) constituted 695 cases. Most cases were in

relation to meso-fauna, which includedmicro-arthropods (n = 1,293). However, macro-fauna andmicro-fauna were also well represented (n =

1,001 and n = 731, respectively; Figure 1B). Nematodes were the most well-studied taxonomic group, accounting for 23.25% of the cases,

followed by Acari and earthworms (20.01% and 15.19%, respectively; Figure 1C). Just under 95% of the papers contained data from field

experiments.
4 iScience 27, 110540, September 20, 2024



Figure 2. Change in soil communities in response to global changes (GCs)

Hedges’ g was used as the effect size. Negative effect sizes indicate that the GC causes a reduction in biodiversity (measured using abundance, biomass,

taxonomic richness, and Shannon’s diversity metrics), and a positive effect size indicates an increase in biodiversity. Error bars indicate 95% confidence

intervals. Effect sizes where error bars do not cross the dashed vertical zero line, are significantly different from zero. The values of n indicate the number of

cases of each GC in the model, with values in parentheses indicating the number of publications.
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Main GC model

For themainmodel with the sixmain GCs, body size was removed from themodel, as both the interactive and themain effect. Thus, the effect

of the different GCs was the only remaining term in the model (Figure 2). The I2 of the model was 86.39% (percentage of the total variability

due to true between-studies variability). 48.50% of the total variance was estimated to be due to between-cluster heterogeneity and 36.87%

due to within-cluster heterogeneity. Only 1.01% of the total variance was due to the crossed effects of measurement type, indicating minimal

heterogeneity as a result from the different community metrics of abundance, biomass, taxonomic richness, and Shannon’s diversity, indi-

cating that it is less likely that the modeling approach used hid directionality shifts of the different community metrics to GC impacts. The

remaining 13.61% was sampling variance.

Pollution had a significant negative impact on biodiversity (here we use the term ‘‘biodiversity’’ to refer to the soil community, when ac-

counting for the different community metrics—abundance, biomass, taxonomic richness, and Shannon’s diversity—used in the analysis),

the largest effect of all the GCs (estimate = �0.71; G95% CIs = �0.92, �0.50; p value < 0.0001). Land-use intensification (estimate =

�0.58; G95% CIs = �0.77, �0.39; p value = < 0.0001) and climate change (estimate = �0.29; G95% CIs = �0.54, �0.04; p value = 0.01)

also had a significant negative effect, while habitat fragmentation, invasive species, and nutrient enrichment did not have a significant effect.
Environmental stressor models

When focusing on the environmental stressors model relating to climate change, body size was removed as an effect from themodel (both as

an interactive effect and a main effect). The only climate change environmental stressor that had a significant effect on biodiversity was the

detrimental impact of drought (estimate = �0.52; G95% CIs = �0.76, �0.28; p value < 0.0001; Figure 3A). The effects of CO2 increase and

temperature change (where 158 of the 167 effect sizes were based on increasing temperatures), although trending toward a negative impact,

were not significant. The impact of increased water (absolute amount, rates, or number of events) through floods trended toward a positive

impact on biodiversity but, again, was not significant (although also had the least amount of data, n = 41 cases).

For the environmental stressorsmodel investigating different stressors related to land-use intensification, the effect of body size remained

in the model, although as an additive effect only. Overall, macro-fauna was more negatively impacted by each of the land-use intensification

stressors, while micro-fauna were impacted less (estimate = 0.55; G95% CIs = 0.24, 0.86; p value < 0.001). Meso-fauna was not significantly

different from macro-fauna, and thus was not presented separately (Figure 3B).

For both macro-/meso- and micro-fauna, the change from an organic system to an inorganic system had the biggest negative impact on

biodiversity (estimate = �1.14; G95% CIs = �1.49, �0.78; p value < 0.0001, for macro-fauna), with the increase in tillage (i.e., comparing

reduced tillage practices to conventional tillage) having the second biggest negative impact (estimate = �0.93; G95% CIs = 1.19, �0.66;

p value < 0.0001, for macro-fauna). The impact of increased fire (intensity or frequency), harvesting, and grazing also had significant negative

impacts, although to a lesser extent (and not a significant effect when adjusting environmental stressor estimates for micro-fauna).

Within the model focused on pollution stressors, the main and interactive effect of body size was removed from the model. The effect of

pollutant type was significant, with both pesticides (estimate = �0.41; G95% CIs = �0.78, �0.04; p value = 0.03) and metals (estimate =

�1.03; G95% CIs = �1.35, �0.70; p value < 0.0001) having a significantly negative effect on soil fauna communities (Figure 3C). Further
iScience 27, 110540, September 20, 2024 5



Figure 3. Change in soil communities in response to environmental stressors

Change in soil communities in response to environmental stressors associated with (A) climate change, (B) land-use intensification, (C) pollution, and (D) nutrient

enrichment.

In (B), the estimate for macro- and meso-fauna is shown in black, and micro-fauna in gray as body size remained as an additive term in the model. Hedges’ g was

used as the effect size in all models. Negative effect sizes indicate that the environmental stressor causes a reduction in biodiversity (measured using abundance,

biomass, taxonomic richness, and Shannon’s diversity metrics), and a positive effect size indicates an increase in biodiversity. Error bars indicate 95% confidence

intervals. Effect sizes where error bars do not cross the dashed vertical zero line, are significantly different from zero. The values of n indicate the number of cases

of each stressor in the model, with values in parentheses indicating the number of publications. Gray shading is for enhancing readability only.
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inspection of the raw effect sizes, when accounting for different sources of metals and pesticides (using FAO [Food and Agriculture Organi-

zation] categories;47) show that there was variation of the effect sizes within each category (Figure S4). Notably, effect sizes of metals from

mining/smelting demonstrate the greatest variation, often being more negative.

For the nutrient enrichment model, as with most of the models, the body size variable was removed as both an interactive andmain effect,

leaving just the impact of different nutrient enrichment stressors (Figure 3D). Of the 8 different stressors, five did not have any significant

impact on biodiversity (synthetic fertilizers, Ca-liming + wood ash, compost, sludge, and multiple fertilizer types) but all trended toward a

positive impact, except Ca-liming + wood ash. The impacts of manure + slurry, other organic fertilizers, and residue +mulch, were all similar,

and all significantly positive (estimate = 0.75;G95% CIs = 0.46, 1.04; p value < 0.001, estimate = 0.57;G95% CIs = 0.20, 0.95; p value = 0.003,

estimate = 0.67; G95% CIs = 0.37; 0.97, p value < 0.001, respectively).

For the invasive species environmental stressors model, as with the pollution model, both the terms for the body size and the different

types of invasive species were removed from themodel completely. However, in line with themain model, the overall intercept of the models

was not significantly different from zero (estimate = �0.15; G95% CIs = �0.55, 0.25; p value = 0.47).
Taxonomic, habitat type, and soil pH models

The final taxonomicmodel (containing Acari, Collembola, earthworms, and nematodes data) retained the interaction between the taxonomic

group and the GC. Just over half of the groups showed a significant negative decline in biodiversity with the GCs (9 coefficients out of 16;

Figure 4; Table S3). Only earthworms showed a significant increase in biodiversity with the impact of nutrient enrichment, which contrasted

with the other three taxonomic groups that showed no significant impact from nutrient enrichment. A similar model investigating the inter-

action between taxonomic group and environmental stressor showed that while the magnitude of the impact of each stressor varied across

the groups, the directionality of the significant effect sizes was consistent (Figure S5).

Finally, for the habitatmodel and the soil pHmodel, where themodel contained the habitat type variable and soil pH (respectively), the six-

level GCs variable, and the interaction between the two, both habitat type and soil pHwere removed from themodel from the interaction and

the main effect.
6 iScience 27, 110540, September 20, 2024



Figure 4. Change in four soil taxa groups (Acari, Collembola, earthworms, and nematodes) in response to four global changes (GCs)

Hedges’ g was used as the effect size. Negative effect sizes indicate that the GC causes a reduction, and a positive effect size indicates an increase in that taxa

group (measured using abundance, biomass, taxonomic richness, and Shannon’s diversity metrics). Error bars indicate 95% confidence intervals. Effect sizes

where error bars do not cross the dashed vertical zero line, are significantly different from zero. The values of n indicate the number of cases of each taxa

group within each GC in the model, with values in parentheses indicating the number of publications. Gray shading is for enhancing readability only.
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Publication bias

The funnel plots show the asymmetry in the data (discussed further below), particularly in the case of land-use intensification (Figure S6). In

addition, in the data for the main model, as well as the data for the models focused on the stressors of land-use intensification, nutrient

enrichment, and to a lesser extent climate change, there is a lack of small effect sizes that have high precision (i.e., the tip of the funnel)

(Figure S6).

Using the approach given in Nakagawa et al.,65 all models showed bias related to small-study effects but no evidence of decline effects/

time-lag bias, despite the possibility of a decline effect over time occurring within the wider ecological literature,66 we found no effect of pub-

lication year on any of the models. So, regardless of the small-scale study effects present, the effect sizes that are used within the analysis are

representative of the field over time.

Accounting for the biases in the dataset resulting from the small-study effects had minimal impact on the main messages. Pollution still

caused the largest negative decline in biodiversity, followed by land-use intensification (Table 2). However, when adjusting for bias, climate

change no longer had a significant impact, and nutrient enrichment had a positive significant effect (Table 2). For the environmental

stressor models within each GC, the biggest changes were within the land-use intensification model, where once adjusted for the biases,

only organic vs. inorganic and tillage had a significantly negative impact on biodiversity. The estimates for all other environmental stressors

no longer remained significant (Table 2). For climate change, drought still had a significant negative impact on biodiversity (Table 2). For

nutrient enrichment, manure + slurry and residue + mulch still had a significant positive impact, although the ‘‘other organic fertilizers’’ no

longer remained significant (Table 2). For invasive species and pollution, where the models were intercept only models, the intercept for

pollution remained significant, whereas the non-significant intercept for invasive species became positively significant when bias was ac-

counted for (Table 2).
iScience 27, 110540, September 20, 2024 7



Table 2. Adjusted and unadjusted effect sizes (Hedges’ g) and CIs for all models (GCs and environmental stressors)

GC/Environmental Stressor

Adjusted

effect size Adjusted CIs

Unadjusted

effect size Unadjusted CIs

GC main model Climate change �0.13 [�0.38,0.12] �0.29 [�0.54,�0.04]

Land-use intensification �0.41* [�0.60,�0.22] �0.58* [�0.77,�0.39]

Pollution �0.51* [�0.72,�0.29] �0.71* [�0.92,�0.50]

Nutrient enrichment 0.30* [0.10,0.51] 0.12 [�0.08,0.32]

Invasive species �0.11 [�0.48,0.26] �0.23 [�0.61,0.15]

Habitat fragmentation 0.18 [�0.21,0.57] 0.05 [�0.35,0.45]

Climate change Flooding 0.31 [�0.05,0.68] 0.12 [�0.25,0.49]

Drought �0.31* [�0.55,�0.07] �0.52* [�0.76,�0.28]

Temperature change 0.006 [�0.22,0.21] �0.20 [�0.41,0.02]

CO2 increase 0.07 [�0.17,0.32] �0.10 [�0.34,0.14]

Land-use intensification Grazing 0.07 [�0.27,0.30] �0.36* [�0.71,�0.01]

Fire �0.10 [�0.49,0.30] �0.59* [�1.00,�0.18]

Harvesting �0.01 [�0.36,0.34] �0.49* [�0.86,�0.12]

Organic vs. Conventional �0.67* [�1.01,�0.33] �1.14* [�1.49,�0.78]

Tillage �0.41* [�0.67,�0.15] �0.93* [�1.19,�0.66]

Pollution Pesticides �0.37* [�0.73,�0.002] �0.41* [�0.78,�0.04]

Metals �0.91* [�1.23,�0.59] �1.03* [�1.35,�0.70]

Nutrient enrichment Synthetic fertilizers �0.18 [�0.42,0.06] 0.05 [�0.16,0.27]

Ca-liming + wood ash �0.27 [�0.70,0.16] �0.05 [�0.47,0.37]

Compost 0.01 [�0.43,0.44] 0.29 [�0.13,0.70]

Sludge (including biosolids) �0.07 [�0.53,0.38] 0.13 [�0.31,0.58]

Manure + slurry 0.48* [0.16,0.79] 0.75* [0.46,1.04]

Residue + mulch 0.43* [0.11,0.75] 0.67* [0.37,0.97]

Other organic fertilizers 0.34 [�0.05,0.73] 0.57* [0.20,0.95]

Multiple fertilizer types 0.21 [�0.39,0.81] 0.47 [�0.12,1.05]

Invasive species (all stressors mean) 0.52* [0.05, 0.98] �0.15 [�0.55, 0.25]

Effect sizes were adjusted using methods in a study by Nakagawa et al.65 to account for small-study effects.

*Effect sizes indicate statistically significant from zero.
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DISCUSSION

We examined the impact of a wide array of GCs on a wide range of soil fauna groups, considerably extending the scope of previous meta-

analyses that have focused on soil fauna.17,29,43,67 In doing so, we identified that pollution and land-use intensification had the greatest nega-

tive impacts on soil biodiversity (abundance, richness, biomass, and Shannon’s diversity). Climate change also had a negative, albeit smaller,

impact, although after adjusting for biases within the publications, this significant effect was lost. For GCs where environmental stressor was a

significant predictor, there was no strong indication that press stressors had greater impact on soil communities, except in the case of land-

use intensification. Overall, the effect of the GCs did not vary with context, as there was no effect of habitat type on the estimate, and rarely

was there an effect of the different body size classes. Studying the impact of pollutantsmay not be possible with aboveground organisms, due

to the lack of primary studies focused on pollutant impacts,28 but by focusing on soil biodiversity, we are able to understand how detrimental

environmental pollution is relative to all other GCs. The only GC that comes close is land use intensification.
Climate change

Climate change is often referred to as one of the biggest threats to biodiversity.13,27,68 In this meta-analysis, despite the general decline in soil

fauna biodiversity, climate change was not the greatest threat. However, a more nuanced view may be needed. Based on aboveground or-

ganisms, it might be expected that temperature changes would result in a decline in biodiversity.21,27,28,69 Although recent projections indi-

cate that by 2100, soils could be 4.5�C warming to 1 m depth,70 our results support the hypothesis that soils can buffer the impacts of tem-

perature change at least on the relatively short-term (also found in Peng et al.17 and Cordero et al71). Indeed, the observed decline was due to

clear negative effects of reduced water availability, which has previously been shown in other meta-analyses to be a strong driver of soil
8 iScience 27, 110540, September 20, 2024
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biodiversity.17 This is cause for concern, as areas of climate change-induced drought are increasing.72 Thus, it is likely that the detrimental

impact of drought, as well as depleted soil fauna community will result in reduced ecosystem function and services in those areas,73,74

thus human populations in those areas may experience 2-fold impacts.

Although we categorized drought as a pulse stressor and expected less impact on soil biodiversity than changes in temperature and CO2,

it was impossible to quantitatively compare the strength or duration of the drought manipulations (relative to the normal levels) across the

different studies with the information available. For example, the shortest treatment duration was 45 days, but involved 100% water removal

for the full duration.75 Whereas the longest treatment (13 years from the start of the treatment until sampling of the soil fauna presented in the

original publication76) only had drought conditions for 1 to 2 months a year, reducing soil moisture by 35–50% during this time. Thus, deter-

mining intensity across such a variety of manipulations is problematic. If the droughtmanipulations were too severe (too extreme or too long),

there is the potential for the buffering capacity of the soil to be significantly reduced,45 resulting in biodiversity loss.71 In a similar vein, the

temperature manipulations may also not be an appropriate length to be considered a press stressor. Blankinship et al.36 found that longer

climate-change treatments resulted in more significant effects, although in their study, the effect was positive.

Considering the length of the treatment application using an alternative modeling structure may provide further insights. However, often

temperature changes occur simultaneously with water-regime changes, and previous studies have demonstrated that if soil water is available

for soil organisms, the effects of other stressors, such as temperature increases, can be buffered against.17,77,78 Thus, it would be prudent to

consider the synergistic effects of many of the stressors simultaneously (discussed further below) to fully understand the most detrimental

components of climate change for soil biodiversity.

Land-use intensification

Land-use intensification was the second strongest GC impacting soil fauna communities. When looking at the different environmental

stressors of land-use intensification, all were significantly negatively impacting soil fauna, although the shift from an organic system to a con-

ventional system, a press stressor, and the intensification of tillage practices, a pulse stressor, resulted in the greatest decrease. Previous

meta-analyses have also found intensification of tillage practices to be detrimental to soil fauna.43,44 Tillage causes direct mortality and

destruction of habitat, which exposes soil organisms to predators.79 However, effects can also be indirect and longer term, through a reduc-

tion of soil structure (limiting access to nutrient resources, especially for smaller organisms, and increasing exposure to an environment that

may result in desiccation), changes in plant community composition altering resource quality, and reduction in soil organic matter at the sur-

face.44 This highlights the weakness of using just a single trait of an environmental stressor, and shows the need to consider more than one

characteristic in future studies.19,40

It is difficult to pin-point the exact agricultural practices that promote soil biodiversity in organic systems, because organic farming spec-

ifications depend on countries, crops, and other factors.80,81 Based on previous meta-analyses,82 the decline in biodiversity may be the result

of the shift in nutrient addition regimes, as it is probable that the strong decline was most associated with the change from organic fertilizers

and reduction inmulch. The addition/retention ofmulch (plus other soil amendments) and organic fertilizers were particularly beneficial in this

analysis, as well as others.82 Individually, these components promote soil biodiversity (see below), and in concert could provide even greater

benefits to the soil community. However, as the addition of pesticides (singularly within the pollutants category) also significantly negatively

impacted soil communities, the shift away from high pesticide use cannot be ruled out as a contributor to the positivity of organic agricultural

systems. What is interesting to note is the effect of the different land-use intensification types interacted with the body size of the organisms,

with macro-fauna (predominantly comprised of earthworms) being most negatively impacted. Given that earthworms mostly benefitted from

the addition of nutrient enrichment, there is some indication that, at least for earthworms, the nutrient enrichment aspect of organic agricul-

ture may be the most important (Figure 4).

Pollution

Of critical concern is the strong impact of pollution on soil biodiversity. We found that both metals and pesticides had a strong impact on soil

biodiversity. The fact thatmetals did have such strong impacts on biodiversity is not necessarily surprising. Typically, studies focused onmetal

pollutants were conducted in landscapes with a long history of pollution associated with mining and smelting activities.32,83,84 The sustained

toxicity of the soil may not only result in direct mortality but may also prevent recovery of the soil fauna populations,46 thus resulting in large

soil biodiversity loss. Additionally, authors often investigated gradients of metal pollution across a large range of concentrations,85–87 and

given that our meta-analysis cases were based on the most intense comparison, this may also result in the larger effect size for metal pollut-

ants. Indeed, pesticide studies mostly applied pesticides at the recommended application rates that may represent much less intense levels

than metal pollution gradients. In addition, although metals in soil are ‘‘press’’ stressors, many pesticides can be degraded over time so their

classification as a ‘‘press’’ stressormay not be correct for all the studies included here. However, as long-term studies of pesticide degradation

times are lacking for all the types of pesticides covered by this meta-analysis,48 a dichotomy in the response of press/pulse stressorsmay have

held true if we were able to classify pesticides into their most appropriate press/pulse categories.

Additional insight would also be likely if we were able to further determine or classify the concentration of pollutants or, alternatively,

compare different types of pollutants at equivalent levels. In traditional dose-effect theory in ecotoxicology, the dose of the pollutant is typi-

cally one of the strongest drivers of biological response. For instance, Chauvin et al.23 focused their meta-analysis solely on nematodes and

heavy metal pollutants and were able to determine that increasing concentrations of heavy metals resulted in more pronounced declines in

biodiversity. However, Beaumelle et al.39 found that across terrestrial and aquatic systems, decomposers’ community responses to pollutants
iScience 27, 110540, September 20, 2024 9
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did not change with pollutant levels but were generally negative. The community-level response may be affected by combined direct toxic

and indirect effects mediated by changes in species interactions, yielding not so straightforward dose-response curves at this ecological

scale. Moreover, primary studies often addressed the combined effects of multiple pollutants that may have interactive effects causing

even further deviation from classical dose-effect theory.88

In general, the impact of pollutants on terrestrial biodiversity is particularly understudied,28,32,89 and although there are several studies on

the impact of pollutants on soil biodiversity, there are still large gaps in our knowledge.32 As there was a limited number of pollutant stressors

that could be analyzed in this meta-analysis, we hope that future studies will address other types of pollutants (such as microplastics, hydro-

carbons, and emerging pollutants32) in order to understand the role they may play in biodiversity change. Given the clear negative effects

reported here, our results thus call for more research focusing on the mechanisms that lead to community-level responses, on the impacts

of a broader range of pollutant types, andmore consistent ways of standardizing pollutant levels in primary studies. Our results also reinforce

recent calls for coordinated global monitoring and policy-actions based on scientific evidence and call for a proper integration of soil biodi-

versity in such initiatives.33,90

Nutrient enrichment

Nutrient enrichment did not have an overall significant effect on soil fauna communities. However, the effects on soil fauna did vary depending

on the nutrient-based environmental stressors. Given that all nutrient stressors were considered to be press stressors, this once again high-

lights that the use of just a single trait does not capture the complexity of the stressors, especially when it is unclear how long each nutrient

type remained in the soil before degrading. Organic-based amendments and fertilizers increased soil biodiversity, and several mechanisms

may explain this pattern. It may be due to the increased carbon in the soil.91 Liu et al.82 found that inorganic nitrogen fertilizers simplified

nematode communities but organic fertilizers (for example, crop residue) increased carbon in the soil and had positive impacts on the nem-

atode community. However, it may also be because the organic-based fertilizers provide the nutrient resources at a slower rate,92 as well as

create micro-habitats for a variety of soil organisms.50 The fact that we did not find a significant decline in biodiversity with synthetic fertilizers

was somewhat surprising, although this result has been found in another meta-analyses.17

Beaumelle et al.,39 in their meta-analysis, found that nutrient addition had positive effects on soil biodiversity at low doses, and effects

became negative at higher concentrations. Thus, if concentration amount was not taken into consideration, the overall mean effect size

was neutral. Additionally, de Graaff et al.44 found that synthetic fertilizers had a significant negative effect on soil fauna but were no longer

significant when the duration of the application was increased (>5 years). Similar results were found inMurchie et al.,93 where long-term appli-

cation of synthetic fertilizers did not negatively impact earthworms. Both hypothesized that any effect on soil biodiversity was indirect, as the

increased nitrogen in the soil benefited the crops, and thus in the longer term the increased plant biomass in the soil resulted in increased

carbon, ultimately benefiting the soil community.94 Without looking into the concentration and application rates, or the temporal aspects of

the treatment, all of which are hard to standardize across such a wide variety of studies, we would not be able to test these mechanisms, but

these may explain the lack of a significant decline with synthetic fertilizers.

Context-dependency of the impacts

The effect of the GCs did not vary across different habitat types, soil pH, or organism body size classes for most of our analyses.

A number of GC meta-analyses have found no significant effect of habitat type. For example, Pressler et al.95 typically found no sig-

nificant differences of fire effects on soil fauna communities across different habitats (forest, grassland, and shrubland, referred to as bi-

omes). Similarly, Blankinship et al.36 found no effect of habitat type when investigating the effects of CO2 increase and warming but did

find the effects of altered precipitation were greater when in forested habitats. Therefore, while the categorizations used for the different

habitats may be masking effects, there are prior expectations that habitat type is less important when investigating GC impacts on soil

fauna communities.

While many meta-analysis investigate the impact of GCs on soil properties such as pH,49,96 few use soil pH as a covariate within their

models. In a meta-analysis investigating the impact of tillage on earthworms, Briones and Schmidt43 used pH within their models and found

that effect sizes only differed when soil pH values were low (<5.5). Given that 75% of our effect sizes that had pH values were >5 (minimum =

2.9, maximum = 10.6, median = 6.2) it is unclear whether effects of pH would have been detectable in our analysis.

The lack of significance for body size was also highlighted when we analyzed only the four most abundant taxonomic groups (Acari, Col-

lembola, nematodes, and earthworms), which represent all three body size classes. The patterns for nutrient enrichment were the most sur-

prising, where earthworms responded differently from the other three taxa, driven by their strong positive response to ‘‘residue +mulch’’ and

sludge (Figure S5). For the other GCs, there were limited differences. However, looking at community composition or functional and trophic

groups instead of taxa or body size groupings may tease apart other context-dependencies.82,97,98 For example, previous work has shown

various responses to environmental stressors and GCs depending on the different functional types of earthworms.94,97,99

In other analyses, community composition of soil microbial communities were more affected than metrics of alpha- and beta-diversity15,82

to different GCs. Incorporating suchmetrics of soil fauna communities may be possible, especially in the case of nematodes and earthworms,

as communities are often reported at the level of functional types. In addition, the community metrics used in this meta-analysis may not have

captured all the changes that occur to soil communities in invaded ecosystems, resulting in the non-significant changes. For example, Abgrall

et al.54 established that soil communities respondedmore similarly within trophic groups, and accounting for trophic group (and habitat type)

within the meta-analytic framework was needed to see the impact of invasive species on soil fauna abundance.
10 iScience 27, 110540, September 20, 2024
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Limitations and future directions

Across the entirety of the dataset, as well as within eachGC, therewas a distinct lack of positive large effect sizes, resulting in asymmetry. Yet, it

is difficult to fully understand the type(s) of bias that has caused the asymmetry.100 It is most likely that the bias is a result of certain experiments

never being published,101,102 through selective reporting from either authors or journals.103 However, it is possible that the GCs rarely have a

positive effect on soil biodiversity. Thus, in that instance the ‘‘bias’’ is not a true bias, and in theory the results should not be adjusted, as done

here. Although we are unable to establish the underlying cause of the bias, adjusting for the bias had minimal significant impact on the out-

comes of the meta-analysis (Table 2). The results that did significantly change, either by no longer being a significant impact or becoming

significant, were those with the least amount of data, and therefore least robust coefficients.

As far as we are aware, no meta-analysis has previously used trait characteristics of the GC, when investigating GC and stressor impacts.

Using the ‘‘pulse’’ and ‘‘press’’ traits to describe the environmental stressors helped to introduce the mechanisms, and highlight the similar-

ities, that may result in biodiversity change, regardless of the GC they are associated with. However, the lack of consistency in results may be

due to the simplistic nature of using just a single trait for each stressor. Indeed, Rillig et al.40 proposed 30 different traits to characterize envi-

ronmental stressors, a classification scheme that they foundworkedwell when applied to a soil microbial experiment.Orr et al.19 further stated

that stressors should not only be classified based on their traits but also sources, temporal overlap, mode of action, and co-tolerance to deter-

mine their similarities and aid predictions. Unfortunately, there is currently no classification scheme that assigns environmental stressors to

such a wide range of different traits, which would be needed to fully realize the benefits of this approach.

As not all GCs and environmental stressors had enough data to enable in depth investigation, further questions remain as to the specific

impacts of habitat fragmentation and invasive species on soil fauna. It would be expected that both habitat fragmentation and invasive spe-

cies alter the soil enough to impact many soil organisms.29,30,49 Alternatively, more moderators may be needed to capture the heterogeneity

(e.g., habitat type54), and/or more complex interactions between the moderators.104

The breadth of this meta-analysis provides us with insight and comparisons that have previously not been possible. However, it also re-

duces our ability to ‘‘zoom’’ into specific effects,25 such as different doses of GCs (stressor concentrations and amounts), temporal aspects,

or community composition shifts. For example, by focusing only on pesticides in their meta-analysis, Beaumelle et al.67 were able to deter-

mine that the recommended dosage for commercially available pesticides applied to soil communities still resulted in biodiversity loss. Such

analysis is not possible across many GCs and stressors due to the variety of treatments that can be applied, which may vary in intensity de-

pending on landscape history. Future studies could focus on the duration of the treatment to ascertain whether this is a proxy for intensity

across the different GCs and stressors, or how rates of change of the stressors may vary magnitude.105 Additionally, future work with a focus

on additional diversity indices, such as community composition and beta diversity metrics, may also be insightful. We hope that by high-

lighting the relative lack of data, these gaps may be overcome in the future with additional studies.

One aspect of the study of GC that is being highlighted in the scientific literature as an important avenue of research is the potential impact

of two or more GCs simultaneously.17,106–108 Many meta-analyses that looked at the additive and interactive effects of GCs on biodiversity

have found that the interactions between GCs are important.15–17,106,109,110 Although it might be anticipated that the interaction between

GCs may result in greater negative impacts than expected based on the singular GCs,110 there is the potential for the presence of two

GCs to result in less of a negative impact than expected.16,17,109 Given the changing world that we are in, and that GCs rarely act singularly

on biodiversity,108 this would be the most important avenue to study further, and is indeed possible within a meta-analysis framework when

factorial data are present.15,16,109,111

Conclusion

Overall, many of the GCs and environmental stressors studied here reduced soil biodiversity, irrespective of the body size of the organisms or

habitat type. However, there are notable exceptions where a biodiversity increase occurred, namely with addition of more organic-based

nutrient enrichments. Given the profound decline of soil biodiversity due to pollution, a GC that is understudied in aboveground literature,

we emphasize the need to increase research on its impact across all realms. By classifyingGCs and environmental stressors in terms of pulse or

press traits, wewere able to link the similarities between the different stressors in terms of theirmechanismswith the ways theymay impact soil

fauna communities. As the responses of soil organisms to GCs and environmental stressors differed from published responses of above-

ground organisms, soil biodiversity needs to be explicitly included into large-scale analyses of GC impacts.
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3. Huang, W., González, G., and Zou, X. (2020).
Earthworm abundance and functional
group diversity regulate plant litter decay
and soil organic carbon level: A global
meta-analysis. Appl. Soil Ecol. 150, 103473.
https://doi.org/10.1016/j.apsoil.2019.
103473.

4. Neher, D.A., Weicht, T.R., and Barbercheck,
M.E. (2012). Linking invertebrate
communities to decomposition rate and
nitrogen availability in pine forest soils.
Appl. Soil Ecol. 54, 14–23. https://doi.org/
10.1016/j.apsoil.2011.12.001.

5. van Groenigen, J.W., Lubbers, I.M., Vos,
H.M.J., Brown, G.G., De Deyn, G.B., and van
Groenigen, K.J. (2014). Earthworms increase
iScience 27, 110540, September 20, 2024
plant production: a meta-analysis. Sci. Rep.
4, 6365. https://doi.org/10.1038/srep06365.

6. Blouin, M., Hodson, M.E., Delgado, E.A.,
Baker, G., Brussaard, L., Butt, K.R., Dai, J.,
Dendooven, L., Peres, G., Tondoh, J.E.,
et al. (2013). A review of earthworm impact
on soil function and ecosystem services. Eur.
J. Soil Sci. 64, 161–182. https://doi.org/10.
1111/ejss.12025.

7. Pearce-Higgins, J.W. (2010). Using diet to
assess the sensitivity of northern and upland
birds to climate change. Clim. Res. 45,
119–130. https://doi.org/10.3354/cr00920.

8. Newbold, T., Hudson, L.N., Hill, S.L.L.,
Contu, S., Lysenko, I., Senior, R.A., Börger,
L., Bennett, D.J., Choimes, A., Collen, B.,
et al. (2015). Global effects of land use on
local terrestrial biodiversity. Nature
520, 45–50.

9. Newbold, T., Hudson, L.N., Arnell, A.P.,
Contu, S., De Palma, A., Ferrier, S., Hill,
S.L.L., Hoskins, A.J., Lysenko, I., Phillips,
H.R.P., et al. (2016). Has land use pushed
terrestrial biodiversity beyond the planetary
boundary? A global assessment. Science
353, 288–291.
10. Dornelas, M., Gotelli, N.J., McGill, B.,
Shimadzu, H., Moyes, F., Sievers, C., and
Magurran, A.E. (2014). Assemblage time
series reveal biodiversity change but not
systematic loss. Science (1979) 344, 296–299.

11. Pimm, S.L., and Raven, P. (2000). Extinction
by numbers. Nature 403, 843–845. https://
doi.org/10.1038/35002708.

12. Pereira, H.M., Leadley, P.W., Proença, V.,
Alkemade, R., Scharlemann, J.P.W.,
Fernandez-Manjarrés, J.F., Araújo, M.B.,
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17. Peng, Y., Peñuelas, J., Vesterdal, L., Yue, K.,
Peguero, G., Fornara, D.A., Hed�enec, P.,
Steffens, C., andWu, F. (2022). Responses of
soil fauna communities to the individual and
combined effects of multiple global change
factors. Ecol. Lett. 25, 1961–1973. https://
doi.org/10.1111/ele.14068.

18. Murphy, G.E.P., and Romanuk, T.N. (2014).
A meta-analysis of declines in local species
richness from human disturbances. Ecol.
Evol. 4, 91–103.

19. Orr, J.A., Rillig, M.C., and Jackson, M.C.
(2022). Similarity of anthropogenic stressors
is multifaceted and scale dependent.
Natural Sciences 2. https://doi.org/10.1002/
ntls.20210076.

20. Tuck, S.L., Winqvist, C., Mota, F., Ahnström,
J., Turnbull, L.A., and Bengtsson, J. (2014).
Land-use intensity and the effects of organic
farming on biodiversity: a hierarchical meta-
analysis. J. Appl. Ecol. 51, 746–755. https://
doi.org/10.1111/1365-2664.12219.

21. Outhwaite, C.L., McCann, P., and Newbold,
T. (2022). Agriculture and climate change
are reshaping insect biodiversity worldwide.
Nature 605, 97–102. https://doi.org/10.
1038/s41586-022-04644-x.

22. Zvereva, E.L., and Kozlov, M.V. (2010).
Responses of terrestrial arthropods to air
pollution: a meta-analysis. Environ. Sci.
Pollut. Res. Int. 17, 297–311. https://doi.org/
10.1007/s11356-009-0138-0.

23. Chauvin, C., Trambolho, M., Hedde, M.,
Makowski, D., Cérémonie, H., Jimenez, A.,
and Villenave, C. (2020). Soil Nematodes as
Indicators of Heavy Metal Pollution: A Meta-
Analysis. Open J. Soil Sci. 10, 579–601.
https://doi.org/10.4236/ojss.2020.1012028.

24. Johnston, E.L., and Roberts, D.A. (2009).
Contaminants reduce the richness and
evenness of marine communities: A review
and meta-analysis. Environ. Pollut. 157,
1745–1752. https://doi.org/10.1016/j.
envpol.2009.02.017.

25. Gurevitch, J., Koricheva, J., Nakagawa, S.,
and Stewart, G. (2018). Meta-analysis and
the science of research synthesis. Nature
555, 175–182.

26. Sala, O.E., Chapin, F.S., Armesto, J.J.,
Berlow, E., Bloomfield, J., Dirzo, R., Huber-
Sanwald, E., Huenneke, L.F., Jackson, R.B.,
Kinzig, A., et al. (2000). Global biodiversity
scenarios for the year 2100. Science (1979)
287, 1770–1774.

27. Urban, M.C. (2015). Accelerating extinction
risk from climate change. Science 348,
571–573. https://doi.org/10.1126/science.
aaa4984.

28. Maxwell, S.L., Fuller, R.A., Brooks, T.M., and
Watson, J.E.M. (2016). Biodiversity: The
ravages of guns, nets and bulldozers.
Nature 536, 143–145. https://doi.org/10.
1038/536143a.

29. Ferlian, O., Eisenhauer, N., Aguirrebengoa,
M., Camara, M., Ramirez-Rojas, I., Santos, F.,
Tanalgo, K., and Thakur, M.P. (2018).
Invasive earthworms erode soil biodiversity:
A meta-analysis. J. Anim. Ecol. 87, 162–172.
https://doi.org/10.1111/1365-2656.12746.
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42. Tsiafouli, M.A., Thébault, E., Sgardelis, S.P.,
de Ruiter, P.C., van der Putten, W.H.,
Birkhofer, K., Hemerik, L., de Vries, F.T.,
Bardgett, R.D., Brady, M.V., et al. (2015).
Intensive agriculture reduces soil
biodiversity across Europe. Glob. Chang.
Biol. 21, 973–985. https://doi.org/10.1111/
gcb.12752.

43. Briones, M.J.I., and Schmidt, O. (2017).
Conventional tillage decreases the
abundance and biomass of earthworms and
alters their community structure in a global
meta-analysis. Glob. Chang. Biol. 23, 4396–
4419. https://doi.org/10.1111/gcb.13744.

44. de Graaff, M.A., Hornslein, N., Throop, H.L.,
Kardol, P., and van Diepen, L.T. (2019).
Effects of agricultural intensification on soil
biodiversity and implications for ecosystem
functioning: A meta-analysis. Adv. Agron.
1–44. https://doi.org/10.1016/bs.agron.
2019.01.001.

45. Scheffers, B.R., Edwards, D.P., Diesmos, A.,
Williams, S.E., and Evans, T.A. (2014).
Microhabitats reduce animal’s exposure to
climate extremes. Glob. Chang. Biol. 20,
495–503. https://doi.org/10.1111/gcb.
12439.

46. Bengtsson, J. (2002). Disturbance and
resilience in soil animal communities. Eur. J.
Soil Biol. 38, 119–125. https://doi.org/10.
1016/S1164-5563(02)01133-0.

47. Rodrı́guez Eugenio, N., McLaughlin, M.J.,
and Pennock, D.J. (2018). Soil Pollution: A
Hidden Reality (Food And Agriculture
Organization Of The United
Nations), p. 142.

48. Wood, T.J., and Goulson, D. (2017). The
environmental risks of neonicotinoid
pesticides: a review of the evidence post
2013. Environ. Sci. Pollut. Res. Int. 24, 17285–
17325. https://doi.org/10.1007/s11356-017-
9240-x.

49. Ferlian, O., Thakur, M.P., Castañeda
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METHOD DETAILS

Six GCs were considered for the meta-analysis: climate change, land-use intensification, pollution, nutrient enrichment, invasive species, and

habitat fragmentation. These were chosen based on the main drivers of biodiversity loss presented in other large-scale works.13,18,112 How-

ever, we note that these GC categories are not on the same hierarchy in terms of cause and effect but are inline with the literature, which has a

lack of consistent terminology.35 For example, we include CO2 together with temperature change in the climate change category, as the pri-

mary literature often tests the direct effects of CO2 on biodiversity (e.g., FACE experiments), rather than as the driving factor (i.e., changing

temperatures).We also note that we did not include ‘land use change/transformation’ as aGC, despite its prevalencewithin the literature. The

number of possible land transitions across the globe, plus the need to rank the transitions by their intensity, which is not always possible,

makes this specific portion of the literature not suitable for this meta-analysis framework. But given the importance of this aspect of GC

we hope that such a meta-analysis is undertaken in the future. Instead, following the definition by IPBES, we only considered land use inten-

sification and habitat fragmentation, but as separate categories to further distinguish them from land use transformation.

Literature search

AWeb of Science search was performed on 15th October 2018 searching all available literature in the Core Collection using a combination of

search terms that captured groups of soil organisms ‘AND’ metrics of biodiversity ‘AND’ GC (see supplementary materials Data S1 for full list

of search terms). This resulted in 24,979 records considered for screening (see Figure S2 for PRISMA diagram).

Screening of titles, abstracts, and main text

Titles and abstracts were screened for suitability. Suitable abstracts mentioned at least one group of soil fauna measured in at least one ‘con-

trol’ site, and one site impacted by a GC (either due to experimental design in the field, laboratory or greenhouse, or a gradient occurring

across a landscape). To aid in screening of titles and abstracts, we used a machine-learning algorithm in the program Abstrackr113 alongside

human-screening. While the abstracts and titles were being manually screened, all papers were being dynamically assigned confidence

scores by Abstrackr. After the manual screening of 9,535 abstracts (of which 6,143 were irrelevant and 3,389 were included), the Abstrackr
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confidence score was 0.58 or under for the remaining 15,444 articles, a low enough value to indicate the remaining articles were not relevant

for the meta-analysis. This cut-off value of 0.58 was chosen based on a quality control procedure in which we randomly sampled 5% of the

records within each 0.1 band of confidence scores, and screened their titles to check that they ‘may be’ suitable or were ‘‘definitely not’’ suit-

able. The cut-off confidence score was then based on the point where the number of ‘definitely not’ suitable papers was the majority of the

titles within a 0.01 band. Thus, the 15,444 articles were not considered further.

The full texts of the 3,389 papers with relevant abstracts and titles were then manually screened. In order to be suitable for the analysis the

article needed to have (1) measured at least one soil fauna group (e.g., earthworms, macro-fauna, oribatid mites) with an alpha-based metric.

Studies that focused on specific species, or manipulated communities were not included. (2) Captured the impact of one or several GCs ac-

cording to our GC-specific inclusion criteria (see supplementary materials), and (3) presented the necessary data (mean values, variance, n’s)

to allow us to calculate an effect size for the meta-analysis. Control sites didn’t have to have zero GC impact, instead they could be sites that

were less impacted by the GC. However, it was important that the control and treatment sites were within the same type of land use and/or

habitat (e.g., comparing the impact of GC within agriculture land or within forested land), to prevent confounding effect of land use change.

There was no requirements for number of replicates, or plot size.

As no definition, catalog, or list exists of organisms considered ‘soil biodiversity’,64 soil fauna was determined based on sampling protocol.

Suitable sampling methods included soil cores, hand-sorting excavated soil blocks, or mustard extraction. Pitfall traps on their own were not

considered suitable, as these data are more representative of activity densities of ground-dwelling invertebrates.114 However, if the pitfall

traps were associated with another method targeting the soil, they were considered suitable.115 Additionally, while soil organisms could

be the target organisms or the non-target organism in pollution (specifically pesticide) studies, they were predominantly the non-target

organism.

Data extraction

Data, such as the control and treatment means, variances, and sampling effort were extracted either from the text, tables, or figures using

Web Plot Digitizer (https://apps.automeris.io/wpd/). To help ensure consistency in data extraction, all project members followed a data

extraction protocol created at the start of the project (see supplementarymaterials Data S2). In addition, data extracted from nearly all articles

were checked by a second individual.

For the control and treatment means, we extracted data related to shifts in the soil community. While we extracted a variety of different

community metrics, in this analysis we focused on metrics of abundance, biomass (both measured as the total of the soil group being

measured), taxonomic richness (either species or genus), and Shannon diversity (an abundance-based community evenness metric116), as

they are standard measurements to investigate GC impacts,18,36,43 widely used (accounting for 95.78% of the data points we extracted),

are considered as Essential Biodiversity Variables (‘‘Community abundance’’117) and are related to ecosystem function.118 Here, we use

the term ‘biodiversity’ to refer to the soil community, when accounting for the different community metrics used in the analysis (see ‘Model

Structure’ below).

When data were presented as a time-series, the last time point in the series was used for the control and treatment means to maximize

independence.49,119,120 When a gradient of impacts was presented, e.g., different fertilizer levels, the most extreme level was used as the

treatment. Data were extracted at the highest level of taxonomic resolution possible but above family level (except enchytraeids, which

are an important group commonly reported only at family level). When presented as functional groups (as is often seen in nematode and

earthworm studies), the data were pooled together into the taxonomic group.

Each study could providemore than one comparison between a control and treatment, henceforth referred to as a ‘case’. Most commonly,

primary papers presented data for multiple community metrics (for example, abundance, biomass and species richness), different taxonomic

groups, different GCs or environmental stressors, or fromdifferent habitat types. Each comparison was extracted as an individual case.Where

a paper presented multiple GCs/environmental stressors, each was extracted independently from any other.

Global change variables

Each case was assigned to one of six main GCs (land-use intensification, habitat fragmentation, climate change, invasive species, pollution,

and nutrient enrichment) based on our own classification system (as set out in the data extraction protocol) as well as the intention of the

original paper.We considered nutrients and pollution separately, given that we had different hypotheses for their effects, and following Beau-

melle et al.39 Here, pollution refers to a change in concentration of substances such as metals, pesticides, and other chemicals, although we

acknowledge that pollution due to excess nutrients occurs as well. This classification also ensured that descriptions andmotivations within the

original paper was also followed, for example, so that a treatment that applied an input to increase nutrients and/or promote plant growth,

was classified as a nutrient enrichment.

In addition, depending on themain GC, each case was also categorized with one environmental stressor (Table 1). The stressor depended

on the main GC, but captured how the GC impacted the local biodiversity. The full list of stressors for all GCs, including those not used in the

modeling, is provided in Table S1. Although the intensity of the treatment was extracted (e.g., rate of application), the treatments were too

varied within and across the different stressors to harmonize or compare. Each environmental stressor was then categorized as either a ‘pulse’

or ‘press’ stressor (Table 1). This was based on the ecological understanding of the stressor in relation to what is expected at the global scale,

as well as the majority of the data in the stressor (e.g., most temperature change was longer term, mean = 3.5 years of treatment, so was as-

signed as a press stressor, as opposed to shorter term ‘heat wave’ events that would have resulted in being assigned as a pulse stressor).
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Predictor variables

For each case, data for model moderators, such as the taxonomic group, body size, soil pH, and habitat type were collected. Taxonomic

names were harmonized to those used by the GSBA64 (Table S2). From the GSBA harmonization, each taxonomic group was assigned to

a body-size category (micro-, meso-, macro-fauna) if that had not already been done by the original author. Body-size categories were

also based on Orgiazzi et al..64 Microarthropods were assigned to meso-fauna, macro-arthropods and macro-invertebrates were assigned

to macro-fauna. Any cases where authors did not classify the data to a taxonomic or size unit (e.g., described as ‘All soil fauna’), were classed

into one category, ‘‘All Sizes’’. The type of habitat the samples were from was also classified into one of six predefined classifications; agri-

culture, grassland, woody, cold/dry, wetlands, or artificial.
Effect sizes

Prior to calculating the effect size for each case, variances that were not already expressed as a standard deviation, were transformed. For

cases wheremeans were zero, variances were assumed to also be zero whenmissing. In two publications, non-zero (<0.1) standard deviations

had been rounded to zero, these were set to 0.01 (in one publication the abundances were <0.1 individuals m2x103, and in the other publi-

cation abundances were between 0 and 50 individuals). Cases that were missing non-zero variances in either the control or treatment were

removed from the analysis, as standard deviations are needed to calculate the effect size used. As the majority of the data missing variances

had been excluded during the earlier screening stages, imputation of missing variances (e.g., Kambach et al.121 Nakagawa et al;122) was

deemed inappropriate.

For each case in the dataset, Hedges’ g,120 a standardized mean difference, was calculated using the metafor package.123 A standardized

mean difference is required when different cases are on different scales,101 and this is a common effect size calculated in ecological meta-

analyses.101 In addition, Hedges’ g is appropriate when zeros are present within either the control or treatmentmeans (n= 127 zeros in control

mean, and n = 159 zeros in treatment mean).101

Four effect sizes were removed from the database due to being extreme outliers of the dataset. The median effect size of the full dataset

was�0.11 and themedian variance was 0.42. Three of the removed data points had effect sizes smaller than�50 (ranging from�95 to�233),

with variances >400 (ranging from 455 to 4538). The fourth datapoint that we removed had an effect size of 184, and variance of 568. Removal

of the four data points had no impact on results. All four outliers were caused by relatively extreme changes in abundances and richness be-

tween the control and treatment.
Model structure

Multi-level random effects models were used for all models,124 using the metafor package.123 All models had a study-level ID (a unique ID to

each primary literature source), with a unique case ID nested within it (each case, regardless of study or GC, was given a unique ID) as random

effects. In addition, the community metric (abundance, biomass, taxonomic richness, Shannon diversity) was used as a crossed-effect within

the randomeffects.125Our dataset was heavily skewed toward effect sizes based on abundance data (71%of cases) preventing a robustmodel

during a priori explorations when the community metric was used as a fixed effect interacting with other variables of interest. While the ideal

modeling structure would have the community metric as a fixed effect, this current approach allows the variation associated with the com-

munity metric to still be accounted for. However, it was noted that although the community metric used in each case resulted in significantly

different impacts on the effect size, all resulted in a negative impact (Figure S1).

For most of themodels, the fixed effects were all structured similarly. For eachmodel, the variable of interest (i.e., GC or the environmental

stressor) was interacted with body size. The interaction was then tested with a Wald-Type test (‘anova’ function in metafor), and removed if

p > 0.01. If the interaction was removed the singular effects were then tested, and removed if p > 0.01. Main effects were retained if the inter-

action was retained. The same process was repeated using methods analogous to the Knapp-Hartung method for model selection, namely

using an F-distribution within the ‘anova’ function in the metafor package. However, model selection results did not change, thus are not pre-

sented. All models used a compound symmetry variance structure, and were fitted with restricted maximum-likelihood. Additionally, each

effect size was weighted by the inverse of the variance-covariance matrix of the sampling errors (the default weighting in the metafor

package).

Five broad groups of models were created. Firstly, a model was createdwith the six main GCs (hereafter, ‘mainmodel’), where the six main

GCs were the variable of interest, and the entire dataset was used. Secondly, using only the data for one GC at time (i.e., just data relating to

climate change), amodel was createdwhere the variable of interest was the environmental stressor (Table 1; ‘environmental stressormodels’).

Not all data for each GC was used in the environmental stressor models, as some environmental stressors had too little to provide robust

coefficients. Thirdly, to determine how responses vary across taxonomic groups, the dataset was subset to the four most represented taxo-

nomic groups: Acari, Collembola, earthworms, and nematodes. These were not only well represented across the six GCs, but well distributed

across all environmental stressors within the GCs. These four groups were then used as the variable of interest in one model (‘taxonomic

model’); however, body size was not included in this model. To determine if the habitat type influenced the response, a model was created

using themain six-level GC classification, habitat type, and the interaction between the two (‘habitatmodel’). Finally, a fifthmodel was created

with soil pH (‘soil pH model’) as the variable of interest. Data on soil pH was only available for 1715 cases, and as Habitat Fragmentation only

had 3 data points with pH it was not included as a GC within the model. Model simplification occurred as previously described.
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Publication bias

Funnel plots were produced from the final main model and all the environmental stressor models, and therefore account for any covariates

that were retained in the model. Funnel plots were produced using the ‘funnel’ function in the metafor package.123

To evaluate and address publication biases in the meta-analysis, we applied a two-step process based on methods in Nakagawa et al.65

The first step involves establishing whether publication bias, in terms of small-study effects and decline effects/time-lag bias, were present in

the datasets. Small-study effects inmeta-analyses arewhere studies with lower sample sizes have the largest effects,126 while a decline effect is

when effect sizes vary with time, often reducing in magnitude over time.101 The second step involves correcting the model estimates for the

biases that have been found. The two-step process was undertaken based on the main model, as well as each of the environmental stressor

models.

For the first step,multi-level randomeffectsmodels were created for themainmodel and the environmental stressormodels with the same

random-effects structure as above. The response variable was the standardized effect sizes, with moderators of the standard error of each

effect size (i.e., the square root of the sampling variance of the effect size) and the year the original data were published (publication year,

as a centered variable, i.e., centered on the mean year), both testing for biases. Other moderators included the GC, or the environmental

stressor, depending on the model, and body size if it was a significant variable in the original model. No interactions were included among

the moderators. A significant slope in the standard error predictor variable would indicate presence of small-study effects. A significant slope

for the publication year variable, would indicate decline effects/time-lag bias.

Whenever one of the publication bias predictors (standard error or publication year) was significant, we applied the second step of the

process and fitted a multi-level random effects model to adjust model estimates to account for these biases. As in the first step, a multi-level

random effects model was created with the same random effects and response variable. Predictor variable would include the sampling vari-

ance of the effect size, publication year (centered on the mean year), GC or environmental stressor (depending on the dataset being tested),

and body size if it was a significant variable in the original model. The coefficients from this model could then be compared with the original

model, to ascertain whether results remain robust when accounting for biases.

All analyses were performed in R.127 The dataset used in the analysis is available: https://doi.org/10.5281/zenodo.6903152. The R code for

data preparation and analysis, as well as the protocol for paper screening and data extraction can also be accessed: https://github.com/

helenphillips/GCimpactsSB.
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