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Abstract

Pathogens are ubiquitous and a constant threat to their hosts, which has led to the evolution of 

sophisticated immune systems in bacteria, archaea and eukaryotes. Bacterial immune systems 

encode an astoundingly large array of antiviral (antiphage) systems, and recent investigations 

have identified unexpected similarities between the immune systems of bacteria and animals. In 

this Review, we discuss advances in our understanding of the bacterial innate immune system 

and highlight the components, strategies and pathogen restriction mechanisms conserved between 

bacteria and eukaryotes. We summarize evidence for the hypothesis that components of the 

human immune system originated in bacteria, where they first evolved to defend against phages. 

Further, we discuss shared mechanisms that pathogens use to overcome host immune pathways 

and unexpected similarities between bacterial immune systems and interbacterial antagonism. 

Understanding the shared evolutionary path of immune components across domains of life and the 

successful strategies that organisms have arrived at to restrict their pathogens will enable future 

development of therapeutics that activate the human immune system for the precise treatment of 

disease.

Table of content:

In this Review, Ledvina and Whiteley highlight the key similarities between eukaryotic and 

bacterial innate immune systems, exploring conserved immune components and signaling 

strategies, as well as conserved mechanisms for pathogen restriction.

Introduction

Pathogens are a ubiquitous threat faced by all domains of life. To defend themselves against 

pathogens, host organisms deploy sophisticated, multicomponent immune systems. There 

are two main categories of immune systems: innate and adaptive. Innate immune systems 

are largely invariant and recognize conserved signatures or patterns of pathogenesis to elicit 

rapid immune responses1. By contrast, adaptive immune systems vary across a population 

and are targeted to specific pathogens based on previous exposures. Bacteria and mammals 
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have both innate and adaptive immune systems. Although the adaptive immune system of 

bacteria (CRISPR–Cas) and mammals (for example, T cells, B cells and antibodies) share 

many parallels, in this Review we focus on the commonalities of their innate immune 

systems.

Historically, our understanding of innate immune signaling has been led by investigation of 

animals. One of the best examples is detection of bacterial lipopolysaccharides (LPS, also 

known as endotoxin) by Toll-like receptor 4 (TLR4)2. Almost all Gram-negative bacteria 

produce LPS as a critical component of their outer membrane. Mammalian cells exploit 

this aspect of bacterial physiology by detecting LPS as a hallmark of infection via the 

transmembrane receptor TLR4. The extracellular domain of TLR4 binds LPS, becomes 

activated and relays that signal by indirectly activating transcription of inflammatory genes. 

TLR4 does not require previous exposure to LPS and the genes encoding TLR4 are 

conserved across a population. LPS is an ideal ligand for innate immune detection because it 

is conspicuous (that is; not produced by other organisms or under other circumstances) and 

crucial (that is; it cannot be mutated or altered by the bacterium without substantial fitness 

cost).

Although it was previously thought that bacterial innate immune pathways were limited 

to restriction–modification systems, we now appreciate this was a vast underestimate. 

Over the past several years an expansive array of bacterial innate immune pathways has 

been discovered that defend against phage infection. The rapidly growing list of candidate 

antiphage pathways led to a surprising finding: some proteins within these pathways are 

structurally homologous to human innate immune proteins (Box 1). In this Review, we aim 

to highlight the key similarities between eukaryotic and bacterial innate immune systems.

For the purposes of this Review, we define an immune system as a collection of multiple 

immune pathways that combat a wide range of threats. In turn, each immune pathway 
(synonymous with antiphage systems) is composed of individual immune components. 
We highlight three different areas of similarity between bacteria and eukaryotic innate 

immune systems. These similarities encompass evolutionary relationships demonstrated by 

homologous proteins, and thematic similarities that unify otherwise unrelated innate immune 

pathways.

First, we discuss conserved immune components. Second, we highlight conserved 

signaling strategies that extend beyond clear evolutionary relationships and illustrate shared 

overarching themes and mechanisms of signaling. Third, we look at conserved mechanisms 

used by hosts for pathogen restriction (Fig. 1).

Conserved immune components

This section highlights the components (proteins and small molecules) of bacterial and 

human innate immune systems that share homology (Fig. 2). These components are the 

building blocks of immune pathways. Assembling a functional pathway requires a sensor 
that recognizes that a pathogen is present, a signal transducer or amplifier that relays the 

signal, and an effector that executes the immune response (Fig. 1). Each component can be a 

separate protein or molecule, or a single protein can facilitate multiple processes.
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The sensor component of innate immune systems must detect a stimulus that is specific 

to infection but distinct from other general signs of cellular stress. Further, the stimulus 

must be crucial to pathogen fitness to prevent pathogen immune evasion through altered 

stimulus production. Innate immune sensors have overcome these challenges by recognizing 

pathogen amino acid motifs that are essential to protein function, pathogen genomes or 

nucleic acids, and by monitoring host pathways for hijacking by pathogens. The signal 

transducer component has two important roles: amplification and threshold setting. By 

constructing a signaling pathway with an intermediary between sensor and effector, a 

few activated sensors can result in stoichiometrically more active effectors. However, by 

tuning the amount of signal transducer required for effector activation, a minimum threshold 

for signaling can be set. Finally, the effector component must limit pathogen replication, 

typically by directly targeting the pathogen or by removing an essential resource or growth 

niche.

This section is organized by the homologous immune components found in human 

(eukaryotic) antimicrobial signaling pathways and bacterial phage-defense systems. We will 

first discuss general features of the component, then specific details and examples found 

in the human and bacterial immune pathways, and finally contrast how components have 

diverged. A portion of these components are also found in plants and fungi. Homology 

between immune components is rarely detectable in the amino acid sequence and instead 

is found in shared structural features. The unambiguous conservation of protein structure 

establishes that these components evolved from a common ancestor, yet their species 

distribution is atypical for highly conserved proteins. In the section Horizontal gene transfer 

of immune components, we discuss what structural homology and species distribution mean 

for the evolutionary origin of immune components.

cGAS and CD-NTases—Metazoan cyclic GMP–AMP synthase (cGAS) and bacterial 

CD-NTase family enzymes are sensors that generate nucleotide second messengers in 

response to infection. These second messengers interact with and activate downstream 

effector proteins that mediate an appropriate immune response (Fig. 2a).

Mammalian cGAS is activated by binding double-stranded DNA in the cytoplasm3. DNA 

binding induces a conformational change that activates the production of the cyclic 

dinucleotide second messenger 2′,3′ cyclic GMP–AMP (2′,3′-cGAMP)3,4 (Fig. 2a). 

Eukaryotes encode a large variety of cGAS-like enzymes5. In insects, cGAS-like receptors 

(cGLRs) have diversified substantially with one member producing 3′,2′-cGAMP (instead 

of 2′,3′-cGAMP) in response to double-stranded RNA6,7. The human genome encodes 

many proteins that are structurally homologous to human cGAS8. The best-characterized 

belong to the 2′−5′-oligoadenylate synthetase (OAS) family, which sense double-stranded 

RNA to produce linear 2′–5′ oligoadenylate, which, in turn, activates RNase L to destroy 

invading RNA viruses and host RNAs9 (Fig. 2b). Some metazoan cGAS-like enzymes are 

paralogs of cGAS, such as MB21D2 (Ref. 5); however, it is unclear whether other cGAS 

structural homologs, such as OAS, evolved as a radiation of cGAS in metazoans or by 

distinct horizontal gene transfer events from bacterial CD-NTases.
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Structure determination of a bacterial 3′,3′-cGAMP synthase, dinucleotide cyclase in 

Vibrio (DncV), led to the astonishing finding that cGAS and DncV adopt homologous 

DNA polymerase β-like nucleotidyltransferase folds10. Computational, biochemical and 

structural studies showed that cGAS and DncV structural homologs are encoded by >10% 

of bacteria11,12 and a portion of archaea13. Moreover, it was shown that subtle changes in 

their active sites enable the synthesis of various cyclic di- and even trinucleotides11,14. 

These proteins were named cGAS/DncV-like nucleotidyltransferases (CD-NTases), and 

they contain a second messenger oligonucleotide or dinucleotide synthetase (SMODS) 

protein domain, and each is encoded alongside an effector protein (also referred to as 

a receptor protein)11,12,15. CD-NTase operons are conserved12 and can be classified into 

four different subtypes13. Two subsequent studies demonstrated that these operons are 

antiphage, functionally linking them to human cGAS. It was shown that CD-NTase operons 

are enriched within defense islands and that they produce cGAMP in response to phage 

infection, and they were thus named cyclic oligonucleotide-based antiphage signaling 

systems (CBASS)15. Another study characterized a different subtype of these operons and 

demonstrated that CD-NTase activation was both positively and negatively regulated by 

other CBASS operon-encoded genes16. Both groups showed that second messengers that are 

synthesized by CD-NTase activate effector proteins to initiate programmed cell death15–17, 

so called ‘abortive infection’, which altruistically halts the viral lifecycle through suicide of 

the infected cell (Fig. 2a).

cGAS and CD-NTases both couple pathogen stimuli to nucleotide second messenger 

production, but the phage stimuli for CD-NTase activation remains poorly understood. A 

CD-NTase from Staphylococcus schleiferi is activated by a structured phage RNA, however 

it is unclear how widespread this mode is across CBASS systems18. The zinc ribbon used 

by mammalian cGAS to bind DNA is not present in bacterial proteins and emerged recently 

in animals10,19. It is possible, but unknown, if the mechanism for bacterial CD-NTase 

phage-sensing is conserved in some eukaryotic cGAS homologs.

STING—The stimulator of interferon genes (STING) proteins are effector proteins that 

are activated by cyclic dinucleotides; binding induces a conformational change in the 

effector that leads to the initiation of immune signaling20. STING proteins typically function 

downstream of cGAS and CD-NTase enzymes, which produce cyclic dinucleotides. STING 

proteins can have multiple domains. The conserved domain that defines STING-like proteins 

is the C-terminal cyclic dinucleotide-binding domain, which can be fused to various N-

terminal transmembrane or Toll/interleukin-1 receptor (TIR) domains21–24.

STING was discovered in mammals where it was shown to be essential for the induction 

of type I interferon in response to cytoplasmic DNA4. It was later shown that STING 

was activated by binding 2′,3′-cGAMP, which was produced by cGAS following sensing 

of foreign or mislocalized DNA in the cytoplasm. STING can also bind other cyclic 

dinucleotides that are produced by bacteria. Nucleotide-binding induces a conformational 

change in STING that results in filamentation and clustering, which leads to interferon 

and NF-κB signaling. cGAS–STING-dependent signaling is crucial for defense against 

certain viral and bacterial infections, and effectiveness of some cancer immunotherapies in 
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humans4,25 (Fig. 2a). Animal STING is predominantly transmembrane but, in rare instances, 

is fused to TIR domains instead21–24.

STING homologs are found in bacteria (bSTING) encoded in operons with CD-

NTases15. These proteins are activated by binding their cognate CD-NTase-derived cyclic 

dinucleotide22 (Fig. 2a) and, excitingly, activation results in filamenting and clustering, 

the same conformations adopted by activated animal STING23. The activated conformation 

is the result of structural changes in the C-terminal STING cyclic dinucleotide-binding 

domain, which is the core region shared between bacterial and animal homologs. bSTING 

N-terminal domains vary, but each are expected to coordinate cell death when activated by 

conformational changes or oligomerization induced upon cyclic dinucleotide binding21,22. 

The STING cyclic dinucleotide-binding domain functions analogously to another cyclic 

oligonucleotide-binding domain encoded adjacently to CD-NTases, called SAVED, which 

also filaments and clusters in response to ligand binding but is confined to bacteria 

and archaea26 (Fig. 2a). CD-NTase–bSTING operons have not been shown to defend 

bacteria against phage possibly because only a few instances of these operons have been 

identified to date and because the organisms in which they are encoded are incompatible 

with heterologous experimental systems22. Despite these technical limitations, CD-NTase–

bSTING operons are a type I CBASS systems and this family of genes is uniformly 

antiphage, which suggesting that CD-NTase–bSTING operons might have a similar role.

Like cGAS and CD-NTases, STING is hypothesized to have originated in bacteria prior 

to being assimilated by the animal germline through horizontal gene transfer20,21,24. Of 

note, the STING domain is markedly absent from archaea and plants. Mammalian STING 

has four transmembrane domains, a soluble cyclic dinucleotide-binding domain, and a 

C-terminal tail that indirectly activates interferon production to limit viral replication27. 

Bacteria do not have interferon; however, many animals also do not encode interferon 

pathways. The Cnidaria Nematostella vectensis lacks interferon but uses a STING homolog 

that does not encode a C-terminal tail to initiate antimicrobial signaling28. This suggests 

that interferon signaling was acquired after horizontal gene transfer to animals. These 

observations and others imply that STING signaling in animals extends beyond interferon 

induction, perhaps resembling an undescribed mechanism found in bacteria.

NLRs and STAND NTPases—Nucleotide-binding domain and leucine-rich repeat 

containing gene family (NLR) proteins are innate immune components containing a core 

NTPase domain that is conserved in animals29, fungi30,31, plants32 and bacteria33–36(Fig. 

2b). These NTPase domains are members of the signal transduction ATPases with numerous 

domains (STAND) class of P-loop NTPases37. The function of the NTPase domain in 

NLRs and NLR-related proteins is to link a C-terminal sensor with an N-terminal effector 

region, mediating oligomerization and conformational changes to sensitively and specifically 

activate effector functions in response to infection29,37,38.

STAND NTPases are divided into families based on signature motifs37. Within eukaryotic 

immune signaling, animals use STAND NTPases39 and NLRs with NACHT (NAIP, CIITA, 

HET-E and TP1 proteins) modules, plants use NLRs that encode a subdivision of AP-

ATPases called NB-ARC modules37,40, and fungi encode NACHT and AP-ATPases41 
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(Fig. 2b). NACHT and AP-ATPase NTPases function in a similar manner but have 

divergent evolutionary histories. Human NLRs such as the NAIP–NLRC4 inflammasome 

sense conserved pathogen-associated molecular patterns and activate inflammation and cell 

death42. Similarly, the plant NLR (also called R-proteins that form the resistosome) ZAR1 

senses effectors secreted by diverse pathogens and activates cell death via pore formation43 

(Fig. 2b). Although not thought of as ‘classic’ innate immunity, NACHT modules in fungi 

function in self–non-self discrimination during heterokaryon incompatibility, which limits 

viral transmission30,31.

Within bacteria, proteins that encode a NACHT modules or additional clades of STAND 

NTPases are antiphage33–36 (Fig. 2b). NACHT module proteins can be considered NLR-

related because they are evolutionary ancestors of human NLRs and conceptually similar 

to NLRs, but do not uniformly encode the leucine-rich repeats required to be designated a 

NLR34. Phylogenetic analysis suggests that NACHT domains diversified in bacteria prior to 

being acquired horizontally by animals and fungi34. NACHT and AP-ATPase domains can 

also be found in archaea but they have not been investigated for antiviral signaling34,37.

For NLR and NLR-related proteins infection sensing, signal amplification and effector 

activation are encoded in one open reading frame. A shared mechanism of sensing for 

these proteins is to recognize fundamental molecular features of their stimuli (for example, 

conserved amino acid residues). The bacterial Avs proteins even detect conserved structural 

motifs of stimulating proteins33. However, there are also many variations on sensing as some 

NLRs detect the activity of pathogen effectors, such as plant NLRs RGA5 and Pik-1 (Ref. 
44), rather than the proteins themselves. Finally, effector regions of NLR and NLR-related 

proteins can either indirectly initiate signaling by recruiting additional proteins, such as 

caspases recruited by mammalian NLRs42, or have a direct enzymatic activities, such as TIR 

domains33,34 (Fig. 2b).

Gasdermins—Gasdermins are effector proteins that, following activation, initiate cell 

death by forming pores in the cell membrane. Gasdermin proteins are held in an inactive, 

soluble confirmation by their C-terminus. Proteolytic cleavage releases the N-terminal 

fragment, which inserts into the membrane, oligomerizes to form a large pore, and results in 

unrestricted flux through the pore in addition to destabilizing membrane integrity45–47.

Gasdermin D was first discovered in mammals as an effector of pyroptosis, which is 

an inflammatory form of cell death that results from activation of inflammasomes47 

(Fig. 2b). In that pathway, NLR proteins sense infection and initiate signaling through 

recruitment of specific caspase proteases. Caspases are signal transducers and amplifiers that 

cleave multiple targets, including Gasdermin D, which releases the membrane-disrupting 

N-terminal fragment47. In bacteria, Gasdermins are effectors in antiphage pathways that are 

activated by a cognate peptidase encoded in the same operon45 (Fig. 2d). The peptidase 

belongs to one of multiple protease families, is essential for Gasdermin activation, and is 

hypothesized to be the sensor of phage infection45. Gasdermins are also found in fungi 

where they initiate cell death in response to heterokaryon incompatibililty46,48. Interestingly, 

Gasdermins are not encoded by plants or archaea, which suggests horizontal gene transfer 
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has an important role in Gasdermin evolution21 (see Horizontal gene transfer of immune 

components).

Viperin—Viperins are a family of potently antiviral enzymes that act as effectors by 

modifying ribonucleotide triphosphates to produce molecules that are unusable for viral 

genome replication and/or transcription49. As such, upon incorporation of these molecules 

into a the genome or transcripts of the pathogen, replication is limited and pathogen growth 

is restricted.

Viperin was first identified in mammals where the gene is substantially upregulated by type 

I interferon signaling50. Upon synthesis of the protein, human viperin converts cytidine 

triphosphate (CTP) to 3′-deoxy-3′,4′-didehydro (ddh)-cytidine triphosphate (ddhCTP), 

causing chain termination of elongating RNA strands and thereby limiting RNA virus 

genome replication and transcription of viral genes51 (Fig. 2c). Bacteria and archaea encode 

viperin homologs that inhibit phage replication by a similar mechanism; however these 

proteins modify a wide-array of nucleotide triphosphates (NTPs) and produce ddhNTP 

nucleotide derivatives from CTP, guanosine triphosphate (GTP) and uridine triphosphate 

(UTP)52 (Fig. 2c).

TIR domain-containing proteins—Toll/interleukin-1 receptor (TIR) domains are central 

components in numerous immune pathways and adopt a core structure with a catalytic 

activity separating two distinct subtypes of TIR: non-enzymatically active and enzymatically 

active53. Non-enzymatically active TIR domains are predominantly found in the intracellular 

domains of the membrane-spanning Toll-like receptors (TLRs) where they coordinate 

signaling via an adapter protein54. Enzymatically active TIR domains catalyze reactions 

that use NAD+, either by degrading NAD+ en mass to alter crucial cellular processes 

(for example, human SARM1 (Ref. 55), bacterial effector proteins in CBASS22, STAND 

NTPases33,34, Pycsar56 antiphage systems and plant RBA1 (Ref. 57)) or by converting 

NAD+ into a second messenger (for example, Thoeris antiphage system58 and flax plant 

TNL L7 (Ref. 59))(Fig. 2d). It has been hypothesized that the massive disruption in NAD+ 

and NADH levels results in cell death, which indirectly limits pathogen replication. TIR 

domains have therefore been implicated in two steps of the immune response: signal 

amplification (NAD+-derived second messengers) and pathogen restriction (NAD+ and 

NADH depletion).

TIR domains, which were originally identified in eukaryotes, were the first immune 

component recognized to be shared in bacterial and human innate immune pathways. 

Enzymatically active TIR domains are broadly distributed in bacteria, archaea and 

eukaryotes56,60 (Fig. 2d). Interestingly, non-enzymatic TIR domains are confined to animal 

and plant cells, which suggests this modification evolved later. It is also of note that 

synthesis of a NAD+-derived second messenger and depletion of NAD+ levels are not 

mutually exclusive as conversion to a second messenger may also deplete the usable pool of 

NAD+.

E1 and E2 domain-containing proteins—E1 and E2 domain-containing proteins are 

modulators of signal amplification in innate immune pathways. In general, these proteins 
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mediate post-translation modifications to targets that alter their fate and function. Within 

immune signaling E1- and E2-mediated modifications have been demonstrated to potentiate, 

license and limit immune responses.

E1 and E2 proteins and their respective protein domains are most notorious for their role 

in eukaryotes where they mediate ubiquitin and ubiquitin-like protein conjugation to targets 

(typically proteins but also other molecules)61. Conjugation to ubiquitin results in target 

protein degradation, enzyme activation, changes in protein localization and numerous other 

cellular processes. In eukaryotes, substrates (ubiquitin-like protein) of E1 and E2 proteins 

are restricted to β-grasp proteins, including SUMO and the immune modulator ISG15 (Ref. 
62).

More recently, E1 and E2 domains have also been identified within a subset of bacterial 

antiphage pathways12,63,64. In type II CBASS, E1 and E2 domains are found in a fusion 

protein named CD-NTase associated protein 2 (Cap2), which catalyzes ligation of the 

C-terminus of a substrate protein to a target molecule63,64 (Fig. 2a). However, Cap2 does 

not modify the C-terminus of a β-grasp family protein like ubiquitin, instead, Cap2 modifies 

the C-terminus of a CD-NTase, ligating the CD-NTase to proteins in vivo. Ligation of the 

CD-NTase to a target increases that activity of the enzyme, thereby priming the CD-NTase, a 

process required for phage defense63,64. The physiological target of CD-NTase ligation and 

the mechanism for increased enzyme activity are not known.

Cap2-mediated regulation of CD-NTases is similar to E1- and E2-mediated regulation of the 

human immune sensor RIG-I, which is ubiquitinated upon pathogen sensing to alleviate an 

autoinhibitory domain and enable robust signaling65,66. In this way, E1 and E2 domains are 

important regulators of immune signaling in bacteria and mammals. In the future, we expect 

additional examples of bacterial E1 and E2 domains that regulate immune signaling will be 

discovered, as there are additional candidate and verified antiphage systems encoding these 

domains, Cap2 homologs, and even β-grasp proteins62–64,67,68. An exciting avenue of future 

investigation will be understanding specific and general mechanisms that β-grasp proteins 

from bacteria and humans (for example, ISG15) use to protect against viral infection69,70.

HORMA and Trip13—HORMA proteins dynamically regulate various cellular processes 

through a conserved mechanism of protein–protein interaction. HORMA proteins bind 

‘closure motifs’ on their protein partners to adopt a ‘closed’ state, and thyroid receptor-

interacting protein 13 (Trip13; also known as Pch2) AAA+ ATPases disassemble HORMA–

partner complexes, converting HORMA proteins back to an ‘open’ state71. In eukaryotes, 

HORMA proteins are involved in recombination during meiosis, the mitotic spindle 

assembly checkpoint and DNA repair71. Bacteria encode homologs of HORMA proteins 

in type III CBASS systems, sometimes in two copies named Cap7 and Cap8, and Trip13-like 

proteins named Cap6. HORMA proteins are required for CD-NTase activation in these 

systems whereas Trip13-like proteins are negative regulators of CBASS signaling16,17. 

Although HORMA and Trip13 proteins are not involved in the eukaryotic immune response, 

their evolutionary connection to antiphage components is striking, which suggests that more 

than just immune signaling and modulation evolved from antiphage signaling.
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Argonautes—Argonautes are guide-directed nucleic acid-binding proteins encoded by 

animals, fungi, plants, bacteria and archaea72. Central to Argonautes are the middle (MID), 

P-element-induced wimpy testis (PIWI), and PIWI–Argonaute–Zwille (PAZ) domains which 

together coordinate loading of a guide RNA (or rarely DNA) to direct the protein to a 

homologous RNA or DNA target molecule. Binding to a target typically activates the PIWI 

domain, which results in target degradation and/or silencing72,73.

Argonautes were first characterized in eukaryotes where they are involved in numerous 

processes including gene regulation, generation of regulatory RNAs, and defense against 

invading nucleic acids or transposons. Their primary role in animals and humans is not 

innate immunity, but instead gene regulation72,73. Bacteria and archaea encode two distinct 

families of Argonautes, long pArgos and short pArgos, both of which defend against 

invading nucleic acids such as phages and plasmids. Long pArgos are more closely related 

to those found in eukaryotes and possess a true PAZ domain and a catalytically active PIWI 

domain. Short pArgos lack a canonical PAZ, instead encoding for an analog of PAZ (APAZ 

domain) and have catalytically inactive PIWI domains. Short pArgos do not directly degrade 

target molecules, but instead recruit accessory proteins which trigger abortive infection72. 

In bacteria, the precise mechanism of guide generation remains unclear; however, unlike 

CRISPR, preexposure to the threat is not required and therefore Argonautes seem to be a 

component of the bacterial innate immune system.

Conserved immune signaling strategies

This section highlights the signaling strategies that are similar between bacterial and 

eukaryotic immune systems. Although the individual components may not share a common 

ancestor, innate immune pathways often converge on shared concepts of sensing and signal 

transduction. These observations suggest there are ‘optimal strategies’ that enable cells to 

sensitively detect infection and amplify signaling, but only initiate an effector response when 

a threshold has been met. Common strategies are used to organize this section. Although 

they are presented separately, they are not mutually exclusive, and a given pathway can use 

more than one strategy.

PAMP–PRR—Pathogen-associated molecular patterns (PAMPs) are highly-conserved 

molecules that are detected by pattern recognition receptors (PRRs)1,74 (Fig. 1a). This 

simple ligand–receptor signaling strategy relies on PRRs evolving to recognize PAMPs that 

are crucial to the physiology or lifestyle of a pathogen. In this way, pathogens cannot easily 

evade agonizing PRRs because stopping to produce a PAMP would come at a high fitness 

cost. The PAMP–PRR immune strategy was first described in eukaryotes and a classic 

example is the PAMP bacterial flagellin binding to and activating the PRR complex NAIP5–

NLRC4 (Ref. 75). Bacteria cannot simply mutate to evade detection because the flagellin 

motifs detected by NAIP–NLRC4 are essential to flagellin function75,76.

Although one might have predicted that the broad mutational landscape available to phage 

(owing to their short generation time and high replication rate) eliminated this strategy 

for bacterial immune systems, there are three clear examples of PAMP–PRR signaling in 

bacterial phage defense systems. The CapRelSJ46 system binds to and is activated by phage 
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capsid77, the DSR system binds to and is activated by phage tail tube78, and the AVAST 

STAND NTPases Avs3 and Avs4 bind to and are activated by phage terminase and portal, 

respectively33. Bacterial PRRs recognize phage PAMPs that fulfill specialized roles in virion 

morphogenesis, thus limiting the availability of immune evading mutations to alleles that 

still produce functional proteins. For example, the capsid motif detected by CapRelSJ46 is 

essential for capsid assembly and cannot be mutated77. However, a pitfall of this strategy 

is that the CapRelSJ46 interaction with capsid is specific to the amino acid sequence of 

a single phage species77. Surprisingly, this is not a universal limitation. AVAST STAND 

NTPases can detect discrete structures of phage PAMPS. Avs 1, 2 or 3 detected terminase 

and Avs4 detected portal from a wide range of phages that share ≤5 % sequence identity33. 

Recognizing protein structure may limit the availability of escape mutations to phage. It 

is possible PRR detection of PAMP structures may also be found in eukaryotes or more 

broadly in phage defense, an exciting area for future investigation.

Self and non-self discrimination—Host organisms can modify their cellular 

components with chemical modifications to mark them as self thereby enabling unmodified 

components, such as those from a pathogen, to be distinguished as non-self and stimulate 

an immune response (Fig. 1a). This signaling strategy is highly effective as the chemical 

marker for self can vary between hosts. A limitation is that the target cellular component 

must be sufficiently tolerant of modifications and modified quickly enough to avoid 

autoimmunity. Perhaps the best example is restriction–modification (RM) in bacteria79. 

Conventionally, these pathways methylate host DNA (for example, the chromosome) to 

designated it as self. Upon infection, a phage genome without the proper methylation pattern 

is recognized as non-self and cut, halting infection80. Humans use a conceptually similar 

strategy of self–non-self discrimination for RNA using a 5′ cap structure81–83. In this case, 

host transcripts and other RNAs are appropriately modified with a chemical cap on their 

5′ end to designated them as self. This cap not only targets the RNA for translation but 

also protects against exonucleases83. During an infection, viral (or other pathogenic) RNA 

is often not capped and is destroyed by host cells, limiting infection84. Further, uncapped 

RNAs are more stimulatory to the human innate immune sensors RIG-I and MDA5, which 

induce type I interferon in response to double-stranded RNA81,82. Viruses counter with 

multiple evasion mechanisms, including cap-snatching, whereby a virus will hijack the 5′ 
end of the host RNA in order to protect its own transcripts85.

Effector-triggered immunity—Effector-triggered immunity was first discovered in 

plants and describes a common immune signaling strategy that recognizes infection 

through pathogen-specific activities86. The term ‘effector triggered immunity’ is often 

used interchangeably with ‘guard-based immunity’ and ‘decoy-based immunity’. Combined, 

these terms refer to an immune pathway that is activated through the action of pathogen-

encoded effectors, as opposed to molecules (for example, PAMPs)86 (Fig. 1a). Bacteria 

and eukaryotes both use effector-triggered immunity to detect pathogens. An example 

in humans is NLRP1b, which is natively held in an inactive confirmation until the 

activity of a bacterial effector or toxin inadvertently releases an active NLRP1b fragment 

that is capable of signaling87–89 (Fig. 1c). An example in bacteria is the retron system 

Ec48, which monitors the RecBCD nuclease for perturbations by phage inhibitors90,91. 
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Core processes such as transcription and translation are also frequently monitored for 

sensing infection. Mammalian cells link pathogen detection to inflammation by monitoring 

translation using constitutively produced NF-κB inhibitors that are depleted when bacteria 

like Legionella pneumophila inhibit translation using secreted effectors92. Bacteria detect 

phage by monitoring transcription using a constitutively produced antitoxin ToxI, which 

is depleted when phage inhibit transcription, releasing the RNase ToxN that aborts phage 

infection93,94.

Another variation on effector-mediated immunity found in eukaryotes and bacteria is 

immune proteins monitoring themselves or other immune pathways. In humans, interferon 

transcription is silenced by MORC3 and MORC3 is itself also a restriction factor for 

viruses95,96. When pathogens such as herpes simplex virus type 1 inhibit or degrade 

MORC3 to evade MORC3-mediated restriction, this alleviates silencing of type I interferon 

and results in alternative antiviral signaling96. In bacteria, PrrC is normally silenced 

by a linked restriction–modification system. When the restriction–modification system is 

inhibited by phages, PrrC is activated and cleaves tRNAs97. The effector-mediated immunity 

strategy enables organisms to discriminate between threats, detect various pathogens, and 

activate alternative immune pathways to counter immune evasion.

Nucleotide second messenger-based signal amplification—A key step in every 

immune pathway is signal amplification because detecting an invading pathogen may be 

a rare (or rarely successful) event. A common mechanism for signal amplification found 

in innate immunity is production of a nucleotide second messenger (Fig. 1b). In these 

pathways, a sensor synthase becomes activated either through direct binding of a PAMP 

or through an indirect mechanism, which leads to enzymatic production of the signal 

transducing and amplifying nucleotide second messenger5,98. These molecules go on to 

allosterically activate effector proteins, which results in an immune response (Fig. 1c). 

Nucleotide derivatives make excellent second messengers because they are synthesized from 

abundant reactants (nucleoside triphosphates), highly soluble, able to diffuse throughout 

cells and easily recycled when degraded99. Nucleotide second messengers come in many 

forms. Cyclic mono-, di- and trinucleotides are used in CBASS11,15,100 and Pycsar56 

antiphage pathways as well as the cGAS–STING pathway of metazoans101. Linear and 

cyclic oligoadenylate are used in type III CRISPR102,103 and the animal OAS-RNase L98 

immune pathways. Cyclic ADP-ribose second messengers derived from NAD+ are used 

by the Thoeris antiphage pathway104 and the RPP1 protein in plants105,106. Nucleotide 

second messengers are produced by enzymes with a wide variety of protein folds, some are 

conserved across domains of life and others unrelated. A distinct benefit of these pathways 

is that the genes encoding effector proteins that bind second messengers can be interchanged 

in a modular fashion so long as they recognize the same second messenger. However, a 

weakness of these systems is their susceptibility to pathogen-encoded phophodiesterases that 

degrade signaling molecules (Box 2).

Oligomerization-based signal amplification—Perhaps the most pervasive mechanism 

of signal amplification is protein oligomerization. In this strategy, an immune protein 

is in an inactive confirmation until pathogen sensing, which triggers a confirmational 

Ledvina and Whiteley Page 11

Nat Rev Microbiol. Author manuscript; available in PMC 2025 January 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



change that leads to recruitment and oligomerization of additional monomers (Fig. 

1b). Oligomerization can cluster activated monomers of the same protein (for example, 

gasdermins45–47, enzymatic TIR domains 23,26,107, NLR108 and NLR-related proteins33) or 

cluster different subunits of a signaling complex (also known as nucleated oligomerization; 

for example, human RIG-I oligomerized MAVS109). The resulting oligomer repositions 

effector domains. For enzymatic effectors, this can introduce a conformational change 

to activate individual effectors (for example, Cap4 (Ref. 110)) or complete an active site 

through interactions between two effectors (for example, TIR-STING (Ref. 23,26)). For 

non-enzymatic effectors, clustering effector domains appropriately recruits adapter proteins 

(for example, non-enzymatic TIR clustering in TLRs recruit the adaptor MyD88 which in 

turn leads to immune signaling via kinase recruitment54) (Fig. 1c).

Conserved pathogen restriction mechanisms

This section highlights pathogen restriction mechanisms that are similar between bacteria 

and eukaryotes. The ultimate signaling outcome of all immune pathways must somehow 

limit pathogen replication to successfully fight infection. Even when immune components 

and strategies differ, the mechanisms for limiting pathogen replication converge on a small 

number of themes. These themes are used to organize this section.

Pathogen targeting and chemical defenses—The most intuitive mechanism for 

immune pathways to restrict pathogen replication is through direct inactivation or 

destruction of the invader (Fig. 1d). A key aspect of this theme is evolving effector 

components that target pathogens while limiting collateral damage to the host. Both 

vertebrates and bacteria secrete molecules that directly neutralize or destroy pathogens 

prior to host cell invasion. Animal cells generate and release antimicrobial peptides that 

can directly disrupt the membranes of invading pathogens111. Vertebrates further use the 

alternative complement system to deposit pro-inflammatory and pore-forming proteins on 

membranes for innate defense112. Similarly, bacteria such as the Streptomyces peutetius, 
release numerous secondary metabolites that intercalate into DNA molecules thereby 

inhibiting phage infection113. Eukaryotes and bacteria also directly target pathogens after 

host cell invasion. Animals destroy pathogen genomes using the OAS-RNase L pathway98 

and guanylate binding-proteins (GBPs) to target the membranes of bacteria, parasites and 

viruses114. Bacterial innate immune systems primarily destroy invading genomes using 

restriction modification80, BREX115,116, and DISARM104 antiphage systems. Unfortunately 

for the host, there appear to be relatively few targets available for direct attack on pathogens 

(for example, the pathogen’s genome and membrane).

Programmed cell death—A highly effective mechanism for pathogen restriction is for 

host cells to limit cellular resources by initiating programmed cell death in response to 

infection (expertly reviewed in Refs. 117,118) (Fig. 1d). When infected cells kill themselves, 

they create a ‘dead-end’ for their intracellular pathogens. Programmed cell death is an 

altruistic behavior: the cell is sacrificed to protect the population of neighboring cells. This 

makes immediate sense for a multicellular eukaryote but is less obviously beneficial for 

unicellular bacteria. However, a single T7 phage virion might produce over 300 progeny 

in a susceptible bacterium, and rapid programmed cell death neutralizes that virion, thus 
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protecting kin cells in close proximity. Protected kin now survive and pass-on the protective 

immune pathway, which leads to population-level success. Evidence suggests that many 

components of eukaryotic programmed cell death, including components of apoptosis 

pathways, first evolved in bacteria119. Bacterial mechanisms of programmed cell death vary 

(Box 3) but the general signaling outcome of premature cell death during infection is called 

abortive infection, which is frequent and widespread15,17,33,45,58,90,117.

Mammals use a form of programmed cell death called pyroptosis to limit pathogen 

replication and release inflammatory signaling molecules via gasdermin D membrane 

pores120. The result of pyroptosis is inflammation. Evidence is beginning to emerge that 

bacteria too may use paracrine signaling after infection. Bacillus subtilis that succumb to 

phage infection are sensed by neighboring cells, which leads to a stress responses that 

modify the cell wall to limit phage adsorption121. This ‘phage tolerance response’ results in 

temporary phage resistance.

In bacteria, programmed cell death is highly nuanced and it remains unclear when cell death 

versus cell dormancy may occur122, or if the cell death is due to the defense system or the 

phage. It has been suggested that programmed cell death is overestimated as a signaling 

outcome and experimental approaches to address these questions have proved challenging. 

Programmed cell death has also been hypothesized to function as a ‘last resort’, with these 

pathways only becoming activate when other, non-lethal, pathogen restriction mechanisms 

have failed122. Although there are examples of immune pathways that monitor the function 

of another defense pathway in bacteria, additional studies are required to establish intricacies 

of cell death and a hierarchy of signaling outcomes.

Targeting host molecules and pathways—Pathogens can also be restricted through 

specific removal or inhibition of host cellular processes that pathogens rely on for replication 

(Fig. 1d). This is a similar concept to programmed cell death; however in this case the 

host cell can survive infection (though determining the fate of host cells, and whether 

host or pathogen caused ensuing cell death can be experimentally challenging). Humans 

primarily inhibit transcription or translation to limit pathogens during infection. Both type 

I interferon signaling and PKR activation inhibit translation123,124. OAS-RNase L pathway 

activation results in both mRNA and rRNA degradation, which not only inhibits translation 

but can also directly degrade pathogen-derived RNA123,125. Bacterial immune pathways 

that target host pathways without initiating cell death primarily destroy specific nucleotide 

pools. This includes an array of proteins that deaminate RNA, NTPs or dNTPs35,126–128, 

the PrrC system which destroys tRNA129,130, and NTPases which degrade either ATP131 

or GTP68. Finally, both humans and bacteria use viperin enzymes to inhibit pathogen RNA 

polymerization by chain termination49,52,132.

Horizontal gene transfer of immune components

Structurally homologous components of bacterial and eukaryotic immune systems must 

share a common ancestor. The chance that two proteins, such as STING, could convergently 

evolve to adopt the identical protein fold is infinitesimal133. How then did shared 
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components become distributed in the genomes of bacteria, archaea, animals, fungi and 

plants?

There are two modes of inheritance to consider: vertical and horizontal. The majority 

of well-known genes shared between bacteria and eukaryotes are the result of parent-to-

offspring inheritance, so called ‘vertical gene transfer’ from the last universal common 

ancestor134. These genes are broadly distributed across bacteria, archaea and eukaryotes 

and encode highly conserved cellular machines (for example, the ribosome). The shared 

immune components described in this Review are markedly different. For example, genes 

such as cGAS and viperin are found in bacteria, archaea and animals, but not in fungi or 

plants. Genes encoding STING and gasdermins are found in bacteria, fungi and animals, 

but missing from archaea and plants15,21,22,45. The distribution is unlikely to be the result 

of gene loss, although this possibility cannot be completely rule out. Instead, the shared 

immune components of bacteria and eukaryotes are likely to be the result of horizontal gene 

transfer, DNA transfer between an unrelated donor and recipient.

One of the best examples of immune component horizontal gene transfer comes from 

NACHT modules34,37,40. NACHT module sequences can be divided into 25 monophyletic 

clades34: most clades exclusively represent bacterial proteins but some include bacteria, 

animals, but not fungi. Instead, fungal NACHTs are encoded in different clades. This 

distribution is consistent with NACHT modules diversifying in bacteria and occasionally 

being horizontally transferred into different lineages of eukaryotes. The direction, from 

bacteria to animals, is supported by the genes being polyphyletic in bacteria but 

monophyletic in animals34. This model of inheritance is similarly observed for CD-NTases/

cGAS and viperins, which are each biochemically more diverse in bacteria than in 

animals11,15,52.

Each immune component has its own evolutionary history, and a lack of gene sequences 

limits our understanding. However, it is interesting to speculate on just how these immune 

genes may have moved between genomes of such disparate organisms (expertly discussed 

in Ref. 135). It may be that the location of bacterial antiphage genes within mobile genetic 

elements was crucial to enabling DNA to be introduced into eukaryotes via conjugation or 

transduction. Undoubtably, this event was rare. However, the evolutionary pressure imposed 

by viruses is likely to be so strong that eukaryotic recipients of antiviral genes quickly 

outcompeted kin cells. Perhaps the reason why some antiphage genes were transferred to 

eukaryotes, while others were not, is because the transferred genes were uniquely well suited 

to functioning in non-bacterial cells.

Conclusions and perspectives

The near exponential increase in the number of antiphage immune pathways reported in 

recent years demonstrates that we are only beginning to understand the bacterial immune 

system (Box 1). The discovery that some bacterial immune components are conserved 

within eukaryotes confirms that understanding the molecular mechanism of antiphage 

pathways will also increase our understanding of the human immune system. In this way, 

we anticipate that the fresh perspective afforded by studying bacteria and phage resistance 

may uncover novel features of even the most well-characterized mammalian proteins. In 
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addition, conservation of antiviral signaling will also enable the discovery of uncharacterized 

antiviral genes in eukaryotes136. For these reasons, studying bacterial innate immunity has 

the potential to unlock both basic biology and novel therapeutic targets.

Numerous questions have emerged from the rapid advances in the field of bacterial phage 

defense. Perhaps the largest gap in our knowledge is understanding the viral molecules 

and activities that are sensed by bacterial immune pathways. These ‘phage triggers’ will 

spotlight fundamental (and perhaps immutable) aspects of the viral lifecycle. However, 

identifying phage-specific PAMPs or host pathways guarded by defense systems has been 

challenging137. One paradox is that many antiphage pathway components are constitutively 

active in vitro in the absence of stimuli (for example, viperins52, CD-NTases11,100, 

gasdermin-activating proteases45) — are each of these constitutively inhibited in the host 

cytosol until phage arrive? An additional complication is that phages encode a multitude 

of immune evasion mechanisms; yet characterizing these too is an important frontier in 

understanding the bacterial immune system138.

Another unanswered question is why phage defense genes are often clustered or co-located 

in genomes139. Co-localized defense genes form defense islands and are often found within 

mobile genetic elements. Defense islands may have evolved to help preserve or select 

for mobile elements by providing a fitness advantage to their host and/or functioning as 

addiction modules140,141. In addition, there are clear evolutionary relationships between 

certain components of mobile genetic elements and immune pathways141. Undoubtably, 

distributing phage resistance outside the core genome has advantages and enables strains 

within the same species to maintain different arsenals of defense genes. Variability in phage 

defense systems between individual strains decreases the likelihood that an invading phage 

has already been selected to evade every immune pathway present. Further, distributing 

phage defense pathways shares distributes the fitness burden of systems due to off-target 

or unintended effects142. But why are multiple immune pathways co-localized together 

in defense islands? Perhaps co-localization also drives the rapid reshuffling of immune 

components and even enables evolution of new immune pathways. Perhaps, synergy 

between specific immune pathways drives co-localization143. Or perhaps, co-localization 

enables layers of transcriptional, translational or post-translational regulation of those 

immune pathways.

The evolutionary history of conserved immune components also raises the question of how 

antiphage genes horizontally transferred from bacteria to primordial eukaryotes. Did transfer 

occur between an ancient endosymbiont and its host? Or perhaps a bacteria-eating eukaryote 

acquired the DNA from its prey. Or maybe it was not a direct exchange event but instead 

a eukaryote obtained a fragment of free DNA from the environment or a transducing viral 

particle. We suspect there may be examples of each scenario. Such events are likely to 

have been rare, but the transferred genes provided a selective advantage against viruses 

that allowed recipients to outcompete other early eukaryotes that did not obtain the DNA 

and remained susceptible to pathogens. Along these lines, an interesting observation is 

that bacteria that exhibit multicellular behavior are often enriched in defense systems, 

particularly those that result in cell death144,145. This finding has led to the provocative 
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hypothesis that defense systems may have been a substantial driver of multicellularity in 

eukaryotes146.

For a long time, the antiphage pathways discussed in this Review went uncharacterized in 

part because they were absent from the typical laboratory strains of bacteria that had been 

exhaustively characterized147. Instead, most antiphage pathways have a mosaic distribution 

across strains of a given species, often within mobile genetic elements in the pangenome142. 

This antiphage pan-immune system is vast, yet still is estimated to only represent ~10% of 

the total accessory genome148. Are the remaining genes also defense systems? If so, what 

threats (other than phage) are bacteria defending themselves against? The answers to these 

and other questions about the bacterial immune system are just a fraction of the exciting 

findings yet to come.
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Box 1: Identifying conservation through discovery of antiphage pathways

Identifying conserved immune components, strategies and signaling outcomes was made 

possible by the discovery of antiphage systems (see the figure). These efforts have been 

fueled by the considerable increase in the number of sequenced bacterial genomes, 

the development of sensitive bioinformatic tools and the increased interest in bacterium–

phage interactions resulting from our improved understanding of CRISPR–Cas systems. 

The first method for identifying new antiphage operons capitalized on the tendency of 

these systems to cluster in microbial genomes into ‘defense islands’149, an observation 

that remained under-appreciated until a seminal paper identified antiphage systems and 

validated their function150. There have since been numerous new systems identified 

through this ‘guilt by association’ model35,68 (see the figure, part a). A second approach 

found that antiphage genes can be found in genomic hotspots, which are identified based 

on surrounding conserved genes and may only contain a single antiphage system (see the 

figure, part b). The study found that prophages often have genomic hotspots that provide 

a reservoir of antiphage systems36. By surveying all the genes found in hotspot locations 

the authors were able to identify and characterize novel systems. A conceptually similar 

approach was used in the genomes of Vibrio cholerae isolates151. Spurred on by the 

shear abundance of antiphage genes, a third approach has been identify antiphage genes 

from unbiased genomic libraries152 (see the figure, part c). Finally, the last approach 

takes advantage of the constant reshuffling and re-use of related components to identify 

defense genes using network analyses12,21,146 (see the figure, part d). This approach was 

prophetically used in various forms long before the function of many of these proteins or 

pathways were observed in the laboratory146.

The discovery of uncharacterized antiphage pathways was essential to identifying 

conserved immune components. Simply comparing the sequences of eukaryotic genes 

of interest to all bacterial genomes (or vice-versa) using tools like BLAST is rarely 

successful due to low amino acid sequence conservation. Instead, more sensitive tools 

that require smaller search-sets of candidate genes or curated databases that account for 

predicted protein structure must be used (see the figure, part e).
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Box 2: Common strategies of pathogen immune evasion

For every intricate pathway used by the host immune system, it seems there is an immune 

evasion mechanism used by pathogens. These mechanisms have converged on at least 

four broad strategies: direct inhibition, immune signaling inhibition, mimic inhibition and 

stimulus cloaking (see the figure).

Direct inhibitors bind immune components at high affinity and disable their function. 

In humans, Yersinia pestis YopM binds to and inactivates caspase 1 (Ref. 153) and in 

bacteria, phage encoded DSAD1 binds to and inactivates defense-associated sirtuins78. 

The disadvantage for pathogens is that direct inhibitors must be made 1:1 with their 

targets and are susceptible to mutations at the inhibitor–target interface. The resulting 

evolutionary ‘arms race’ of mutations provides an important clue when identifying sites 

of conflict154.

Immune signaling inhibitors are proteins that stop signal amplification. The best 

examples are viral phosphodiesterases that destroy nucleotide second messengers. 

In humans, poxvirus poxin degrades 2′,3′-cGAMP155 and coronaviruses degrade 2′–

5′ oligoadenylate156. In bacteria, T4 phage Acb1 degrades cyclic dinucleotides and 

SBSphiJ phage Apyc1 degrades cyclic mononucleotides157. The destruction of signaling 

molecules has the advantage of one inhibitor silencing sensing events from across the 

cell. A variation on immune signaling inhibitors are Acb2 from phage T4 and PaMx33 

(Ref.64,158,159) and Tad1 from phage SBSphiJ7 (Ref. 160), which neutralize immune 

signaling within bacterial hosts by acting as ‘sponges’ for nucleotide second messengers.

Mimic inhibitors antagonize productive immune pathway signaling by mimicking either 

the stimuli or a natural pathway component to trick the host pathway into binding a non-

productive ligand. An example in mammals is poxvirus K3L, which mimics mammalian 

eIF2α161. An example in bacteria is T7 phage Ocr, which mimics the structure of DNA 

to inhibit restriction–modification systems162. Mimic inhibitors are particularly effective 

because evolving specificity for the natural component is challenging for hosts.

Finally, stimulus cloaking is the physical separation of stimulatory ligands from immune 

pathway components. In eukaryotes, the virus Oryctes rhinoceros nudivirus uses a 

membrane to pass through the cytoplasm and avoid cGAS-STING and OAS-RNase 

L163. In bacteria, the jumbo phage PhiKZ uses a protein shield resembling a nucleus to 

separate its DNA from CRISPR targeting164,165.

Ledvina and Whiteley Page 26

Nat Rev Microbiol. Author manuscript; available in PMC 2025 January 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Ledvina and Whiteley Page 27

Nat Rev Microbiol. Author manuscript; available in PMC 2025 January 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Box 3: Shared and distinct arsenals of cell-killing effectors

Bacteria initiating premature cell death in response to phage infection, so called abortive 

infection, is an effective immune strategy to limit pathogen replication. Interestingly, the 

effector mechanisms and components of abortive infection are similar to the effector 

proteins found in kin recognition and interbacterial competition systems, including 

bacteriocins166, contact-dependent inhibition systems167, and type VI168 and type VII169 

secretion systems. It seems that these cell-killing toxic proteins have evolved to target the 

same essential molecules within the cell.

Cell-killing effectors are often enzymes with common targets. Effector toxins degrade 

DNA en mass using HNH, restriction endonuclease-like or toxin_43 domains17,33,170. 

Similarly, RNA is also targeted, by the RhsP2 T6SS effector 171 and by the PrrC 

phage defense pathway130. Both type VI secretion system effectors172 and phage 

defense systems131 target essential metabolites and cofactors such as ATP and NAD+. 

Finally, disruption of the cytoplasmic membrane integrity is perhaps the best conserved 

mechanism to induce cell death, exemplified by bacteriocins166 and type VI effectors168, 

and the wide array of phage resistance systems that encode phospholipases173 or pore 

forming proteins12,174,175 that cause membrane damage.

There are also notable examples of cell-killing mechanisms that are unique to 

interbacterial competition and not found in phage defense. A majority of these 

differences derive from how the effector proteins are introduced to target cells. 

Interbacterial effectors often arrive at susceptible cells extracellularly and thus target 

external molecules (for example, peptidoglycan) whereas phage defense systems do not 

typically encode secreted proteins. However, other targets of interbacterial competition 

seem to be conspicuously absent (for example, FtsZ176). Given the convergence of 

effector proteins on a limited set of targets, it is likely that we have not yet discovered the 

antiphage system effector that shares these targets.
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Figure 1: General steps of innate immune signalling pathways.
Innate immune signalling conforms to four general steps: an infection is detected (part a); 

that signal must be transduced and amplified to alert the cell (part b); the signal must 

activate an effector (part c); and finally the effector should directly or indirectly restrict 

pathogen replication (part d).

(a) Infections are detected through three mechanisms. Direct sensing can be mediated by 

host-encoded pathogen recognition receptors (PRRs) which bind to a specific pathogen 

associated molecular (PAMP). Binding activates the PRR, triggering the appropriate 
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downstream immune response. Hosts also rely on target modifications to distinguish self and 

non-self thereby sensing foreign invaders. In this case, an immune component specifically 

recognizes the non-self version of the target (in the example shown this is the unmodified 

target) activating the immune response. The final form of sensing, effector triggered, 

relies on the activity of the pathogen The activity of a pathogen-encoded effector either 

inadvertently targets an immune component (left) or targets a protein/process that normally 

inhibits an immune component (right). In either case, pathogen activity results in activation 

of the appropriate immune pathway.

(b) Upon activation there are two primary mechanisms used by sensors to alert the 

cell. The sensor can produce a nucleotide second messenger (typically a linear or cyclic 

oligonucleotide) or a sensor can use oligomerization to trigger activation of effector 

domains.

(c) One mechanism of effector activation is through direct binding of a messenger (often a 

nucleotide second messenger). Activation can also occur via disassociation of an inhibitor 

domain, for example activity of a pathogen-encoded effector can cleave off the inhibitory 

domain. Clustering of effector domains can also lead to activation, often through completion 

of active sites.

(d) There are three primary methods of pathogen restriction. The first relies of direct 

targeting of a pathogen, either through extracellular (as shown in figure) or intracellular 

mechanisms (not depicted in figure). Infected cells can also undergo programmed cell death 

in response to infection to limit the pathogen’s replicative niche. Finally, a host can destroy 

specific host molecules that are required for the pathogen to replicate.
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Figure 2: Components shared between bacteria, human and plant innate immune pathways.
Human (orange), plant (green) and bacterial (blue) innate immune pathways are compared to 

highlight their homologous components.

(a) Cyclic GMP–AMP synthase (cGAS)-like enzymes, including cGAS, 2’–5’-

oligoadenylate synthase (OAS) and cGAS/dinucleotide cyclase in Vibrio (DncV)-like 

nucelotidyltransferase (CD-NTases), are activated by diverse stimuli to synthesize nucleotide 

second messengers. Human OAS and cGAS are actuvated through direct binding of 

pathogen-associated molecular pattern (PAMP) double-strainded RNA (dsRNA) or dsDNA 
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to synthesize 2’–5’-oligoadenylate (oligo A) or 2’,3’-cyclic GMP–AMP (2’,3-cGAMP), 

respectively. These second messengers go on to bind to and activate their associated 

effectors with oligo A binding RNase L, leading to RNA cleavage, and cGAMP-binding 

stimulator of interferon genes (STING) leading to oligomerization and downstream 

inflammatory responses. Within bacterial type II cyclic oligonucleotide based antiphage 

signalling systems (CBASS), the CD-NTase is primed by an E2-E1 fusion protein Cap2 

through conjugation to an unknown target (indicated by the question mark). Across other 

types of CBASS, the CD-NTase is activated through an unknown mechanism (indicated by 

the question mark) to generate one of a variety of cyclic oligonucleotide second messengers. 

Nucleotides in turn bind to the receptor domain (for example STING or SAVED) of an 

effector protein, leading to oligomerization and cell death.

(b) Signal transduction ATPases with numerous domains (STAND) NTPase modules link 

C-terminal sensor domains to N-terminal effector domains to condense multiple innate 

immune pathway components into a single open reading frame (not indicated). When the 

C-terminal sensor domain is a leucine-rich repeat, the proteins is called a nucleotide-binding 

domain and leucine-rich-repeat-containing gene family (NLR) protein. Plants use the NB-

ARC subtype of STAND NTPases to sense various PAMPs or pathogen effectors. Activation 

leads to NB-ARC oligomerization and formation of a complex termed the resistosome, 

which leads to cell death. Humans use the NACHT subtype of STAND NTPases for 

immune signalling. Upon PAMP or effector sensing, these proteins oligomerize forming 

an inflammasome which, through several mechanisms, cause activation of an associated 

effector. A subset of mammalian inflammasomes activate a caspase-family proteins (for 

example, caspase1), which in turn cleaves gasdermin D, removing an inhibitory domain 

from the protein and initiating cell death through pore formation. Bacteria use NACHT 

and other antiviral STAND (Avs) NTPase subtypes. Bacterial NACHTs are activated upon 

phage infection through an unknown mechanism (indicated by the question mark), triggering 

effector activation and cell death. Avs proteins are activated by direct binding to the phage 

portal or terminase proteins. Binding of these PAMPs induces oligomerization, effector 

activation and cell death. Bacteria further use protease-activated gasdermins to initiate cell 

death during infection; however, these systems are activated by an unknown mechanism 

(indicated by the question mark).

(c) Viperin proteins generate 3′-deoxy-3′,4′-didehydro (ddh)-nucleotide triphosphates. 

Human viperin and Bacterial viperin (pVip) have different preferences for nucleotide 

substrates (for example, CTP, GTP or UTP). Human viperin is controlled transcriptionally in 

response to type I interferon (IFN).

(d) Toll/interleukin-1 receptor (TIR) domains can be non-enzymatically active and function 

to recruit adapter proteins or enzymatically active and metabolize NAD+ upon activation. 

Human Toll-like receptors (TLRs) become active upon binding to PAMPs, which leads 

to TIR-domain-mediated recruitment of adapter proteins and downstream signalling. Plant 

resistosome proteins (R proteins or NLRs) that use TIR domains are activated by PAMPS 

and pathogen effectors, which triggers oligomerization and activation of their associated 

TIR domains to metabolize NAD+ to nicotinamide (NAM), and ADP-ribose (ADPR) or 

cyclic ADP-ribose (cADPR). ADPR and cADPR variants then act as second messengers to 

activate cell death. Bacterial CBASS and pyrimidine cyclase system for antiphage resistance 

(Pycsar) activate TIR-domain effectors that oligomerize for activation and degrade the 
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cellular pool of NAD+, resulting in cell death. The bacterial Thoeris system also encodes 

TIR domains that are activated as a result of phage infection but these proteins metabolise 

NAD+ into NAM and variants of cADPR that act as a second messengers to activate ThsB, 

an effector protein that also degrades NAD+, resulting in cell death.
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