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How complex are the rules by which a protein’s sequence determines

its function? High-order epistatic interactions among residues are thought to
be pervasive, suggesting an idiosyncratic and unpredictable sequence-
function relationship. But many prior studies may have overestimated epis-
tasis, because they analyzed sequence-function relationships relative to a
single reference sequence—which causes measurement noise and local idio-
syncrasies to snowball into high-order epistasis—or they did not fully account
for global nonlinearities. Here we present a reference-free method that jointly
infers specific epistatic interactions and global nonlinearity using a bird’s-eye
view of sequence space. This technique yields the simplest explanation of
sequence-function relationships and is more robust than existing methods to
measurement noise, missing data, and model misspecification. We reanalyze

20 experimental datasets and find that context-independent amino

acid effects and pairwise interactions, along with a simple nonlinearity to
account for limited dynamic range, explain a median of 96% of phenotypic
variance and over 92% in every case. Only a tiny fraction of genotypes are
strongly affected by higher-order epistasis. Sequence-function relationships
are also sparse: a miniscule fraction of amino acids and interactions account
for 90% of phenotypic variance. Sequence-function causality across these
datasets is therefore simple, opening the way for tractable approaches to
characterize proteins’ genetic architecture.

If we had complete knowledge of a protein’s genetic architecture—the
set of causal rules by which its sequence determines its function—we
could predict and understand the functional and evolutionary con-
sequences of any variant sequence. Whether such knowledge is pos-
sible in practice depends on the extent of epistatic interactions. If all
residues in a protein acted independently, knowing the effects of point
mutations on any genetic background would suffice to understand the
functional contribution of every possible residue and predict the
function of every possible sequence; moreover, any mutation’s evo-
lutionary fate would be independent of the genetic context in which it
may arise. A genetic architecture of such extreme simplicity could be

reconstructed by moderate-throughput experiments. At the opposite
extreme, pervasive high-order epistasis would cause a mutation’s
effect to vary idiosyncratically across genetic backgrounds, and the
evolutionary fate of any mutation would change unpredictably with
each sequence substitution. Assessing the genetic architecture would
require exhaustive characterization of all possible sequences.
High-throughput methods for characterizing large libraries of
protein variants have made it possible to directly assess the complexity
of sequence-function relationships. Studies to date disagree on the
extent of epistasis within proteins. Some report extensive high-order
interactions'®, while others find that they account for less than10% of
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variance in phenotype among sequences'®?°. Even pairwise interac-
tions are strong and widespread in some studies’'**°** but weak and
rare in others'®%%, Some studies report a sparse genetic architecture
in which a small fraction of possible amino acids and interactions
dictate the function"®, but others point to a more complex mapping
in which many determinants of small effect contribute to
function”?%?,

These discrepancies may arise from the use of different methods
to characterize epistasis. Two aspects of widely used approaches may
lead to unnecessarily complex descriptions of genetic architecture.
First, many studies have analyzed combinatorial mutagenesis data
using a reference-based framework, which designates a single
sequence as wild-type. If a mutation’s effect when introduced into a
variant differs from its effect on the wild-type, the deviation is attrib-
uted to epistasis, even though this may reflect local idiosyncrasies in
the wild-type architecture or propagation of error from measurement
noise”. Second, many studies have not fully accounted for global
nonlinearities in the relationship between sequence and function®.
When this nonspecific epistasis is not incorporated, pervasive and
complex amino acid interactions must be invoked to explain why every
mutation’s effect varies across genetic backgrounds**>°,

Advances have been made in both areas of concern, but current
methods have major limitations. Fourier analysis®*, also known as
simplex encoding® or graph Fourier transform*, is reference-free:
instead of focusing on the effects of states on a particular sequence, it
captures their average effects across sequence space. But the appli-
cation of Fourier analysis has been mostly limited to datasets that
sample just two states per site, because the multi-state formalism is
complicated and has no straightforward interpretation. For example,
when all 20 amino acids are assessed, they must be recoded into 19
Fourier coefficients using Hadamard matrices or graph Fourier bases,
and the resulting model terms do not correspond to any genetically or
biochemically meaningful quantities. Another formalism, background-
averaged analysis>”**, is a modified reference-based analysis in
which the effects of mutations are averaged across all genetic back-
grounds at other sites. It is less sensitive to idiosyncrasy around any
particular sequence, but an arbitrary reference state is still chosen for
each site. Implementing background-averaged analysis also requires
large Hadamard matrices, and the multi-state formalism has only
recently been derived®.

Existing methods to address nonspecific epistasis also have lim-
itations. Sometimes the protein’s phenotype can be measured or
transformed onto a scale that is expected to be less affected by non-
specific epistasis, such as thermodynamic free energy'®*"*%. But protein
phenotypes can scale nonadditively because of many causes, and the
transformation required to remove nonspecific epistasis are seldom
known in advance®. Even free energy must be measured using tech-
niques that have limited dynamic range and thus entail nonlinearity.
Several studies have addressed this issue by inferring a transformation
that maximizes the fit of a first-order genetic model™>1>19254041 byt
many of these approaches rely on rigid convex or concave transfor-
mations that cannot incorporate common forms of nonlinearity, such
as the bounding of measured phenotypes within lower and upper
limits. Some studies employ flexible splines or neural networks™**°,
but these approaches have not been widely adopted because they are
cumbersome to implement and interpret.

Here we develop a simple and powerful reference-free framework
that can be coupled with an effective model of nonspecific epis-
tasis and applied to any number of states. We first explain our
reference-free approach and show how it differs from existing frame-
works. We then systematically reanalyze available combinatorial
mutagenesis datasets to assess the complexity of sequence-function
relationship. Finally, we explore strategies to infer the genetic archi-
tecture when only a small fraction of possible sequences can be
experimentally characterized.

Results

We have several goals in dissecting a protein’s genetic architecture.
First, we would like to know how sequence determines function across
the space of all possible variants, including the effects and interactions
of each amino acid and any systematic nonlinearity in sequence-
function map. Second, we would like to use these fine-scale causal
rules for macroscopic descriptions of the genetic architecture, such as
the overall importance of effects at each epistatic order or of sequence
variation at each site or set of sites. Third, knowing the rules of genetic
architecture inferred from a sample of genotypes could allow us to
predict the function of uncharacterized variants. Finally, once the rules
of genetic architecture are known, they can be interpreted in bio-
chemical and structural terms to understand the physical mechanisms
by which sequence shapes function. They also explain why protein
phenotypes are distributed as they are across sequence space, which
shapes the trajectory and outcome of evolution. In these ways, ana-
lyzing genetic architecture allows us to deepen our understanding of
how and why a protein works as it does.

To achieve these ends, an ideal method of analysis would meet
three criteria: (1) the structure of the model yields a transparently
interpretable description of the causal rules by which sequence
determines function; (2) the model’s terms can be accurately esti-
mated from real datasets, which usually contain experimental noise
and are missing measurement for some variants; and (3) the model
decomposes the genotype-phenotype relationship parsimoniously,
explaining the observed data while minimizing gratuitous complexity.

Reference-free analysis of genetic architecture

We designed reference-free analysis (RFA) to achieve these goals. It
uses Fisher’'s statistical formalism for decomposing genetic
architecture*’—and for analyzing interaction effects in factorial designs
more generally—and applies it to protein sequence space.

RFA takes a bird’s-eye view of genetic architecture. The causal
factors are sequence states rather than mutations, and their effects on
the phenotype are defined relative to the global average of all variants
(Fig. 1a). The formalism is simple and interpretable. The zero-order
term, which affects all genotypes, is the mean phenotype across
sequence space. The first-order effect of a state at a site is its context-
independent effect on the phenotype, calculated as the difference
between the mean phenotype of all sequences containing that state
and the global mean. The epistatic effect of a combination of states is
the difference between the mean phenotype of all sequences con-
taining the combination and that expected given the lower-order
effects. The phenotype of any genotype is simply the sum of the effects
of the genetic states in its sequence (Fig. 1b).

This way of dissecting the sequence-function relationship gives
RFA several desirable properties. First, RFA offers a maximally efficient
description of the global sequence-function relationship. An RFA
model truncated at any epistatic order captures the maximum amount
of phenotypic variance that can be captured by any linear model of the
same order (Supplementary Section 2.6). Consider all zero-order
models, which predict the phenotype of every sequence by a single
number. The RFA zero-order term is the mean phenotype of all
sequences and is therefore the best predictor in the sense of mini-
mizing the total squared error. The first-order RFA model predicts each
variant’s phenotype as the sum of the first-order effects of its con-
stituent states and the global mean. This predictor again achieves the
minimum total squared error among all possible first-order models
and therefore explains the maximum possible amount of phenotypic
variance. This property continues as the model order increases. To the
greatest extent possible, RFA explains the sequence-function rela-
tionship by low-order causal factors, which are relatively few in num-
ber and apply most broadly, rather than by high-order factors, which at
the limit explain every single data point as the result of a unique set of
idiosyncratic causes.
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Fig. 1| Reference-free analysis (RFA) of genetic architecture. a Illustration of
RFA on a 2-site, 2-state genetic architecture. The four possible genotypes are
arranged on a plane with their phenotype indicated by elevation. (First panel) The
zero-order effect (ep) is the mean phenotype of all genotypes, marked by the
clear plane with cyan edges. The first-order effect of state A or B at site 1 [e;(A) or
e,(B), green arrows] measures how the mean phenotype of all genotypes con-
taining the state (dashed line) differs from the global mean. The green plane pre-
dicts the phenotype based on the state at site 1. (Second panel) First-order effects
at site 2 are defined similarly and shown in pink. (Third panel) The first-order model
predicts phenotypes by summing the first-order effects of all genetic states plus
the global mean, shown as the gray plane tilted in both dimensions; the fraction of
phenotypic variance explained is shown. (Fourth panel) The pairwise interaction
between states A and B at sites 1 and 2 [e;, »(A, B)] measures how the mean phe-
notype of all genotypes containing the two states [here just one genotype (A, B)]

Simulated true phenotype

Effect order

differs from the first-order prediction. b We implement RFA with a nonlinear link
function to incorporate nonspecific epistasis. Each variant’s genetic score (s) is the
sum of the effects of its genetic states. The link function transforms s of each
variant into its phenotype, y. Although the link function can take any form, here we
use a simple sigmoid defined by two parameters representing the upper and lower
bounds of the measurable phenotype. c (Left) A 5-site, 3-state genetic architecture
was simulated by drawing reference-based effects from the standard normal dis-
tribution (but setting all fifth-order effects to zero); a small amount of simulated
noise was added to the phenotypes. (Middle) Absolute error of RFA terms com-
puted from the simulated measurements. Dashed lines, mean absolute error of
individual phenotypes. Supplementary Fig. 1 shows the individual inferred terms.
(Right) The fraction of phenotypic variance explained by the true, directly com-
puted, and regression-estimated RFA terms. Supplementary Section 1.1 analyzes
additional simulated genetic architectures.

Second, RFA is robust to measurement noise, because its terms
are defined using average phenotypes over sets of genotypes. To
illustrate this property, we simulated a genetic architecture in which
phenotypic measurements are determined by up to fourth-order
effects plus a moderate amount of measurement noise (Fig. 1c). The
RFA terms computed from the simulated measurements accurately
estimate the true effects; errors in the estimated terms are smaller than
the noise in the individual phenotypic measurements, even for the
highest-order terms. The fraction of phenotypic variance explained by
the computed terms is also accurate.

Third, when data are partially sampled, RFA models can be
accurately estimated by least-squares regression. When 50% of geno-
types are missing from the simulated example, the estimated terms of
the model and the variance partition are highly accurate (Fig. Ic,
Supplementary Fig. 1). RFA can be accurately estimated by regression
because its true terms minimize the sum of squared error across all
genotypes, so least-squares estimates converge on the true values as
long as noise and sampling are unbiased. Truncated models can be
estimated accurately because the patterns of variation produced by
the unmodeled higher-order interactions appear as noise around
lower-order predictions, so they cannot be absorbed by the model
(Supplementary Section 2.9).

Shortcomings of reference-based analysis

Reference-based analysis (RBA) is less suited in both theory and
practice for analyzing a protein’s global genetic architecture. The
causal genetic factors in RBA are not amino acid states but mutations
when introduced into a designated wild-type reference sequence
(Fig. 2a). Each first-order effect is defined as the difference in pheno-
type between the one variant that contains that single mutation and
the wild-type. Each second-order interaction effect is the difference

between the phenotype of the one double mutant and that expected
from the sum of the first-order effects. This structure continues for
higher-order mutants, invoking interactions whenever one variant’s
phenotype deviates from the sum of lower-order effects.

RBA is useful in principle if one is interested in the effects and
interactions of mutations when introduced into a particular sequence of
interest*>*, Its structure is not suited, however, for understanding how
sequence determines function across the space of possible variants.
First, the wild-type-centric view means that the genetic architecture
varies depending on the choice of wild-type genotype; in the example of
Fig. 2a, first-order effects may make zero contribution to phenotypic
variance or explain most of it, depending on the reference sequence
chosen, and the pairwise interaction switches in both magnitude and
sign. Second, the RBA formalism implies that proteins containing wild-
type residues are unaffected by any of those states. The wild-type
protein has no genetic determinants whatsoever because it contains no
mutations. A point mutant is subject to the first-order effect of one
mutation but is by definition unaffected by epistasis. A double mutant is
shaped by one pairwise interaction but no higher-order interactions,
and so on. In reality, these proteins have a genetic architecture just as
interesting and complex as those of sequences distant from the wild-
type. Finally, RBA efficiently explains phenotypic variation in the
neighborhood of the reference sequence but produces a less parsi-
monious description of a protein’s genetic architecture over sequence
space as a whole. In the absence of noise, the zero-order RBA term
predicts the wild-type sequence with perfect accuracy but is less accu-
rate across all sequences than the global mean. The first-order RBA
terms perfectly predict the point mutants, and the second-order terms
exactly predict the double mutants, but across the vast number of other
sequences these terms are less accurate predictors and thus leave more
variation to be explained by higher-order terms. RBA thus infers a
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Fig. 2 | Reference-based analysis (RBA) is unsuitable for inferring global
genetic architecture. a The apparent complexity of genetic architecture varies
depending on the choice of wild-type genotype. A first-order RBA model is directly
fitted to the genetic architecture in Fig. 1a, with (A, A), (B, A), or (B, B) as wild-type.
Ao, wild-type phenotype; A;, A,, first-order effects of mutations at sites 1 and

2; empty circle, predicted phenotype of the double mutant; 2, fraction of phe-
notypic variance explained by the model. b (Left) Absolute error of RBA terms
computed from the simulated measurements with a small amount of noise in
Fig. 1c. Dashed lines, mean absolute error of individual phenotypes. (Right)

Inferred by fitting full model

Fraction of phenotypic variance explained by the true and computed RBA terms.
¢ Regression yields incorrect estimates of RBA terms and overestimates the frac-
tion of phenotypic variance they explain. The first panel fits the first-order RBA
model defined with respect to (A, A) by regression; the estimated terms, predicted
phenotype for each genotype, and r? are shown. The next two panels repeat the
analysis by choosing (B, A) or (B, B) as wild-type. d (Left) Fraction of phenotypic
variance explained by the true and regression-estimated RBA terms for the simu-
lated measurements in Fig. 1c. (Right) RBA terms estimated by fitting the full
model, compared with their true values.

genetic architecture that is more complicated and idiosyncratic than is
necessary to explain the distribution of phenotype across
sequence space.

A second concern is that in practice, the RBA model cannot be
accurately estimated from noisy and partially sampled datasets, either
by exact computation or by regression. Exact RBA is hypersensitive to
measurement noise: each term is calculated as a chain of sums and
subtractions of phenotypic measurements, so the noise of each mea-
surement propagates when estimating high-order terms. This phe-
nomenon is illustrated in Fig. 2b: using the same simulated
measurements in Fig. 1c, the calculated RBA terms are dramatically
incorrect, with errors larger than that of the individual measurements
and snowball as the order increases. When the computed terms at each
order are used to predict the phenotype, high-order epistasis appears to
be far more important than it actually is under the true RBA architecture

(Fig. 2b). Exact computation of RBA is also incompatible with missing
data: if a variant is unmeasured, it becomes impossible to compute the
effect of the mutation and all the interactions that involve it.

To cope with this limitation of exact estimation of RBA models, an
alternative approach has been to use least-squares regression: a series
of truncated RBA models are fit to the data to estimate the variance
explained by the model at each order, and the complete RBA model is
then used to estimate the individual effects’’>*°. This procedure yields
biased estimates that oversimplify the genetic architecture under the
true RBA model. Consider the simple example of Fig. 2c, setting (A, A)
as the reference genotype. In the true RBA model, first-order terms
explain no variance, all of which is caused by the pairwise interaction;
when fit by regression, however, 67% of variance is explained at the
first order, leaving only 33% attributable to the interaction. The esti-
mated terms of the truncated first-order model are also inflated in
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magnitude. Another anomaly is that the fraction of first-order variance
estimated by regression is the same irrespective of the reference
genotype chosen, whereas under the true RBA architecture this
quantity depends strongly on the reference.

Measurement noise further undermines the accuracy of RBA-
regression. For the simulation with mild noise (Fig. 1c), the terms
estimated by RBA-regression using each truncated model deviate
substantially from the true RBA terms (Supplementary Fig. 1), and the
variance partition implies a genetic architecture far simpler than the
true RBA architecture (Fig. 2d). When the complete model is finally fit,
the estimated terms deviate wildly from the true terms, with particu-
larly large errors for the high-order interactions. If taken at face value,
these two observations would suggest the anomalous conclusion that
high-order interactions are widespread and very large but somehow
contribute negligibly to phenotypic variance.

The bias of RBA-regression has been previously established”, and
it exemplifies a general bias that arises whenever regression is used to
fit uncentered interaction models in which variables are correlated
across orders*. RBA-regression oversimplifies the RBA variance par-
tition because regression finds the parameter values that minimize the
sum of squared error between observed and model-predicted phe-
notypes across all variants. The true RBA terms are defined only by the
phenotypes of mutants at that order and below; they do not minimize
the squared error for higher-order variants if those variants are

a
Phenotype of sequence YP in RFA: ¢, + e,(Y) + e,(P) + e, (Y, P)

affected by noise or higher-order interactions. Regression therefore
optimizes the low-order terms to fit the variation caused by effects that
are excluded from the truncated model; the resulting estimates of low-
order terms are incorrect and the fraction of variance they explain is
overestimated. When the complete model is used for the final coeffi-
cient estimates, using regression is identical to exact computation, so
measurement noise propagates into wildly inflated epistatic terms.
Because RBA-regression produces biased and anomalous results, we
do not explore the behavior of this method further.

RFA is more interpretable and robust than other global
formalisms

Like RFA, Fourier analysis (FA) and background-averaging (BA) take a
bird’s-eye view of genetic architecture, but RFA has a more inter-
pretable structure and is more robust to missing data. In RFA, each
model term directly expresses the global phenotypic effect of an
amino acid or combination, and a variant’s phenotype is the sum of the
effects of only the states in its sequence (Fig. 3a). In FA, each sequence
state is recoded as a series of (1, -1) coordinates over (g - 1) Fourier
dimensions, where g is the number of states (Supplementary Sec-
tion 1.2). Each first-order Fourier term represents the effect of having a
positive or negative coordinate along one of these dimensions. If more
than two amino acid states are present, Fourier terms have no
straightforward genetic or biochemical meaning. With 20 states, for

In Fourier analysis: f, + (1) + £,(2) + ... = £,(19) + £,(1) = £,(2) + ... + ,(19) + £, ,(1) =1 ,(2) +... = f, ,(361)
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Fig. 3 | RFA is more interpretable and robust than Fourier analysis (FA) and
background-averaged analysis (BA). a Mapping of model terms to phenotype in
RFA, FA, and BA shown for a two-amino-acid sequence YP. fi(k) and f; j(k), k-th first-
and second-order FA terms for site i and site-pair (i, ). b{a) and b; j(a, B), first- and
second-order BA terms for amino acids o and [3; the summations shown are over all
19 mutant amino acids. b RFA is more robust to missing genotypes than FA and BA.
Genetic architectures with the indicated number of states and sites were simulated
by drawing up to third-order reference-based effects from the standard normal
distribution. Third-order models were fit to a varying fraction of genotypes and

evaluated by predicting the phenotypes of the remaining genotypes. The mean and
95% interval of out-of-sample R? across 200 trials are shown. ¢ RFA with nonspecific
epistasis does not misinterpret high-order epistasis as clusters of low-order
interactions. Phenotypes were simulated with only third-order determinants (dis-
tribution shown in the first panel) under a sigmoid link function (second panel).
First-, second-, and third-order reference-free effects were inferred from all gen-
otypes or a random 40%. The distribution of inferred effects and the variance they
explain are shown in the right panels.
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example, the effect of each amino acid at asite is a uniquely signed sum
over 19 first-order Fourier terms, each pairwise amino acid interaction
is a signed sum over 361 second-order Fourier terms, and so on. The
phenotype of any variant is therefore a sum over every term in the
entire model (Fig. 3a). This complex mapping makes it difficult to
understand how a variant’s phenotype arises from its sequence.

In BA, each term is defined as the average effect of a state (or
combination) relative to some arbitrarily chosen reference state
(typically the first “letter” in the alphabet of sequence states), and the
phenotype is a weighted sum over all terms in the entire model,
including the coefficients for states not in the genotype of interest
(Fig. 3a). As in FA, the effects of each amino acid or combination can be
derived from the model terms only via an elaborate set of equations
when more than two amino acids per site are considered (Supple-
mentary Section 1.3).

FA and BA models can be estimated by regression, but RFA is
more robust to partial sampling. We simulated genetic architectures of
varying shape and removed a variable fraction of genotype measure-
ments; we then fit the three models to the remaining sequences by
regression and predicted the phenotypes of the excluded genotypes
using the estimated models (Fig. 3b). When there are only four states
per site, all models have high predictive accuracy, which declines only
when the fraction of sampled sequences drops below 1%, at which
point RFA is slightly more accurate. When there are 16 states, however,
RFA is much more robust than BA, the accuracy of which degrades
rapidly as sample size shrinks; it is also more robust than FA, but to a
smaller extent. RFA is more robust to missing genotypes because the
phenotype of each unsampled variant is predicted as the sum of only
the terms for its genetic states; FA and BA predict the phenotype as a
weighted sum of all model terms, so the error associated with every
model term propagates to all genotypes. This difference is exacer-
bated as more states are considered, because the total number of
terms increases exponentially with the number of states.

Incorporating nonspecific epistasis
Nonspecific epistasis can be incorporated into RFA by using a gen-
eralized linear model in which the phenotype of a variant is a nonlinear
transformation of the effects of its genetic states® (Fig. 1b). The total
effect of a variant’s genetic states is its genetic score, and its phenotype
is a nonlinear transformation of the score. The parameters of the link
function from score to phenotype can be inferred by regression in a
joint fitting procedure along with the specific RFA genetic effects.
We explore using a sigmoid link function to incorporate non-
specific epistasis (Fig. 1b). We reasoned that most DMS datasets are
likely to involve a limited dynamic range, and the sigmoid function can
account for the diminishing effects of amino acid states in variants that

are near the minimum or maximum of this range. The sigmoid also
contains only two free parameters, which facilitates estimation and
interpretation. Although the mechanisms and precise forms of non-
linearity are likely to be complex and vary among datasets, we explore
here whether this simple and common form of nonspecific epistasis
might be an important factor in protein genetic architecture.

We used simulations to determine whether regression can be
used to accurately estimate the RFA model coupled with sigmoid
nonspecific epistasis. We were particularly interested in whether this
procedure might oversimplify the genetic architecture by mis-
interpreting true high-order interactions as nonspecific epistasis or as
clusters of low-order interactions. We first simulated phenotypes
under a genetic architecture that contains only third-order effects plus
nonspecific epistasis and then fitted RFA models (with the sigmoid
link) truncated at various orders (Fig. 3c). The first- and second-order
truncated models correctly explain no phenotypic variance and detect
no first- or second-order effects. When the third-order model is used,
all variance is correctly attributed to third-order effects. Similar results
hold when variants are only partially sampled.

We next explored whether including the link function might
absorb specific epistasis when the true phenotypes are unaffected by
global nonlinearity. We simulated measurements with specific epis-
tasis derived from a real DMS dataset but imposed no nonspecific
epistasis; we then fitted the RFA model with and without the sigmoid
link function to these data (Supplementary Fig. 2). We found that
variance partition across orders is estimated accurately, and the link
function has no effect on these inferences. The minimum and max-
imum of the sigmoid function are estimated to be well beyond the
range of phenotypic prediction, so the transformation has no effect.

Taken together, these data indicate that the impact of limited
dynamic range on genetic architecture can be effectively inferred by
coupling RFA with a sigmoid link function. Under the realistic condi-
tions we examined, this procedure does not artifactually absorb spe-
cific epistatic interactions or underestimate the true complexity of
genetic architecture when nonspecific epistasis is weak or absent.

Simplicity of protein sequence-function relationships

To understand the genetic architecture of real proteins, we per-
formed RFA on 20 combinatorial mutagenesis datasets available for
antibodies, enzymes, fluorescent proteins, transcription factors, viral
surface proteins, and toxin-antitoxin pairs (Table 1). We considered
only datasets with precise measurement (r2> 0.9 among replicates)
and sampling of at least 40% of possible variants. We focused pri-
marily on large libraries but included three small ones in which high-
order epistasis has been reported. The datasets range in size from
32 t0 160,000 possible genotypes, with the number of variable sites

Table 1 | Combinatorial mutagenesis datasets analyzed in this study

Protein Genotype space Phenotypes

Methyl-parathion hydrolase*® 2°(32) Catalytic activity

B-lactamase® 25(32) Antibiotics resistance (minimum antibiotics conc. inhibiting growth)
Dihydrofolate reductase® 3x2(48) Antibiotics resistance (antibiotics conc. reducing growth rate by 75%)
Influenza A H3N2 hemagglutinin' 22x 3%2x 42 (576) Viral replication fitness

Antibody CR6261"° 2" (2,048) Affinity for influenza hemagglutinin strain H1 or H9

Bacterial antitoxin ParD3% 20° (8000) Fitness conferred by binding to toxin ParE3 or ParE2

Aequorea victoria GFP (avGFP)"® 2" (8192) Fluorescence

Bacterial antitoxin ParD3%* 13%x12x10x6 (9360) Fitness conferred by binding to toxin ParE3 or ParE2

SARS-CoV-2 spike protein’ 2% (32,768) Affinity for human ACE2

Antibody CH65%° 2% (65,536) Affinity for influenza hemagglutinin strain MA90, MA90-G189E, or SI06
Antibody CR9114'° 2'% (65,536) Affinity for influenza hemagglutinin strain B, H1, or H3

Transcription factor ParB>° 20* (160,000) Fitness conferred by transcription

Protein G B1 domain (GB1)* 20* (160,000) Binding enrichment for IgG-Fc
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Proportion of outliers in each dataset. ¢ RBA of the 20 datasets. Each truncated
model was fit to the phenotype of all mutants up to the specified model order using
as a reference the genotype designated as wild-type in the original publication;
nonspecific epistasis was accounted for as in (a). Accuracy of prediction of higher-
order mutants by each model is shown as R?, with negative values plotted as zero.
Only higher-order mutants for which all the relevant lower-order effects can be
computed were predicted. Supplementary Fig. 6 shows the R? for individual
datasets.

ranging from 3 to 16 and the number of sampled states per site from
2t0 20. To assess the complexity of each dataset, we fitted a series of
truncated reference-free models of increasing order, each time using
the sigmoid link function to incorporate nonspecific epistasis and L1
regularization to reduce overfitting; we then used cross-validation to
estimate the fraction of phenotypic variance explained at each order
as the out-of-sample R?, which measures how well a model inferred
from a random subset of data can predict the phenotypes of
unsampled variants.

Across all proteins examined, most phenotypic variance is
explained by first-order effects of amino acids and virtually all of the
remainder by pairwise interactions. The first-order model achieves a
median R? of 0.91 across the 20 datasets—with a maximum of 0.97
and greater than 0.75 in all but four cases (Fig. 4a). When pairwise
interactions are included, virtually all genetic variance is explained, with
a median out-of-sample R* of 0.96 and a minimum of 0.92 across the
datasets. There is no relationship between the fraction of variance
explained at low orders and the number of sites or states assayed
(Supplementary Fig. 3).

Incorporating third-order terms confers only a marginal or no
improvement in fit (median change in out-of-sample R? of 0.02, max-
imum 0.04). The very small fraction of phenotypic variance unex-
plained by the third-order model represents some combination of
fourth- and higher-order epistasis, measurement noise, and limitations
in the sigmoid link function to accurately capture nonspecific epistasis.
The inferred simplicity of the architecture is not attributable to the use
of regularization (Supplementary Fig. 4). The estimated third-order
effects are generally of small magnitude, and by nature each one affects
fewer genotypes than the low-order effects, explaining why together
they have a small impact on genetic variation (Supplementary Fig. 5).

Although high-order epistasis is negligible across sequence space
as awhole, there could still be a subset of genotypes shaped by strong
high-order epistasis. To address this possibility, we analyzed the resi-
duals of the second-order model, which represent the sum of all
higher-order interactions and measurement noise. Genotypes with a
residual greater than20% of the phenotype range were considered
candidates for strong higher-order epistasis, although erratic mea-
surement noise cannot be excluded. The proportion of such geno-
types is zero in six datasets and between 0.02 and 2% in the others
(Fig. 4b). Only a tiny fraction of genotypes is therefore potentially
affected by strong high-order epistasis.

These analyses show that the genetic architecture of proteins is
simple: knowing just the first-order effects and pairwise interactions,
coupled with a simple model of nonspecific epistasis, is sufficient to
accurately predict and explain phenotypes across the entire ensemble
of sequences. Higher-order interactions are not completely absent, but
they are weak and limited to a very small fraction of genotypes.

We also examined the 20 datasets using RBA. We exactly com-
puted the first-, second-, and third-order RBA models, using the sig-
moid link function with parameters that maximize predictive accuracy
for all genotypes. We then used each fitted model to predict the
phenotypes of the higher-order mutants not used to compute the
model. The median R* across datasets isless than 0.2 for all three
model orders; the vast majority of phenotypic variation is thus left to
be explained by higher-order epistasis (Fig. 4c). The RBA formalism
therefore leads to a complex and idiosyncratic description of the
genetic architecture of these proteins.

Phenotype bounding is the major cause of nonspecific epistasis
To understand the impact of incorporating nonspecific epistasis, we
compared RFA of the empirical datasets when estimated with and
without the sigmoid link function. We found that incorporating non-
specific epistasis dramatically improves phenotype prediction and
reduces the variance attributed to epistasis (Fig. 5a, b). Using the sig-
moid link raises the median out-of-sample R? of first-order models
from 0.59 to 0.92, reducing the variance attributable to specific epis-
tasis by a factor of 5. For second-order models, it improves the median
R’ from 0.87 to 0.96, reducing the variance explained by higher-order
epistasis by a factor of 3. For third-order models, incorporating non-
specific epistasis increases the median R? from 0.95 to 0.98.

The dramatic improvement in fit conferred by the simple sigmoid
function suggests that phenotype bounds—biological or technical
limits on the dynamic range over which genetic states have measurable
effects on function—are the major cause of nonspecific epistasis in
these datasets (Fig. 5¢). Corroborating this conclusion, the degree to
which the link function improves the R? is tightly correlated with the
fraction of genotypes at the phenotype bounds (Fig. 5d). In the CR9114-
B dataset, for example, 99.9% of genotypes are at the lower bound, and
incorporating nonspecific epistasis improves the first-order variance
explained from 1% to 97% (Fig. 5e). Conversely, in the CH65-MA90
dataset, virtually all genotypes are within the dynamic range, and using
the sigmoid link function has little effect on the variance partition.
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a RFA of the 20 datasets without incorporating nonspecific epistasis, shown as in
Fig. 4a. b Incorporating nonspecific epistasis reduces the fraction of phenotypic
variance attributed to pairwise and higher-order interactions. Each dot shows the
variance component attributed to each model order for one dataset when com-
puted with or without incorporating nonspecific epistasis. ¢ Nonspecific epistasis
causes the phenotypic effect of a mutation (Ay) to vary among genetic back-
grounds (magenta versus green) even when the effect on genetic score (As) is

constant. Phenotype bounding is a particularly strong form of nonspecific epistasis
that causes mutations to appear nearly neutral on backgrounds close to the
bounds but not on others. d The extent to which the sigmoid link function
improves the model fit (the difference between out-of-sample R? in (a) and that
in Fig. 4a) is proportional to the fraction of genotypes at the phenotype bounds.
elnan experimental dataset in which only 0.1% of genotypes are within the bounds,
incorporating nonspecific epistasis improves the fraction of variance explained by
first-order effects from 0.01 to 0.97.
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Fig. 6 | Sparsity of protein sequence-function relationships. a Measuring the
sparsity of genetic architecture, illustrated using the CR9114-H1 dataset. RFA terms
up to third order were estimated and ranked by the fraction of variance they
explain (calculated using the simple method for computing the variance con-
tribution of each term described in Methods). Models of increasing complexity
were constructed by sequentially including each term, and each model was eval-
uated by cross-validation. Each dot represents a model, colored by the order of the
last term added. Vertical line marks To0, the minimal number of terms required for
an out-of-sample R? of 0.9. b Ty as a function of the total number of genotypes.

Total number of genotypes (N)

Total number of genotypes

Dotted line, best-fit power function. Asterisk, GB1 dataset. Each 7o was estimated
in two ways: as the number of terms required to reach R? of 0.9 (upper error bar)—
an overestimate because measurement noise prevents any model from attaining an
out-of-sample R? of 1—and as the number of terms required for an R* equal to 90% of
that of the full third-order model (lower error bar); circles show the average of the
two estimates. ¢ Fraction of all terms required to explain 90% of phenotypic var-
iance shown against the total number of genotypes. Asterisk, GB1 dataset. Error
bars show the possible maximum and minimum computed as in (b).

Although the causes of nonspecific epistasis are likely to be
complex and vary among datasets, these results indicate that the
simple sigmoid link function effectively captures its most salient fea-
tures and allows the specific genetic architecture to be described
economically.

Sparsity of protein sequence-function relationships

We next asked whether protein function is determined by many
genetic states and interactions of small effect or by a few determinants
of large effect. For each dataset, we estimated the minimal number of

reference-free terms required to predict the phenotype with 90%
accuracy (Too): we ranked the terms in the fitted third-order model by
their contribution to variance, constructed increasingly complex
models by sequentially including each term, and estimated the accu-
racy of each model by cross-validation (Fig. 6a).

The genetic architecture of proteins is very sparse (Fig. 6b). Out of
up to 160,000 possible terms in each model, Too ranges from just 6 to
44 across all datasets except for GBI, in which the mutated sites were
specifically chosen to be enriched for epistatic interactions. As the
total number of possible genotypes (V) increases, Ty increases very
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sample size required for a mean out-of-sample R? >0.9. b Ny as a function of the
total number of genotypes. Error bars were computed as in Fig. 6b. The three
datasets with 48 or fewer genotypes are not shown. ¢ Ngg as a function of Ty, the
minimal number of terms required to explain 90% of phenotypic variance (Fig. 6).
d Ny as a function of the fraction of genotypes within phenotype bounds.

slowly, so that the fraction of all terms required for an R* of 0.9 declines
almost linearly (Fig. 6c). These relationships hold irrespective of the
number of states per variable site.

Our findings suggest that even a very large genetic architecture
should be describable with a compact set of terms. For example, the
relationship between Too and N predicts that a very large genetic
architecture—two states at 100 variable sites, ~10% possible genotypes
and model terms—could be described with 90% accuracy by a model
with just ~10,000 key terms.

Inferring genetic architecture by sparse sampling

Although a protein’s genetic architecture is defined by relatively few
causal factors, identifying them could be challenging. Comprehensive
experimental characterization is impractical for sequence spaces
much larger than those we have analyzed, so a critical question is
whether the important terms can be inferred from a small sample of
genotypes by sparse learning methods". To address this possibility, we
sampled a variable number of genotypes from the datasets, fitted RFA
models using regression with L1 regularization, predicted phenotypes
of the unsampled genotypes, and determined Ny, the minimum
sample size required for R* of 0.9 (Fig. 7a).

We found that genetic architecture of proteins cannot be effi-
ciently inferred from sparse random samples (Fig. 7b). Excluding the
three small datasets, Ngg ranges from 0.2 to 25% of the total number of
genotypes, with a median of 5%. Even the lowest end of this range does
not bode well for inferring the architecture of large sequence spaces
with many states at many variable sites.

We evaluated several factors that might determine the necessary
sample size. First, we found that large sequence spaces require larger
samples: Nog increases with the total number of genotypes, although
there is a considerable scatter in this relationship (Fig. 7b). Second, the
complexity of the genetic architecture is not a major factor: Nyo
depends only weakly on Tyq (Fig. 7¢). Finally, we found that the fraction
of genotypes within the dynamic range of measurement is a critical
factor: Nyg increases sharply with the degree of phenotype bounding
(Fig. 7d). An extreme case is the CR9114-B dataset (65,536 genotypes),
where just 10 first-order effects account for 90% of phenotypic var-
iance but approximately 16,000 genotypes are needed to identify
them. This is because 99.9% of genotypes are at the lower bound,
providing little quantitative information on genetic effects. By con-
trast, the CH65-MA90 dataset consists of the same number of geno-
types, but the genetic architecture can be inferred from just 99
random genotypes because there is virtually no phenotype bounding.

We conclude that despite the global simplicity of proteins’ genetic
architecture, the important causal factors cannot be efficiently iden-
tified by sparse random sampling. A critical step is therefore to
develop a sampling strategy that can efficiently identify the key first-
order effects and pairwise interactions that define a genetic
architecture.

Understanding genetic architecture

A benefit of coupling RFA with the sigmoid link function is that the
genetic effects are expressed in a unit that is intelligible through a
simple biophysical analogy, and they become comparable across
datasets, even when different phenotypes are measured. The sigmoid
model describes the phenotype of a variant as an equilibrium between
two thermodynamic states: the functional state, whose phenotype is U,
and the nonfunctional state, whose phenotype is L (Fig. 8a). A variant’s
phenotype, lying between U and L, reflects the relative occupancy of the
functional to nonfunctional state, which is determined by its genetic
score (s) as €’. The genetic score takes the role of the Gibbs free energy
difference between the two states (AG) expressed in the unit of —kT (the
product of Boltzmann constant and absolute temperature). If a variant’s
genetic score is 0, the two states are equally populated and its pheno-
type is midway between U and L. A sequence state or combination that
increases the genetic score by 2.3 always causes a ten-fold increase in
the relative occupancy of the functional state, corresponding to an
apparent AAG of -1.4 kcal/mol at 37 °C. This relationship holds across
proteins, functions, and experimental systems.

We applied this framework to understand the genetic architecture
of several example proteins. The CR9114-H3 dataset (Fig. 8b) consists
of affinity measurements for binding of 2' antibody variants (all pos-
sible combinations of ancestral and derived amino acids at 16 sites that
evolved during affinity maturation) to an influenza hemagglutinin. The
vast majority of variants are at the lower bound of detectable binding,
so the average genetic score is -7.8, corresponding to just 0.04%
occupancy of the bound state, or AGgy,, = 5.6 kcal/mol. The best variant
has a score of just 2.6, corresponding to 93% occupancy and
AGapp=-1.9 kcal/mol. There is virtually no specific epistasis in this
genetic architecture (Supplementary Fig. 3). First-order effects at three
key sites mostly determine the phenotype: each favorable state
increases the genetic score by 2.1to 2.6 (AAG,,, < -2 kcal/mol); toge-
ther, these states increase the relative occupancy by almost three
orders of magnitude compared with the global average but still yield
absolute occupancy of the bound state of just 36%. Five other sites
make modest contributions, each changing the genetic score by -0.5
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-kT. b CR9114-H3 dataset, which measures the affinity of all combinations of
ancestral and derived amino acids at 16 sites in an antibody towards a hemagglu-
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(Right) First-order effects of amino acids at each site. ¢ avGFP dataset, which
measures the fluorescence of all combinations of pairs of amino acids at 13 sites.
(Left) Second-order RFA. (Right) First-order effects and pairwise interactions, which
account for 57 and 38% of phenotypic variance, respectively. Values are shown for
one of the two of amino acids at each site. The ten pairwise interactions possible
among sites 3, 5, 6, 9, and 10 are outlined. d Crystal structure of avGFP (PDB ID:
3e5w). The 13 mutated sites are shown in spheres, and the chromophore and its five
surrounding sites are colored inred. e ParD3-ParE3 and ParD3-ParE2 (20?) datasets,
which measure the binding of all possible variants of ParD3 at three sites to ParE3,
the cognate substrate, and ParE2, a noncognate substrate. (Left) First-order RFA.
(Right) First-order effects at each site. Asterisk, wild-type amino acid. f Comparing
the effect of each amino acid on ParE3 versus ParE2 binding. Wild-type amino acids
are marked.

and shifting the relative occupancy by ~1.3 fold. The remaining eight
have even smaller effects. A variant must therefore have all three large-
effect favorable states to achieve measurable binding, and the parti-
cular combination of states at the other sites modulates the affinity.
Specific pairwise interactions are important in the avGFP dataset
(Fig. 8c), accounting for 38% of variance in fluorescence measure-
ments. There are many functional variants in this library, including a
large number at the measurement maximum, so the average variant
has a genetic score of -1 with the occupancy of the fluorescent state at
20%. First- and second-order effects involving just five of 13 variable
sites account for 86% of variance. These sites, which tightly surround
the chromophore in the crystal structure (Fig. 8d), engage in a dense
epistatic network in which nine of the ten possible pairwise interac-
tions are nonzero. Only four of these interactions alter the genetic
score by more than1, but their total impact is substantial, conferring
anincrease in genetic score by 7.8 and relative occupancy by 2400-fold
(AAGgp,=-5.6 kcal/mol) when all are in the most favorable

combination. Not all of these are necessary to achieve high fluores-
cence, however: because the global average has measurable fluores-
cence, one or more favorable states can be removed while leaving the
other interactions intact.

RFA terms can also be used to understand the determinants of
functional specificity in multistate sequence space and when multiple
functions are measured. The ParD3 library (all combinations of
20 states at 3 sites in the binding interface) was assayed separately for
binding its cognate ligand ParE3 and the noncognate ligand ParE2.
Effects on specificity can be quantified as the difference between a
state’s effects on the genetic score with the two ligands. The average
variant displays a weak but measurable binding to both ligands, with a
preference for ParE3 over ParE2 by a genetic score of ~ 1 (difference in
relative occupancy of 2.5-fold). For both ligands, first-order effects
account for the vast majority of variance in binding (Fig. 8e). There are
only eight amino acid states that can change the genetic score in favor
of one ligand over the other by more than 1.6, each equivalent to more
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than 5-fold difference in occupancy (Fig. 8f). The three strongest of
these each favor ParE3 by scores of 2.2 to 2.8 (-10-fold preference in
occupancy, AAG,,, -2 keal/mol). Two of these change specificity by
increasing affinity for both ligands but more strongly enhancing ParE3
binding, and the third has opposite effects on the two ligands. The wild-
type protein in this case possesses these three specificity-optimal states.

Discussion

Our finding that first-order effects and pairwise interactions account
for virtually all genetic variation within proteins contrasts with several
reports of extensive high-order epistasis'®. Use of reference-based
analysis and incomplete accounting of nonspecific epistasis have led
prior studies to invoke more high-order epistasis than is necessary to
explain the data.

We expect our finding to be general across proteins and biochem-
ical phenotypes, but the available datasets have some important limita-
tions. The datasets we analyzed comprise proteins with diverse
structures and functions. It is unlikely that the particular sites varied in
the datasets biased the architectures towards simplicity. In most cases,
the sites were chosen because of prior structural evidence that they are
functionally important or they vary between functional homologs. The
sites are dispersed across the structure in some datasets but clustered in
others, so our results are unlikely to be the consequence of spatially
biased sampling. A limitation is that each dataset assessed a single phe-
notype, so the genetic architecture of functional specificity could be
more complex; however, a recent study using a similar approach as ours
found that high-order interactions within a transcription factor are rela-
tively unimportant for determining its DNA binding specificity*®. Allos-
teric phenotypes, in which multiple functions within a protein modulate
each other across a protein’s structure, may have more complex genetic
architectures. The relative simplicity of global genetic architecture does
not necessarily imply that epistasis does not affect evolutionary pro-
cesses; a moderate degree of pairwise epistasis could be sufficient to
introduce substantial contingency into protein sequence evolution*®*.

The lack of high-order epistasis within proteins may seem sur-
prising from a structural perspective, because proteins often contain
clusters of three or more residues that contact each other directly. Our
results indicate that the phenotypic variation encoded by these physical
clusters can largely be explained as the sum of the their pairwise
interactions. But any pairwise coupling depends on the fold of the
protein, which in turn depends on states at other sites. A mutation that
changes the conformation should alter pairwise couplings and induce
high-order epistasis. In the datasets we examined, such conformational
epistasis seems rare or inconsequential. A possible explanation is that
these datasets held most sites in the protein constant and therefore
presumably maintained the overall conformation (or caused it to unfold
entirely). High-order interactions that specify a protein’s fold might be
revealed in a library large enough to contain variants with multiple
folds, or if phenotypes involving multiple conformations within a single
fold were measured. Direct insight into the physical reasons why genetic
architecture is so simple in the protein datasets we examined will
require contrasting them to proteins that manifest more high-order
epistasis, but those in the latter category have not yet been found.

The effectiveness of the sigmoid link to capture nonspecific
epistasis may seem surprising, because nonlinearities in sequence-
function relationships can arise from complex biological and technical
causes that vary among proteins, phenotypes, and assays. Our results
suggest that bounds on the range over which a phenotype can be
produced and measured are the major cause of nonspecific epistasis in
these datasets. Irrespective of the underlying causes, incorporating
this nonlinearity using a simple sigmoid with RFA yields a parsimo-
nious and efficient description of a protein’s genetic architecture. It is
possible that other link functions could offer superior accuracy for
some proteins; further research is warranted to examine their perfor-
mance under a variety of conditions.

Our finding that RFA outperforms RBA in providing a compact
and accurate description of the global sequence-function relationship
does not mean that RBA is never useful. RBA is appropriate in principle
if the object of interest is interactions among a few mutations in the
background of a particular wild-type or ancestral protein. In such
cases, exact RBA should be used with caution because of its tendency
to infer interactions from measurement noise and local idiosyncrasies
and its limitations when data are incomplete. Regression should not be
used to fit RBA models because of bias in the variance partition and
propagating error in the estimated coefficients.

For scientists who would like to understand how proteins work,
our findings are reassuring, but they also clarify a challenge. Proteins’
genetic architecture is intelligible: a small fraction of low-order model
terms explains most functional variation. It is therefore unnecessary to
exhaustively characterize complete combinatorial libraries or estimate
high-order models, which would quickly become intractable as the
number of sites or states increases. But random sampling from com-
binatorial libraries cannot efficiently identify the important genetic
determinants if the sequence space is very large and most random
sequences are nonfunctional. Analyzing the effects of low-order
combinations of mutations on a single functional protein would not
work either, because this approach would be subject to the same kind
of errors and idiosyncrasies that plague RBA. An effective strategy may
be to perform single- and double-mutant scans using as starting points
a diverse set of functional proteins, such as distantly related
homologs*®, while also improving the dynamic range of measurement.
Future research is warranted to define how distant from each other
such proteins must be. The potential of this strategy to efficiently learn
the rules of sequence-function relationships has not been previously
considered, perhaps because the genetic architecture of proteins was
thought to be much more complex than it is.

Methods

Reference-free analysis (RFA)

Here we define RFA and summarize its key properties. Proofs for the
properties and detailed comparisons with other formalisms are in
Supplementary Information. Scripts and tutorials for performing RFA
are on GitHub (github.com/JoeThorntonLab/RFA).

Consider a genotype space defined by g states across n sites. Let g
denote a genotype, y(g) its phenotype, and G the set of all ¢" possible
genotypes. RFA decomposes the phenotype into the contribution of
individual states and their interactions relative to the global mean
phenotype, which is denoted

eo=(JIG),

where the brackets indicate averaging y over G. The first-order effect of
state s in site i is the difference between the mean phenotype of the
subset of genotypes sharing that state (denoted G;) and the global
mean:

€()=(YG;) — €.

The pairwise interaction between states s; and s, in sites i; and i, is
the difference between the mean phenotype of the subset of geno-
types sharing that state-pair (Gfl‘"f;) and the global mean after
accounting for the first-order effects:

€, (5,5,) = <y|Gf:f;> — leo+e; (s1) +e,(52)]-

Likewise, a higher-order effect is the difference between the mean
phenotype of a subset of genotypes sharing a set of states and the
global mean after accounting for the relevant lower-order effects.

RFA predicts the phenotype by summing the effects of all states in
the genotype. For a genotype with state g; in site i, the predicted
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phenotype under RFA of order k is

Y(8)=egt Zei(gi)+ Zeil,iz(gilrgiz)"' et Z €i,,.iy (gilvnvgik)'
- v

1< <<y

The overall accuracy of this prediction can be quantified by the
sum of squared errors

6= Ve -n@)’

8<G

Among all linear models of the same order, including reference-
based models under any choice of wild-type genotype, RFA minimizes
gc for any k for any set of sequence-function associations. For example,
when k is zero (all phenotypes predicted by a single number), &¢ is
minimized by the global mean phenotype, which is the RFA zero-order
term. By minimizing &5, RFA explains the maximum fraction of phe-
notypic variance that can be explained by any linear model of the same
order. Fourier and background-averaged analyses share this property.

RFA facilitates the analysis of genetic architecture by partitioning
the phenotypic variance into components attributable to each state
and interaction:

Var(y|G)<= %Z e - <yIG>}2> = Z%'

8c G ez€y

where e denotes any nonzero-order effect and O(e) its order. Note that
an effect of order k is involved in the phenotype of one in g* genotypes.
The amount of phenotypic variance attributable to an effect is
therefore the square of its magnitude normalized by the fraction of
genotypes involving that effect.

Applying RFA on noisy and incomplete data

When individual phenotypes are subject to measurement noise of
variance w, a reference-free effect of order kK computed from them has
a variance

(-1
qn

w.

This is always smaller than w and typically miniscule for low-order
effects. The extensive averaging of phenotypic measurements in the
computation of reference-free effects confers robustness to
measurement noise.

When some genotypes are missing from data, reference-free
effects can be inferred by regression. To infer effects of order up to k,
we model

Y@ =y +e®),

where the residual €(g) is the sum of all higher-order effects and
measurement noise. Let G* be the set of sampled genotypes. The
regression estimates are obtained by minimizing the sum of squared
errors across G,

3 e @)

rea

Because reference-free effects minimize the sum of squared
errors across genotype space, the regression estimates converge to
the true effects as more genotypes are sampled. The estimates are
unbiased as long as genotypes are randomly sampled, because the
unmodeled higher-order effects appear as noise to any lower-order
model and therefore do not bias the regression.

Nonspecific epistasis

We account for nonspecific epistasis by assuming that the effects of
sequence states are transformed by a nonlinear link function into the
observed phenotype. We modeled the link function as a simple sig-
moid, which is defined by two parameters corresponding to the lower
(L) and upper (U) bound of phenotype:

s U-D
YE=L* 1o

where s(g) is the genetic score—the sum of the reference-free effects of
all states in the genotype g. The sigmoid link allows the genetic score
to be interpreted in the free-energy scale, but any link function able to
model phenotype bounds could be used, with the exact curvature
between the bounds reflecting the properties of the particular dataset.
To keep the unit of genetic score identical to that of phenotypic
measurement, a bounded identity function can be used.

Implementation

We inferred the link function and reference-free effects jointly by
regression. The joint inference® is desirable over a widely used two-
step approach, which infers the link function first and applies its
inverse transformation on the observed phenotype to compute the
effects of sequence states”. The two-step approach infers the link
function by fitting a first-order model under the assumption of no
nonspecific epistasis and by identifying any systematic nonlinearity
between the observed and predicted phenotype. Because the first-
order model is fit under the incorrect assumption that nonspecific
epistasis is absent, this approach cannot uncover the true link func-
tion. Furthermore, the inverse transformation can dramatically amplify
measurement noise for genotypes near the phenotype bounds.

The joint regression was performed with L1 regularization to
reduce overfitting. The optimal regularization strength was determined
by maximizing the out-of-sample R? in cross-validation. Except for four
datasets, cross-validation was performed by randomly partitioning the
genotypes into training and test sets. For the three datasets with 48 or
fewer genotypes and the CR9114-B dataset where only 81 genotypes are
above the lower phenotype bound, cross-validation was performed by
leaving out each measurement replicate in turn. The R package lbfgs was
used for numerical optimization. To estimate variance explained using
truncated models, we used ten-fold cross-validation, which may slightly
underestimate accuracy, but this bias is expected to be weak because
RFA uses many genotypes to estimate each model term at low orders.

For datasets that sample only two amino acids per site, we esti-
mated RFA terms by first performing Fourier analysis and then com-
puting the RFA terms from the Fourier coefficients. In a binary state
space, there are fewer Fourier coefficients to model than there are RFA
terms, and the two sets of terms are easily interconvertible (Supple-
mentary Section 1.2). The best-fit Fourier coefficients and link function
were determined by cross-validation as described above.

For incorporating nonspecific epistasis into reference-based
analysis (RBA), the regression approach should not be used, because
regression misestimates RBA terms (Fig. 2). For each candidate set of
link function parameters, RBA terms were computed to recapitulate
the observed phenotype for mutants up to the model order. For
example, the first-order model was constrained to be exact for the
wild-type and its point mutants, consistent with the definition of first-
order RBA. The effects and the link function were then used to predict
the phenotypes of higher-order mutants, and this procedure was
repeated for other parameter values to identify the link function that
maximizes the R? for higher-order mutants.

Background-averaged analysis was originally developed only for
binary state space®”. We extended the recursive matrix formalism to
multiple states and implemented it in a custom R script. The same
multi-state formalism was recently independently derived®.
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Combinatorial mutagenesis datasets

We systematically mined the literature for mutagenesis experiments
with a combinatorially complete design. Among the many datasets
comprising fewer than 100 genotypes, we chose three datasets where
high-order epistasis has been reported. Any larger dataset in which
precise measurement (> >0.9 between replicates) is available for at
least 40% of possible genotypes was included for analysis. Several
datasets were edited as described below.

The methyl-parathion hydrolase activity’” was measured in the
presence of seven different metal cofactors. In every case, the second-
order RFA with the sigmoid link function explains more than 90% of
phenotypic variance. Only the Ni** dataset, in which epistasis accounts
for the greatest fraction of phenotypic variance, is presented here.

The original dihydrofolate reductase dataset’ includes a non-
coding mutation for a total of 96 variants. We only analyzed the 48
protein variants fixed for the mutant state in the noncoding site. IC;s—
the antibiotics concentration that reduces the growth rate by 75%—was
originally reported in logarithmic scale, set arbitrarily as -2 when the
variant is unviable at any concentration. We reverted the logarithm,
making IC;s equal to O when the variant is unviable.

The influenza A H3N2 hemagglutinin dataset” characterized an
identical set of genetic variants in six different genetic backgrounds.
We analyzed only the genetic background for which the measurement
is most precise (Bei89).

In the avGFP dataset”, fluorescence is systematically higher in the
second measurement replicate by a factor of 1.31. This difference was
normalized when combining the two replicates.

The ParB study®® measures how the transcription factor ParB
binds to two DNA motifs, parS and NBS. Because measurement 12 is less
than 0.9 for the NBS dataset, only the parS dataset was analyzed. The
absolute fitness of each variant was inferred by comparing the read
count before and after the bulk competition assay. Variants with the
pre-competition read count fewer than 15 were excluded, resulting in
42.2% coverage of the 160,000 possible genotypes—down from 97.0%
in the original study.

The extent of measurement noise in the protein G Bl domain
dataset™ could not be directly determined because measurement was
not replicated, but comparison to an independent dataset for a subset
of variants showed that r* is greater than0.9. Variants with a pre-
competition read count fewer than 100 were excluded, resulting in
68.6% coverage of the 160,000 possible genotypes—down from 93.4%
in the original study.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability

All sequence-function data were gathered from published studies
(Table 1) and are available on GitHub (https://github.com/
whatdoidohaha/RFA) and Zenodo (https://doi.org/10.5281/zenodo.
8307147).

Code availability

All scripts used for data analysis as well as tutorial scripts for per-
forming reference-free analysis are available on GitHub (https://github.
com/JoeThorntonLab/RFA) and Zenodo (https://doi.org/10.5281/
zenodo.8307147).
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