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BNP-Track: a framework for superresolved 
tracking

Ioannis Sgouralis    1,8, Lance W. Q. Xu    2,3,8, Ameya P. Jalihal4, Zeliha Kilic    5, 
Nils G. Walter    6 & Steve Pressé    2,3,7 

Superresolution tools, such as PALM and STORM, provide nanoscale 
localization accuracy by relying on rare photophysical events, limiting these 
methods to static samples. By contrast, here, we extend superresolution 
to dynamics without relying on photodynamics by simultaneously 
determining emitter numbers and their tracks (localization and linking) 
with the same localization accuracy per frame as widefield superresolution 
on immobilized emitters under similar imaging conditions (≈50 nm). We 
demonstrate our Bayesian nonparametric track (BNP-Track) framework on 
both in cellulo and synthetic data. BNP-Track develops a joint (posterior) 
distribution that learns and quantifies uncertainty over emitter numbers 
and their associated tracks propagated from shot noise, camera artifacts, 
pixelation, background and out-of-focus motion. In doing so, we integrate 
spatiotemporal information into our distribution, which is otherwise 
compromised by modularly determining emitter numbers and localizing 
and linking emitter positions across frames. For this reason, BNP-Track 
remains accurate in crowding regimens beyond those accessible to other 
single-particle tracking tools.

Characterizing macromolecular assembly kinetics1, quantifying 
intracellular motility2–4 or interrogating pairwise biomolecular inter-
actions5 requires accurate decoding of spatiotemporal processes at 
single-molecule scales, that is, high-nanometer spatial and rapid, often 
millisecond, temporal scales. These tasks ideally require superresolving 
positions of dynamic targets, typically fluorescently labeled molecules 
(light emitters), to tens of nanometer spatial resolution6–9 and, when 
more than one target is involved, discriminating between signals from 
multiple targets simultaneously.

Assessments using fluorescence experiments at the required 
scales suffer from inherent limitations often arising from the diffrac-
tion limit of light (≈250 nm in the visible range for typical applica-
tions), below which conventional fluorescence techniques cannot 
resolve neighboring emitters. To overcome limitations of conventional 
tools and achieve superresolution, improvements have been achieved 

through structured illumination10, structured detection11–14, photore-
sponse of fluorophore labels to excitation light6–8,15,16 or combinations 
thereof17–20.

Here, we focus on widefield superresolution microscopy (SRM), 
which typically relies on fluorophore photodynamics to achieve 
superresolution. SRM is regularly used both in vitro21,22 and in cel-
lulo7,8,23–26. Specific widefield SRM image acquisition protocols, such 
as STORM15, PALM8 and PAINT21, through their associated image 
analyses, decode positions of light emitters separated by distances 
below the diffraction limit, often down to tens of nanometer reso-
lution8,15. These widefield SRM protocols can be broken down into 
the following three conceptual steps: (1) specimen preparation, (2) 
imaging and (3) computational processing of the acquired images 
(frames). The success of step 3 is ensured by steps 1 and 2. In particular, 
in step 1, engineered fluorophores are selected, enabling the desired 
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ℙ (links, locations, emitter numbers|data)

= ℙ (links|locations, emitter numbers,data)

×ℙ (locations|emitter numbers,data)

×ℙ (emitter numbers|data) .

(1)

Single-particle tracking (SPT) tools performing emitter number deter-
mination, emitter localization and linking as separate steps (for exam-
ple, see refs. 6,7,29–36 and many more reviewed therein) invariably 
approximate the joint distribution’s maximization as a serial  
maximization of three terms. This process often involves additional 
approximations, such as using ℙ( links|locations)  to approximate 
ℙ( links|locations, emitter numbers,data). Approximations such as 
these are acceptable for well-isolated and in-focus emitters. However, 
they have fundamentally limited our ability to superresolve emitters, 
especially as these move within light’s diffraction limit. By contrast, 
BNP-Track avoids such approximations and leverages all sources of 
information to construct the joint posterior, yielding superresolved 
emitter tracks.

The overall input to BNP-Track includes both raw image sequences 
and known information on the imaging system, including the micro-
scope optics and camera electronics, as further detailed in Methods. 
Using Bayesian nonparametrics, we estimate unknowns, including 
the number of emitters and their associated tracks. We demonstrate 
BNP-Track on experimental SPT data, detailing how the simultaneous 
determination of emitter numbers and tracks can be computationally 
achieved. We also benchmark BNP-Track’s performance in Results 
against TrackMate30, to which we confer some advantage because direct 
comparison is impossible as existing tools do not simultaneously learn 
emitter numbers and associated tracks.

Results
To demonstrate our approach, we use BNP-Track first to analyze 
single mRNA molecules diffusing in live U-2 OS cells imaged under 

photodynamics, for example, photoswitching in STORM15, photoacti-
vation/photobleaching in PALM8 or fluorophore binding/unbinding 
in PAINT21. Step 2 is then performed over extended periods, while rare 
photophysical (or binding–unbinding) events occur, and sufficient 
photons are collected to achieve superresolved localizations in step 3. 
For well-isolated bright spots, step 3 achieves superresolved localiza-
tion6,7,27 while accounting for effects such as light diffraction, result-
ing in spot sizes of roughly twice 0.61λ/NA (the Rayleigh diffraction 
limit), set by the emitter wavelength (λ), the microscope objective’s 
numerical aperture (NA)28, the camera and its photon shot noise and  
spot pixelization.

Here, we show that computation alone may overcome the reli-
ance on the photophysics of step 1 and the long acquisition times of 
step 2, which not only largely limit widefield SRM to spatiotemporally 
fixed samples but also induce sample photodamage. For example, 
although a moving emitter’s motion blur distributed over frames and 
pixels is typically a net disadvantage in the implementation of step 
3, we conversely demonstrate that such a distribution of the photon 
budget in both space and time provides information that can be lever-
aged to superresolve emitter tracks, determine emitter numbers and 
help discriminate targets from their neighbors, even in the complete 
absence of photophysical processes (Fig. 1).

Although captured in more detail in the framework put forward in 
Methods and Supplementary Information, here, we briefly highlight 
how our tracking framework, Bayesian nonparametric Track (BNP-Track), 
fundamentally differs from conventional tracking tools that determine 
emitter numbers, localize emitters and link emitter locations in 
sequential (modular) steps. In the language of Bayesian statistics, 
resolving emitter tracks and emitter numbers amounts to constructing  
the probability distribution ℙ( links, locations, emitter numbers|data), 
which reads ‘the joint posterior probability distribution of emitter num-
bers, locations and links given data’. The best set of emitter numbers and  
tracks are those globally maximizing this probability distribution.  
Without further approximation, this probability distribution can be 
decomposed as the following product:
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Fig. 1 | Conceptual comparison between widely available tracking 
frameworks and BNP-Track. a,e, Four frames from a dataset showing two 
emitters. b, Existing tracking approaches either completely or partially  
separate the task of first identifying and then localizing light emitters in the 
FOV of each frame independently. c, Conventional approaches then link 
emitter positions across frames. d, Our nonparametric approach (BNP-Track) 

simultaneously determines the number of emitters, localizes them and links  
their positions across frames. In b–d, circles denote correctly identified emitters, 
and crosses (×) denote missed emitters. In c and d, the scale bars indicate a 
distance equal to the nominal diffraction limit given by the Rayleigh diffraction 
limit of 0.61λ/NA.
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single-plane HILO illumination37 on a fluorescence microscope as previ-
ously described2,38,39 and use a beamsplitter to divide the single-color 
signal onto two cameras (Fig. 2). The dual-camera setup allows us to test 
for consistency of BNP-Track’s emitter number and track determination 
across cameras. In subsequent tests, we use noise-overlaid synthetic 
data for which the ground truth is known30,34 (Figs. 3 and 4 and Sup-
plementary Fig. 2) and finally challenge BNP-Track with experimental 
data of crowded emitters (Fig. 5).

As emitters move in three dimensions (3D), it is possible, and 
indeed helpful in more accurate lateral localization, for BNP-Track 
to estimate emitter axial distance (∣z∣) from the in-focus plane from 
two-dimensional (2D) images by modeling the dependence of the 
width of the emitter’s point spread function (PSF) on ∣z∣40. For this 
reason, although the axial distance from the in-focus plane is always 
less accurately determined than the lateral positions, we nonethe-
less report BNP-Track’s axial estimates for experimental data in  
Figs. 2 and 4.

Before showing the results, we note an important feature of Bayes-
ian inference. Developed within the Bayesian paradigm41–43, BNP-Track 
goes beyond providing mere point estimates for unknown variables 
like the number of emitters and their corresponding tracks. It offers 
posterior probability distributions for these quantities, from which 95% 
credible intervals (CIs) can be computed. As we cannot easily visualize 
the output of multidimensional distributions over all candidate emitter 
numbers and associated tracks, we often report estimates for emitters 
that coincide with the number of emitters maximizing the posterior, 
termed maximum a posteriori (MAP) point estimates44. Having deter-
mined the MAP number of emitters, we then collect their associated 
tracks in figures, such as in Figs. 2 and 5.

BNP-Track superresolves sparse emitter tracks in cellulo
Because no direct ground truth is available for tracks from experimen-
tal SPT data, we use two cameras behind a beamsplitter to assess the 
success of BNP-Track. Using image registration (to correct for camera 
misalignment), we independently process two datasets for subsequent 
comparison and error estimation, knowing that, in principle, both 
cameras should have the same tracks (our ground truth). However, the 
noise realizations on both cameras are different, and emitters may move 
closer to each other than the nominal diffraction limit of 231 nm. To 
estimate tracking error quantitatively, based on Chenouard et al.34, we 
define a tracking error metric; see Eqs. (2) to (4) in Methods for details.

In Fig. 2a,b, we show, for illustrative purposes alone, time aver-
ages of a sequence of 22 successive frames spanning ≈2.5 s of real 
time in both detection channels, reflecting the complexity of the 
data to which BNP-Track applies. In data processing, we analyze the 
underlying frames without averaging. All raw data are provided in 
Supplementary Data 1–4.

From these frames, we track well-separated or dilute emitters 
(that is, whose PSFs are always well separated in space) in a 5-μm-wide 
square region of interest (ROI), named ROI-1. Fig. 2a also zooms in on 
ROI-1. As these are real experimental image stacks, there is no reason 
to assume a priori that the motion model is normally diffusive. The 
BNP-Track-derived track estimates are shown in Fig. 2c, while in Fig. 2e, 
all samples drawn from the posterior distribution are superposed. Due 
to fundamental optical limitations, we cannot determine whether 
the emitter’s axial position lies above or below the in-focus plane, so 
we only report the absolute value of the emitters’ axial position. As 
evident from Fig. 2c, BNP-Track successfully identifies and localizes 
the same tracks within the selected ROI in the two parallel camera 
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Fig. 2 | Testing BNP-Track’s performance on two 5-μm-wide regions of interest 
with different emitter densities based on an experimental dataset from 
fluorophore-labeled mRNA molecules diffusing in live U-2 OS cells onto a 
dual-camera microscope. a,b, For convenience only, we show time averages of 
all 22 frames analyzed from cameras A (a) and B (b). The selected ROIs are boxed, 
and the zoomed-in images of the indicated ROIs are shown on the right.  
The remaining region, ROI-3, is only highlighted and is analyzed later in the  

text (Fig. 5). c,d, Estimated tracks within the selected ROIs from both cameras,  
with solid boxes indicating the corresponding ROIs after image registration.  
e,f, Reconstructed time courses for individual tracks from the selected ROIs.  
The dotted boxes in d highlight two emitter tracks only detected by camera A. 
g, Time course reconstruction by combining the top and middle of e. h, Time 
course reconstruction by combining the top and middle of f.
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datasets of ROI-1 despite different background and noise realizations 
on each camera. Of note, the two square ROI-1s are rotated relative to 
one another based on image registration in postprocessing. Fig. 2e 
shows tracks of all well-separated emitters identified within this field 
of view (FOV). We note that despite that the center of an emitter’s PSF 
near the top of ROI-1 in Fig. 2c lies outside ROI-1 for both cameras in all 
22 frames, it is surprisingly independently picked up in the analysis of 
the data from both cameras. However, we exclude this unique track 
outside the FOV from Fig. 2e and further analysis.

Using the metric defined above in Eq. (4) for Fig. 2e, we report 
a tracking error of about 37 nm in the lateral direction, consistent 
with the prior superresolution values for immobilized targets6–8. As 
BNP-Track provides estimates of the lateral as well as the magnitude of 
the axial emitter position (see details in Methods), we can also assess 
the full 3D tracking error. This results in a ≈48-nm 3D tracking error. 
Having shown that we can track emitters in a dilute regimen similar 
to ROI-1 of Fig. 2c,e,g, we next analyze a more challenging ROI, ROI-2, 
where emitter PSFs now occasionally overlap.

As before, for illustrative purposes only, in Fig. 2b we show time 
averages of a sequence of 22 successive frames spanning ≈2.5 s of real 
time. Fig. 2d,f,h reflects the same information as described for ROI-1 
but for ROI-2. As before, BNP-Track tracks emitters even as these dif-
fuse away from a camera’s FOV. Using Eq. (4), we find that for ROI-2, 
the tracking error is slightly higher at 64 nm in the lateral direction, 
remaining below the nominal diffraction limit of 231 nm. Additionally, 
the tracking error in 3D now grows to 159 nm, resulting in a tracking 
error of about 80 nm.

BNP-Track also estimates other dynamical quantities, including 
the background photon flux (photons per unit area per unit time), 
emitter brightness (photons per unit time), (effective) diffusion coef-
ficient and number of emitters. Estimates for these quantities are 

summarized in Extended Data Fig. 1. From Extended Data Fig. 1b,c, the 
system’s background flux and emitter brightness vary substantially 
over time. Despite the agreement between tracks deduced from both 
cameras below light’s diffraction limit in ROI-2, discrepancies in some 
quantities (such as the diffusion coefficient in Extended Data Fig. 1d) 
highlight the sensitivity of these quantities to small track differences 
below light’s diffraction limit. Similarly, small discrepancies in the 
emitter brightness estimates (Extended Data Fig. 1c) may be induced 
by minute dissimilarities in the optical path leading to each camera.

Finally, the number of emitters detected in the two cameras differs 
(Extended Data Fig. 1), with the additional tracks detected by camera 
A highlighted by dotted boxes in Fig. 2d. This is unsurprising for three 
reasons. First, the two cameras have slightly different FOVs. Second, 
as highlighted by the dotted boxes in Fig. 2d, a notable portion of the 
two extra tracks lies outside the FOV of either camera and thus are 
challenging to detect under any circumstance. Third, as out-of-focus 
emitters can mathematically model background noise and because two 
cameras draw slightly different conclusions on background photon 
emission rates and emitter brightnesses (Extended Data Fig. 1b,c), this 
may also naturally lead to slightly different estimates of the number of 
emitters, especially those out of focus or beyond the FOV. BNP-Track 
detects in-focus emitters and uses what it learns from in-focus emitters 
to extrapolate outside the FOV or in-focus plane. In such regions, the 
number of photons that BNP-Track uses to draw inferences on tracks 
is naturally limited.

Benchmarking BNP-Track with synthetic data
Next, we validate BNP-Track by using synthetically generated data 
where ground truth tracks are known. To ensure realistic data, we 
adopt the procedure outlined in Methods and Supplementary Infor-
mation for data generation. The parameters (NA, pixel size, frame 
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in the y coordinate. See Extended Data Fig. 2 for the same figure but with the x 
coordinate. a, BNP-Track’s MAP estimate compared to the one-emitter ground 
truth. b, TrackMate’s estimate compared to the one-emitter ground truth. Sets 
A and B are equivalent in this case. c, u-track’s estimate compared to the one-
emitter ground truth. d, BNP-Track MAP estimates compared to the three-emitter 

ground truth. e,f, TrackMate estimates compared to the three-emitter ground 
truth with high localization quality threshold (e) and low localization quality 
threshold (f). In d–f, the top track of ground truth is the same as the ground truth 
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rate, diffusion coefficient, emitter brightness and background photon 
flux) used in generating synthetic data are identical or similar to those 
used in the earlier experiments. All parameter values are specified in 

Supplementary Table 1. Using simulated data with knowledge of the 
ground truth tracks, we evaluate BNP-Track’s performance in two ways. 
First, we compare BNP-Track’s tracking accuracy to an established 
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SPT tool built on a leading tracking tool34, TrackMate30. Second, we 
test BNP-Track’s robustness across different parameter regimens and 
motion models (beyond normal diffusion).

Comparing BNP-Track to other SPT methods fairly and directly 
poses challenges. For instance, no other existing method simultane-
ously estimates emitter numbers alongside their associated tracks 
(alongside diffusion coefficients, time-dependent emitter brightnesses 
and time-dependent background photon fluxes). We simulated data 
with emitter brightness and background photon flux constant over 
time to address this. In the analyses conducted by BNP-Track, we fix the 
emitter brightness and no longer estimate its value, although diffusion 
coefficients and the constant background flux are still inferred. By 
contrast, the ground truth values for emitter brightness, background 
photon flux and diffusion coefficient are supplied to the conventional 
SPT tools. This deliberate approach gives a substantial advantage to 
these tools.

Additionally, considering that the dimension of the SPT prob-
lem (the number of estimated variables) can easily exceed hundreds 
(compare Eq. (1)), tuning the parameters of any participating SPT tool 
to optimize their tracking performance becomes impractical within 
finite time. Consequently, we allow 1 day to optimize tracking perfor-
mance for BNP-Track, u-track and TrackMate. This limitation rules out 
options including writing customized code to optimize the tracking 
performance of conventional SPT tools.

Although the numerical value of the posterior distribution is an 
important performance metric for BNP-Track, no single metric exists to 
assess the performance of conventional SPT tools45. Without a quantita-
tive numerical criterion such as a posterior value, we rely on preselected 
metrics, for example, tracks with minimal spurious detections or the 
fewest missed links (termed false negatives). Also, although it is gener-
ally preferable to have tracks with no false positives (spurious detec-
tions or tracks) and no false negatives (missed detections or tracks), 
competing methods often struggle to achieve both simultaneously. 
This difficulty arises because most methods cannot set frame-specific 
thresholds. Consequently, when false negatives and false positives 
cannot be reduced to 0 simultaneously for a conventional SPT tool, 
we output two sets of tracks for this SPT tool from the data. Set A, with 
ground truth tracks presented, prioritizes minimizing false positives 
during the localization (spot detection) phase and subsequently mini-
mizes false negatives during the linking phase. By contrast, set B, again 
with ground truth tracks presented, focuses on reducing false negatives 
during the localization phase and then addresses false positives dur-
ing the linking phase. Finally, if the resulting tracks consist of separate 
segments belonging to a single ground truth track, we manually fuse 
them, providing another advantage to competing tools.

Consequently, to summarize, throughout this study, we give a 
critical advantage to existing tools that we compare to BNP-Track by 
(1) manually tuning the parameters of these tools to have them best 
match the ground truth emitter numbers, locations and links and (2) 
asking BNP-Track to estimate parameters (diffusion coefficient and 
background photon flux) from the data while the ground truth values 
for these same parameters are used to tune competing methods to 
optimize their performance. See Methods for exactly how the afore-
mentioned parameters are provided to existing methods and how track 
segments are fused. As we will show, although competing methods have 
substantial advantages, BNP-Track still exceeds the resolution of exist-
ing tools and yields reduced error rates (percentage of wrong links).

To quantitatively compare SPT tools to BNP-Track, we continue 
using the pairing distance and tracking error metrics previously used 
(Eqs. (2) to (4)). In addition, we use a finite gate value (see ϵ in Eq. (2)) of 
five pixels (presented in Methods). This gate value allows us to bench-
mark SPT tools that otherwise face challenges in localizing emitters 
within specific frames (that is, have missing segments) using a defined 
threshold. Using reasonably different gate values does not alter the 
subsequent discussion (see Supplementary Tables 2 and 3).

Nevertheless, pairing distance and tracking error metrics do not 
fully reflect track quality because linking error (mislink) penalties are 
included in the assessment. Including mislinks can be problematic 
when two or more emitters largely overlap in a frame, with emitters 
losing their identities and becoming indistinguishable. In such cases, 
penalizing mislinks is irrelevant to assessing overall track quality.

Therefore, to better capture localization accuracy, we introduce 
another metric called localization resolution, or simply resolution, 
that does not consider mislinks. Instead of pairing tracks, localization 
resolution independently pairs emitter positions in each frame without 
using a gate value. Consequently, localization resolution is undefined 
if the compared tracks do not have the same number of emitters in any 
given frame. In addition, if there are no mislinks, false positives or false 
negatives, tracking error and localization resolution are equivalent.

Comparison with TrackMate
The study begins with tracking a single emitter, where both BNP-Track 
(Fig. 3a), TrackMate (Fig. 3b) and u-track (Fig. 3c) accurately follow the 
emitter throughout a video sequence, achieving resolutions around 
34.6 nm, 35.4 nm and 32.1 nm, respectively, demonstrating typical per-
formance in straightforward scenarios. As the complexity increases to 
a three-emitter setup (see Supplementary Fig. 1g and Supplementary 
Data 6), BNP-Track outperforms TrackMate under most criteria (Fig. 3d 
and Supplementary Table 3), particularly in situations with overlap-
ping PSFs, maintaining a resolution of 27.1 nm. TrackMate, however, 
struggles with issues like the misinterpretation of diffraction-limited 
emitters and spurious detections (Fig. 3e,f), which severely impairs 
its ability to resolve emitters, leading to notable tracking errors and 
diffusion coefficient overestimates. Detailed data and further analyses, 
including comparative metrics and the impact of tracking errors, are 
available in the Supplementary Information.

Robustness tests
We present in the Supplementary Information robustness results for 
BNP-Track by considering data drawn from different motion models 
and varying diffusion coefficients for normal diffusion in addition to 
varying emitter brightnesses, background photon fluxes and emitter 
numbers. As an example, in Fig. 4, we test how closely two emitters can 
come together while retaining the ability of BNP-Track to enumerate 
the number of emitters and track them.

BNP-Track’s performance in increasingly crowded 
environments
So far, we have evaluated the performance of BNP-Track on two distinct 
ROIs from an experimental dataset and computed its resolution using 
synthetic data. To further test the limits of BNP-Track, we analyzed a 
densely packed ROI, ROI-3 (Supplementary Data 30 and 31), selected 
from the same data set (Fig. 2a).

In Fig. 5a, similar to Fig. 2a,b, for illustrative purposes alone, we 
show time-averaged images from both cameras. These images reveal 
that ROI-3 contains tens of closely positioned and out-of-focus emit-
ters. Furthermore, within ROI-3, cameras A and B observe slightly 
different FOVs, offset by approximately 1.5 μm and rotated by 5°. To 
provide an assessment of BNP-Track’s performance compared to that 
of TrackMate, we selected emitters whose z positions are within 150 nm 
of the in-focus plane in the overlapping region and calculated the 
pairing distance between tracks. The results show a tracking error 
of approximately 136.4 nm, which corresponds to a tracking error of 
68.2 nm compared to the ground truth. These results are consistent 
with the performance for ROI-2 in Fig. 2.

As illustrated in Fig. 5a,b, ROI-3 presents a challenge in estimat-
ing the number of emitters due to crowding and overlapping PSFs as 
well as a larger number of out-of-focus emitters. These features pose 
severe challenges to conventional tracking tools that rely on manu-
ally setting thresholds to fix the number of emitters, especially dim 

http://www.nature.com/naturemethods


Nature Methods | Volume 21 | September 2024 | 1716–1724 1722

Article https://doi.org/10.1038/s41592-024-02349-9

or out-of-focus ones. To demonstrate this point, we used TrackMate 
again to analyze ROI-3. The results for camera A are illustrated in 
Fig. 5c,d. Specifically, for Fig. 5c, we set a high localization quality 
threshold (set A) relative to the nominal diffraction limit of 231 nm at 
5 pixels (665 nm) to minimize spurious detection, resulting in a total 
of 18 tracks. Each of these tracks can be paired with one of BNP-Track’s 
78 emitter tracks using the Tracking Performance Measures tool34 
in Icy46, with the maximum pairing distance set at 2 pixels (266 nm). 
Despite the high localization threshold, TrackMate produces notably 
fewer emitter tracks than BNP-Track due to out-of-focus dim emit-
ters and difficulties arising from overlapping PSFs. By contrast, we 
lower the quality threshold in TrackMate to 0 to detect more emitters 
(set B), thus increasing the total number of TrackMate tracks to 64 
(Fig. 5d). Forty-one tracks can be paired with a subset of BNP-Track’s 
emitter tracks using the same pairing distance threshold. However, 
23 spurious tracks are contaminating further analysis. Similar results 
are also obtained for data from camera B (Extended Data Fig. 3a,b). 
Furthermore, in Extended Data Fig. 3c,d, we show that, given the 
same image registration as used in Fig. 5b, TrackMate does not pro-
duce matching tracks for both cameras, underscoring why emitter 
numbers must be simultaneously learned while tracking rather than 
precalibrating emitter numbers.

Discussion
We present an image processing framework, BNP-Track, superresolv-
ing emitters in cellulo without leveraging fluorophore photodynam-
ics. Our framework analyzes continuous image measurements from 
diffraction-limited light emitters throughout image acquisition. 
BNP-Track extends the scope of widefield SRM by exploiting spati-
otemporal information encoded across all frames and pixels. Addi-
tionally, BNP-Track unifies many existing approaches to localization 
microscopy and SPT and extends beyond them by simultaneously and 
self-consistently estimating emitter numbers.

By operating in three interlaced stages (preparation, imaging and 
processing), existing approaches to widefield SRM estimate locations 
of individual static emitters with a generally accepted resolution of 
≈50 nm or less6–8. Such resolution for widefield applications is sub-
stantially improved relative to conventional microscopy’s diffraction 
limit of ≈250 nm. Although our processing framework cannot lift the 
limitations imposed by optics nor eliminate the degradation induced 
by noise, we show that our framework can substantially extend our 
ability to estimate emitter numbers and tracks from existing images 
with uncertainty both for more straightforward in-focus cases where 
emitters are well separated and more challenging cases where emitters 
are crowded, move out of focus and appear partly out of the FOV. In par-
ticular, because BNP-Track provides full distributions over unknowns, it 
readily computes error bars (often termed CIs within a Bayesian setting) 
associated with emitter numbers warranted by images (for example, 
Extended Data Fig. 1 and Supplementary Fig. 1), localization events for 
both isolated emitters and emitters closer than light’s diffraction limit 
and other parameters including diffusion coefficients.

Many tracking scenarios challenge all tracking tools, including 
out-of-focus motion, crowded environments, inhomogeneous illumi-
nation, optical aberrations, hot pixels or detector saturation. Although 
quantifying when BNP-Track fails depends on the specifics of any given 
circumstance, BNP-Track leverages broad spatiotemporal informa-
tion typically eliminated by separating the tracking task in modular 
steps by traditional tools as highlighted earlier. BNP-Track leverages 
all information available by modeling the entire process from emitter 
motion to detector output simultaneously and self-consistently, thus 
maximizing the amount of information extracted from individual 
frames. As such, when BNP-Track fails to track for a particular sys-
tem setting, conventional tracking methods typically fail earlier (for 
example, as shown in Fig. 4), indicating the need for an alternative 
experimental protocol.

The analysis of FOVs like those shown in Results (5 μm × 5 μm or 
about 1,500 pixels and 22 frames) requires about 300 min of compu-
tational time on an average laptop (Apple MacBook 2020 with macOS 
Ventura). The computational cost scales linearly with frame number, 
total pixel number and total emitter numbers. Larger-scale applica-
tions are within the existing computational capacity, although addi-
tional algorithmic improvements and computational optimization are 
possible. For instance, as part of future technological development, 
parallelism can be used in Eq. (6), the most costly part of our algo-
rithm, given that the average photon numbers incident on each pixel 
are independent of the others. This approach results in a theoretical 
speed-up factor equal to the smaller of the two numbers: the total 
number of pixels and the number of processor cores. What is more, as 
single-photon detector arrays become available, it may be possible to 
imagine generalizing our emission model to consider binary (detection 
or nondetection) or other few-bit emission models extending beyond 
the continuum emission model invoked herein, thereby generalizing 
BNP-Track to faster diffusion processes.

Despite BNP-Track’s higher computational cost, we argue the 
following. First, as demonstrated in Figs. 3 to 5, cheaper conventional 
tracking methods not only fail to surpass the diffraction limit but also 
do not learn emitter numbers. However, learning emitter numbers is 
especially critical in correctly linking emitter locations across frames, 
especially in crowded environments. Second, BNP-Track’s execution 
time is primarily computational wall time, as BNP-Track is unsupervised 
and largely free from manual tuning. This stands in contrast to methods 
such as TrackMate used in the generation of Figs. 3 to 5, which require 
manual tuning and thresholding for proper execution and, even so, 
remain diffraction limited.

As BNP-Track is a framework, it can be adapted to accommodate 
specialized illumination modalities including TIRF47 and light-sheet48 
or even multicolor imaging. Indeed, microscopy modalities collecting 
data across axial planes may help discriminate between background 
and out-of-focus emitters that are currently difficult to distinguish. 
For example, BNP-Track attributes variations in the appearance of 
spots (changes in shape, size and emission intensity) to (1) emitters 
moving in and out of the in-focus plane, (2) overlapping emitters and 
(3) motion blur. Along these same lines, in Methods, we made com-
mon modeling choices and used typical experimental parameters. For 
example, we used an EMCCD camera model and assumed a Gaussian 
PSF. Other choices can be made by simply changing the mathemati-
cal form of the camera model or the PSF, provided that these assume 
known precalibrated forms. None of these changes break BNP-Track’s 
conceptual framework.

Similarly, while BNP-Track uses a Brownian motion model, one 
may wonder about BNP-Track’s performance when emitters evolve 
according to alternative motion models. A preliminary answer to this 
question lies in the Results, where BNP-Track yields accurate tracking 
results consistent across two cameras for an experimental dataset 
with an unknown emitter motion model despite assuming normal 
diffusion (Brownian) motion. Moreover, further simulations shown in 
Supplementary Figs. 3 and 7 to 9 illustrate how BNP-Track applies and 
maintains its performance in cases where emitter motion is dictated 
by motion models extending beyond Brownian motion, highlighting 
the dominant contribution of the detector and photon emission model 
in tracking over the details of the motion model. This motivates our 
thinking of Brownian motion as justifying the use of Gaussian transi-
tion probabilities, following from the central limit theorem, between 
locations across frames.

Perhaps more fundamentally, these results imply that the amount 
of diffraction-limited tracking data analyzed may be insufficient to 
infer motion models, given that tracks learned by BNP-Track remain 
accurate even when the underlying motion model differs from normal 
diffusion. Either way, if we believe that a specific motion model is war-
ranted and not accommodated by Gaussian transition probabilities, 
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we may incorporate this change into our framework (Supplementary  
Note 6.3). The current questions raised by the insensitivity of the track 
determination to the motion model do raise questions as to how sensi-
tive tracking is to boundary conditions of cells and obstacles encoun-
tered within cells, which we have yet to explore.

Building on the results and discussions presented thus far, we 
posit that BNP-Track applies to a broad spectrum of particle tracking 
scenarios. Its utility becomes especially pronounced in systems where 
traditional modular localization and linking faces challenges, specifi-
cally in scenarios featuring relatively dim emitters, intense background 
noise, fast diffusing emitters or a high local emitter number density. 
For systems containing consistently well-separated bright in-focus 
emitters within a large FOV, conventional tracking approaches may 
be preferred. Yet, it is difficult to control a fixed separation between 
emitters, even under low crowding conditions.

Postprocessing tools are frequently used to extract useful infor-
mation from single-particle tracks, such as diffusion coefficients and 
diffusive states. These tools range from simple approaches, such as 
MSD, to more complex methods, such as Spot-On49 and SMAUG50. 
Because our framework produces tracks, these tracks can be analyzed 
by these tools, and our ability to make full distributions over tracks 
may also help estimate errors over postprocessed parameters. It is also 
conceivable that our output could be used as a training set for neural 
networks51 or be used to make predictions of molecular tracks in dense 
environments52, such as in Fig. 5, previously considered outside the 
scope of existing tools.

The framework that we present here is a proof-of-principle dem-
onstration that computation feasibly achieves superresolution of 
evolving targets by avoiding the existing tracking paradigm’s modular 
structure and limiting tracking to dilute and in-focus samples.

Online content
Any methods, additional references, Nature Portfolio reporting sum-
maries, source data, extended data, supplementary information, 
acknowledgements, peer review information; details of author contri-
butions and competing interests; and statements of data and code avail-
ability are available at https://doi.org/10.1038/s41592-024-02349-9.
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Methods
Tracking error metrics
The agreement between tracks across both cameras within their FOV 
can be quantified according to a pairing distance metric34. Briefly, 
the distance between two tracks is defined using the gated Euclidean 
distance given by

dϵ (ψ1∶N,ϕ1∶N) =
N
∑
n=1

min (∥ ψn − ϕn ∥, ϵ) . (2)

Here, ϵ is called the gate value (representing the maximum distance 
for two detections to be paired), N is the total number of frames, and 
∥ψn − ϕn∥ denotes the Euclidean distance between the emitter positions 
ψn and ϕn at time tn in both cameras. If a track fails to localize any emitter 
in a particular frame, the distance at that frame is considered to be ϵ 
(numerically defined shortly). When comparing BNP-Track’s tracking 
results for both cameras in the dual-camera setup, we use an infinite 
value for ϵ. This is because, by design, BNP-Track only outputs tracks 
with no missing segments, as emitters are assumed to originate from 
outside of the FOV or out of focus.

On the other hand, when comparing the track estimates from 
SPT tools to known ground truth tracks, the gate value should be con-
figured to ensure that detections deemed ‘well separated’ or those 
exceeding twice the nominal diffraction limit are never paired. In the 
synthetic datasets, the nominal diffraction limit is approximately 
280 nm, derived using parameters outlined in Supplementary Table 1. 
Consequently, we selected a gate value of 5 pixels, equivalent to approx-
imately 665 nm. Despite this argument, using reasonably different gate 
values does not alter the subsequent discussion (refer to Supplemen-
tary Tables 2 and 3).

Based on Eq. (2), the pairing distance between two sets of tracks, 
denoted dϵ (ψ

1∶Mψ
1∶N ,ϕ1∶Mϕ

1∶N ), is defined as the minimum total gated Euclid-
ean distance among all possible track pairings between the sets. In this 
context, Mψ and Mϕ represent the number of tracks in each set. For a 
comprehensive understanding of the methodology used to determine 
this minimal distance, see Chenouard et al.34.

Moreover, to enable a more straightforward comparison with the 
diffraction limit, we introduce the concept of tracking error, which is 
defined as

tracking error (ψ1∶M
1∶N ,ϕ

1∶Mref
1∶N ) =

dϵ (ψ1∶M
1∶N ,ϕ

1∶Mref
1∶N )

N ×Mref
. (3)

Here, the notation is consistent with that of Eq. (2), and ϕ1∶Mref
1∶N  is the 

reference track set, which is the ground truth track set when 
available.

For the dual-camera experimental dataset, given the absence of 
ground truth, the tracking error is calculated slightly differently,

tracking error (ψ1∶M,camera 1
1∶N ,ψ1∶M,camera 2

1∶N ) =
dϵ (ψ1∶M,camera 1

1∶N ,ψ1∶M,camera 2
1∶N )

2 × N ×M .
(4)

Here, the extra factor of two appears in the denominator as the track-
ing error now sums the distances from both tracks, and thus the error 
per track is half. In practice, we have found that both track sets share 
the same number of tracks, M, because BNP-Track reports the same 
number of emitters in the shared FOV between the two cameras in the 
experimental datasets discussed below. Otherwise, if the detectors are 
very different and the number of tracks detected is not the same, then 
by convention, M can be understood as the mean.

Image processing
As we demonstrate in Results, our analysis goal is to determine the 
probability distribution termed the posterior, p(θ|w1∶P

1∶N). In this distribu-
tion, we use θ to gather the unknown quantities of interest, for instance, 

emitter tracks and photon emission rates, and w1∶P
1∶N  to collect the data 

under processing, for example, timelapse images. Below, we present 
how this distribution is derived and its underlying assumptions.

We first present a detailed formulation of the physical processes in 
forming the acquired images necessary in the above quantitative analy-
sis to facilitate the presentation. This formulation captures microscope 
optics and camera electronics and can be modified to accommodate 
more specialized imaging setups. In this formulation, the unknowns of 
interest are encoded by parameters. Next, we present the mathematical 
tools needed to estimate values for the unknown parameters. That is, 
we address the core challenge in SRM arising from the unknown number 
of emitters and their associated tracks. To overcome the challenge of 
estimating emitter numbers, we apply Bayesian nonparametrics. Our 
approach differs from the likelihood-based approaches currently used 
in localization microscopy, allowing us to relax the SRM photodynami-
cal requirements.

As several of the notions in our description are stochastic  
(for example, parameters with unknown values and random emitter 
dynamics), we use probabilistic descriptions. Although our nota-
tion is standard for the statistical community, we provide an intro-
duction more appropriate for a broader audience in Supplementary 
Information.

Model description
Our starting point consists of image measurements obtained in an SRM 
experiment denoted by w p

n , where subscripts n = 1,…, N indicate the 
exposures, and superscripts p = 1,…, P indicate pixels. For example, w3

2 
denotes the raw image value, typically reported in analog-to-digital 
units or counts and stored in TIFF format, measured in pixel 3 during 
the second exposure. Similarly, w1∶P

2  denotes every image value (that 
is, entire frame) measured during the second exposure. Because the 
image values are related to the specimen under imaging, we aim to 
develop a mathematical model encoding the physical processes that 
relate the system imaged with the acquired measurements.

Noise. The recorded images mix electronic signals that depend only 
stochastically on an average amount of incident photons53–56. For 
commercially available cameras, the overall relationship, from inci-
dent photons to recorded images, is linear and contaminated with 
multiplicative noise that results from shot noise, amplification and 
readout. Our formulation below applies to image data acquired with 
EMCCD-type cameras, as commonly used in superresolution imag-
ing6,55. However, the expression below can be modified to accommo-
date other detector architectures. Here, in our formulation,

w p
n ||u

p
n ∼ Normal (μ + ξup

n, υ + fξ 2up
n) , (5)

where up
n is the average number of photons incident on pixel p during 

exposure n. The parameter f is a camera-dependent excess noise factor, 
and ξ is the overall gain that combines the effects of quantum efficiency, 
preamplification, amplification and quantization. The values of μ, υ, ξ 
and f are specific to the camera that acquires the images of interest, 
and their values can be calibrated as described in Supplementary 
Information.

Pixelization. As shot noise is already captured, up
n depends determin-

istically on the underlying photon flux

up
n = ∫

tmax
n

tmin
n

dt∬
xpmax ,y

p
max

xpmin ,y
p
min

dxdyU(x, y, t), (6)

where tmin
n , tmax

n  mark the integration time of the nth exposure; 
x p
min, x

p
max, y

p
min, y

p
max mark the region monitored by pixel p; and U(x, y, t) 

is the photon flux at position x, y at time t. We detail our spatiotemporal 
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frames of reference in Supplementary Information.

Optics. We model U(x, y, t) as consisting of background Uback(x, y, t) 
and fluorophore photon contributions (that is, flux) from every imaged 
light emitter Um

fluor(x, y, t). These are additive,

U(x, y, t) = Uback(x, y, t) +
B
∑
m=1

Um
fluor(x, y, t). (7)

Specifically, for the latter, we consider a total of B emitters that we 
label with m = 1,…, B. Each of our emitters is characterized by a position 
Xm(t), Ym(t), Zm(t), all of which may change through time. Here, we use 
uppercase letters X, Y and Z for random variables and lowercase let-
ters x, y and z for general variables (realizations of the corresponding 
random variables). Because the total number B of imaged emitters is 
a critical unknown quantity, in the next section, we describe how we 
modify the flux U(x, y, t) to allow for a variable number of emitters. In 
Supplementary Information, we describe how this flux is related to 
Xm(t), Ym(t), Zm(t).

Model inference
The quantities that we wish to estimate, for example, the positions 
X1:B(t), Y1:B(t), Z1:B(t), are unknown variables in the preceding formula-
tion. The total number of such variables depends on the number of 
imaged emitters B, which in SRM remains unknown, thus prohibiting 
the processing of the images under flux U(x, y, t). Because B has such 
a subtle effect, we modify our formulation to make it compatible with 
the nonparametric paradigm of data analysis, allowing for processing 
under an unspecified number of variables41,42,57–59.

In particular, following the nonparametric latent feature para-
digm41,42, we introduce indicator parameters bm that adopt only values 
0 or 1 and recast U(x, y, t) in the form

U(x, y, t) = Uback(x, y, t) +
M
∑
m=1

bmUm
fluor(x, y, t). (8)

Specifically, with the introduction of indicators, we increase the num-
ber of emitters represented in our model from B to a number M > B that 
may be arbitrarily large. The critical advantage is that the total number 
of model emitters M can now be set before processing, whereas the 
total number of actual emitters B remains unknown. With this formula-
tion, we infer the values of b1:M during processing simultaneously with 
the other parameters of interest. In this way, we can actively recruit 
(that is, bm = 1) or discard (that is, bm = 0) light emitters consistently 
avoiding underfitting/overfitting. After image processing, our analysis 
recovers the total number of imaged emitters by the sum B = ∑M

m=1 bm 
and the positions of the emitters Xm(t), Ym(t), Zm(t) by the estimated 
positions of the model emitters with bm = 1. However, a side effect of 
introducing M is that the results of our analysis may depend on the 
particular value chosen. To relax this dependence, we use a specialized 
nonparametric prior on bm that we describe in detail in Supplementary 
Information. This prior specifically allows for image processing at the 
formal limit M → ∞.

Our overall formulation also includes additional parameters 
(for example, background photon flux and fluorophore brightness) 
that may or may not be of immediate interest. To provide a flexible 
computational scheme that works around both unknown types (that 
is, parametric and nonparametric) and also allows for future exten-
sions, we adopt a Bayesian approach in which we prescribe prior 
probability distributions on every unknown parameter beyond just 
the indicators bm. These priors, combined with the preceding for-
mulation, lead to the posterior probability distribution p(θ|w1∶P

1∶N), 
where θ gathers every unknown, on which our results rely. We 
describe the full posterior distribution and its evaluation in  
Supplementary Information.

After generating samples from the posterior probability distribu-
tion p(θ|w1∶P

1∶N) (see Supplementary Note 10 for details), numerous, often 
thousands of, instances of θ are acquired. Each θ contains values for 
every variable of interest. Subsequently, by aggregating all samples 
corresponding to each variable, their respective 95% CIs can be com-
puted as the range between the 2.5th and 97.5th percentiles.

TrackMate, u-track and Tracking Performance Measure
Besides its widespread use, ongoing maintenance and updates and 
being built upon leading methods in Chenouard et al.34, we opt for 
TrackMate30 specifically because it combines various localization and 
linking methods and multiple thresholding options.

To generate tracks for comparison in Results, we first export 
simulated movies as TIFF files and import them in Fiji60 v1.54b for 
analysis with TrackMate v7.9.2. As part of implementing TrackMate, 
the Laplacian of Gaussian detector with subpixel localization and the 
linear assignment problem mathematical framework29 are used in 
spot detection. Spots are then filtered based on quality, contrast, sum 
intensity and radius (based on the actual PSF size used in data simula-
tion). For the linear assignment problem tracker, we allow gap closing 
and tune based on diffusion coefficients, the parameters for maximum 
(interframe) distance, maximum frame gap and the number of spots 
in tracks to find the best tracks. No extra feature penalties are added. 
All aforementioned parameters are tuned to minimize tracking errors.

u-track29 is used for additional comparison, following the same 
tuning process described earlier. As an advantage to u-track, we provide 
u-track with the background emission (termed ‘absolute background’ 
in the manual), which we instead learn from the simulated data using 
BNP-Track.

The benchmarks in Supplementary Tables 2 and 3 were created 
using the Tracking Performance Measure34 plugin in Icy46 2.4.3.0. 
We exported the TrackMate track, the BNP-Track MAP estimates and 
ground truth tracks as XML files to generate these benchmarks. All 
tracks were imported into Icy’s TrackManager using the ‘Import from 
TrackMate’ feature, and the Tracking Performance Measure plugin 
was started using the ‘add Track Processor’ option. The only required 
input for this plugin is the ‘maximum distance between detections’ 
(gate value), for which we used the following three values: 2, 5 and 
10 pixels.

Manual connection of track segments was also performed in 
TrackManager. Initially, we established links between track segments 
by dragging the last piece of one segment to the first piece of the next 
segment in the left panel (‘Track View’) of TrackManager. To ensure 
recognition of these manual connections by the Tracking Performance 
Measure plugin, we also selected ‘Edit’ and ‘Fuse All track segments’.

Image acquisition
Experimental timelapse images. Fluorescence timelapse images of 
U-2 OS (HTB-96, ATCC) cells injected with chemically labeled firefly 
luciferase mRNAs were acquired simultaneously on two cameras. This 
cell line was genotyped for authentication and subjected to biweekly 
mycoplasma contamination checks. This U-2 OS cell line is not in the 
list of known misidentified cell lines. Cell culture and handling of U-2 
OS cells before injections were performed as previously described61. 
Firefly luciferase mRNAs were in vitro transcribed, capped and poly-
adenylated, and a variable number of Cy3 dyes were nonspecifically 
added to the poly(A) tail using Click chemistry39. Cells were injected 
with a solution of Cy3-labeled mRNAs and Cascade Blue-labeled 10-kDa 
dextran (Invitrogen, D1976) using a Femtojet pump and Injectman 
NI2 micromanipulator (Eppendorf) at 20 hPa for 0.1 s with 20 hPa of 
compensation pressure. Cells that were successfully injected were 
identified by the presence of a fluorescent dextran and were imaged 
30 min after injection. The cells were continuously illuminated with a 
532-nm laser in HILO mode, and Cy3 fluorescence was collected using 
a ×60/1.49-NA oil objective. Images were captured simultaneously on 
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two Andor X-10 EMCCD cameras using a 50:50 beamsplitter with a 
100-ms exposure time.

Synthetic timelapse images. We acquire validation and benchmarking 
data through standard computer simulations. We start from ground 
truth as specified in the captions of Figs. 3 and 4 and Supplementary 
Figs. 2 to 9 and then added noise with values that we estimated from the 
experimental timelapse images according to Supplementary Note 4.

Reporting summary
Further information on research design is available in the Nature 
Portfolio Reporting Summary linked to this article.

Data availability
All data discussed in this manuscript are provided as Supplementary 
Data. Source data are provided with this paper.

Code availability
All algorithms are implemented in MATLAB R2022b62, tested in R2024a. 
Code can be accessed at the GitHub page for the S.P. laboratory at 
https://github.com/LabPresse/BNP-Track (ref. 63). Figure-generating 
scripts are in MATLAB or Julia64 v1.10.3 using Makie65 v0.20.9. These 
scripts are available upon request.
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Extended Data Fig. 1 | Testing BNP-Track’s performance for ROI-2. ROI-2 
is shown in Fig. 2, and the color scheme here is the same as in Fig. 2 (cyan for 
camera A and magenta for camera B). a, Localization estimates in the lateral 
and axial directions at a selected frame of a selected emitter. Dots indicate 
individual positions sampled from the joint posterior distribution (as detailed 
in Methods), and blue and red crosses indicate average values for cyan and 

magenta, respectively. The black line segments mark the diffraction limit in the 
lateral direction. b and c, Estimated background photon fluxes (b) and emitter 
brightnesses (c) for both cameras throughout imaging. Dotted lines represent 
median estimates, and dashed lines map the 1%-99% credible interval. d and 
e, The posterior distributions of the diffusion coefficient (d) and number of 
emitters (e) for both cameras.
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Extended Data Fig. 2 | Tracking performance comparison among BNP-Track, 
TrackMate, and u-track. Same layout as Fig. 3 but for the x coordinate. a, BNP-
Track’s MAP estimate compared to the one-emitter ground truth. b, TrackMate’s 
estimate compared to the one-emitter ground truth. Sets A and B are equivalent 
in this case. c, u-track’s estimate compared to the one-emitter ground truth.  
d, BNP-Track MAP estimates compared to the three-emitter ground truth.  
e,f, TrackMate estimates compared to the three-emitter ground truth with high 

localization quality threshold (e) and low localization quality threshold (f). 
TrackMate estimates compared to the three-emitter ground truth, respectively. 
In d–f, the top track of ground truth is the same as the ground truth in a–c.  
The boxed regions in e and f highlight areas where TrackMate performs relatively 
poorly. See Supplementary Data 5 and 6. Localization resolution is not applicable 
(N/A) to TrackMate estimates due to missing track segments.
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Extended Data Fig. 3 | BNP-Track’s performance in increasingly crowded 
environments. a, A comparison between BNP-Track’s result and TrackMate’s 
result with a high localization quality threshold (Set A) for the data from camera 
B. TrackMate tracks are in blue. b, A comparison between BNP-Track’s result and 

TrackMate’s result with a low localization quality threshold (Set B) for the data 
from camera B. TrackMate tracks are in blue. c Comparison between TrackMate 
tracks (Set A) from both cameras with the same image registration as Fig. 5.  
d, Comparison between TrackMate tracks (Set B) from both cameras.
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