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During the mitotic cell cycle, microtubule depolymerization leads to a cell cycle arrest in metaphase, due to
activation of the spindle checkpoint. Here, we show that under microtubule-destabilizing conditions, such as
low temperature or the presence of the spindle-depolymerizing drug benomyl, meiotic budding yeast cells
arrest in G1 or G2, instead of metaphase. Cells arrest in G1 if microtubule perturbation occurs as they enter
the meiotic cell cycle and in G2 if cells are already undergoing premeiotic S phase. Concomitantly, cells
down-regulate genes required for cell cycle progression, meiotic differentiation, and spore formation in a highly
coordinated manner. Decreased expression of these genes is likely to be responsible for halting both cell cycle
progression and meiotic development. Our results point towards the existence of a novel surveillance mech-
anism of microtubule integrity that may be particularly important during specialized cell cycles when coor-
dination of cell cycle progression with a developmental program is necessary.

In the course of gamete production, a specialized cell divi-
sion called meiosis creates four haploid cells from one diploid
progenitor. Many aspects of cell cycle regulation are similar
during proliferative mitotic growth and meiosis, but the differ-
ent division pattern of meiosis requires modification of the
mitotic cell cycle machinery to fit the needs of the meiotic
differentiation program. During the meiotic cell cycle, DNA is
replicated once and then separated twice during meiosis I and
meiosis II without an intervening S phase. In addition, a pro-
longed G2 phase (meiotic prophase) separates premeiotic
DNA replication from the first meiotic division. During mei-
otic prophase, homologous chromosomes align, and meiotic
recombination creates the links between homologs that are
necessary for proper meiosis I chromosome segregation. After
completion of prophase, homologous chromosomes are segre-
gated first during meiosis I, followed by the segregation of
sister chromatids during meiosis II.

Concurrent with the chromosomal events, cells progress
through an intricate developmental program that culminates in
the production of highly specialized cell types, such as sperm
and egg, or spores in budding yeast. For gamete formation to
occur successfully, it is essential that the meiotic cell cycle and
the developmental program are tightly coupled via molecular
interactions that we are only beginning to understand. Muta-
tions that uncouple meiotic cell cycle progression from spore
formation emphasize how important these interactions are.
For example, cells that fail to decrease cyclin-dependent kinase
(CDK) activity cannot disassemble the meiosis I spindle, but

other aspects of the meiotic cell cycle and the developmental
program (spore production) continue, leading to the formation
of defective gametes (5, 36).

The complex transcriptional program that underlies game-
togenesis appears to be one key level of control that couples
the meiotic cell cycle to gamete development. Stage-specific
expression of crucial meiotic regulators controls most meiotic
processes, including meiotic recombination, formation of the
synaptonemal complex (SC), meiosis I chromosome segrega-
tion, and spore wall formation. Factors required for the re-
spective cell cycle stage and the corresponding developmental
genes are coordinately up-regulated within characteristic tran-
scriptional waves, creating a link between cell cycle and devel-
opment (7, 8, 44). For example, nutrient limitation that pro-
vides the signal for entry into the meiotic cell cycle is relayed
through the transcription factor Ime1 (17), which is not only
essential for initiating cell cycle entry but also responsible for
inducing the transcription of genes required for the early met-
abolic program of gametogenesis. It does so by interacting with
the transcriptional modulator Ume6 that coordinates expres-
sion of at least 80 loci involved in metabolic, as well as early
and middle meiotic, gene functions (68). Similarly, at the end
of meiotic prophase, the transcription factor Ndt80 induces not
only expression of genes essential for entry into meiosis I but
also that of genes important for prospore wall assembly (7, 8,
44).

Several meiotic events are monitored by surveillance mech-
anisms known as checkpoints. Checkpoints halt cell cycle pro-
gression until the event that is surveyed has been completed,
thereby ensuring that the cell cycle, as well as developmental
events, occur in an ordered manner. Typically, the transcrip-
tion factors required to initiate the next phase of the meiotic
cell cycle are under direct checkpoint control. For example, the
transcription factor NDT80 is a direct target of the recombi-
nation (or pachytene) checkpoint (49, 63), which prevents en-
try into meiosis I and prospore wall assembly until the DNA
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damage created during meiotic recombination is repaired.
Thus, both the initiation of prospore wall assembly and entry
into meiosis I are coupled to the completion of meiotic
prophase.

The integrity of the microtubule cytoskeleton is also moni-
tored by surveillance mechanisms. In mitotic cells, perturba-
tions of the microtubule cytoskeleton lead to unattached ki-
netochores, which cause activation of the spindle assembly
checkpoint (32, 56, 57). The spindle checkpoint component
Mad2 binds to and inhibits the anaphase-promoting complex
or cyclosome (APC/C), a crucial activator of chromosome seg-
regation (20). This inhibition causes a cell cycle arrest in meta-
phase until the spindle defects have been repaired. Disruption
of the microtubule cytoskeleton during the meiotic cell cycle by
exposure to the microtubule-depolymerizing drug benomyl
(methyl 1-[butylcarbamoyl]-2-benzimidazolecarbamate) has
also been reported to cause a transient delay in metaphase I
that, much like in the mitotic cell cycle, is dependent upon the
checkpoint component Mad2 (56).

Here, we report that severe disruption of the yeast microtu-
bule cytoskeleton after premeiotic DNA replication leads to a
G2 rather than a metaphase I arrest, with low protein levels of
cyclin Clb3 and incompletely synapsed chromosomes. Whole-
genome expression profiling revealed that this arrest is accom-
panied by a substantial change in the meiotic gene expression
program. In particular, genes essential for meiotic recombina-
tion, cell cycle progression, or spore formation and/or matu-
ration are not expressed at wild-type levels. Down-regulation
of meiotic transcripts also occurs when microtubules are de-
stabilized by culturing cells at 10°C. Finally, we demonstrate
that the G2 arrest caused by microtubule depolymerization is
independent of the checkpoints controlling spindle assembly
and meiotic recombination. Our results indicate that the tran-
scriptional response to microtubule perturbations serves to
bring both the meiotic developmental program and the cell
cycle to a halt. Our data also point towards the existence of a
novel mechanism of microtubule integrity surveillance that
coordinates the meiotic cell cycle with spore development.

MATERIALS AND METHODS

Strains. Strains used are described in Table 1 and are derivatives of SK1 (24).
CLB3-3HA::kanMX6 and mad2�::kanMX6 were constructed by a one-step gene
replacement method (34). mek1::kanMX4 and swe1::kanMX4 were PCR ampli-
fied from the corresponding knockout strains in the Saccharomyces deletion

collection (13) and introduced into SK1. REC8-3HA and URA3::tetO were de-
scribed in reference 27 and LEU2::pURA3-tetR-GFP::tetO::HIS3 was described
in reference 37. rad50::URA3 was described in reference 6.

Sporulation conditions. Cells were grown to saturation in YPD (yeast extract-
peptone plus 2% glucose) for 24 h, diluted into YPA (yeast extract-peptone plus
2% potassium acetate) at an optical density at 600 nm of 0.3 and grown overnight (16
h) at 30°C. Cells were washed with sterilized water the next day and resuspended in
SPO medium (0.3% potassium acetate; pH � 7.0) at an optical density at 600 nm of
1.9 to induce sporulation. Cells were sporulated at 25°C or 10°C as indicated.
Sporulation medium containing benomyl was always prepared freshly on the day of
the experiment, following the directions in reference 56. Briefly, dimethyl sulfoxide
(DMSO; Sigma-Aldrich) or benomyl (30 mg/ml stock in DMSO; Sigma-Aldrich)
was dissolved in near-boiling SPO medium to avoid precipitation of benomyl. The
medium was then allowed to slowly cool to room temperature. At the time of drug
treatment, cells were filtered and immediately resuspended in the medium contain-
ing benomyl or DMSO.

Immunofluorescence and meiotic spreads. Unless noted otherwise, 200 cells
were scored for each time point. Indirect immunofluorescence on whole cells was
carried out as described previously (65). Rat �-tubulin antibody (Oxford Bio-
technology) and fluorescein isothiocyanate-conjugated �-rat antibody (Jackson
ImmunoResearch) were diluted at 1:200 and 1:100, respectively. Meiotic spreads
were performed as described previously (42). �-Zip1 antibody (kindly provided
by N. Kleckner) and fluorescein isothiocyanate-conjugated �-rabbit antibody
(Jackson ImmunoResearch) were diluted at 1:150 and 1:50, respectively. Immu-
nofluorescence samples were analyzed with a Zeiss Axioplan 2 microscope.

Immunoprecipitation and kinase assays. H1 kinase assays were performed as
described previously (2). Briefly, Clb3-3HA protein was immunoprecipitated
from 50 �l crude extract (250 �g total protein) using �-hemagglutinin (�-HA)
antibody (Babco) and immunoglobulin G (IgG) Sepharose (Amersham Pharma-
cia). Sepharose beads were washed extensively with NP-40 buffer (50 mM Tris
[pH 7.5], 150 mM NaCl, 1% NP-40) and 25 mM MOPS (morpholinepropane-
sulfonic acid [pH 7.0]). Beads were preincubated with 6 �l buffer HBII (25 mM
MOPS, 15 mM MgCl2, 5 mM EGTA, and 1 mM dithiothreitol, supplemented
with protease and phosphatase inhibitors) for 15 min, before the addition of 10
�l kinase reaction mixture (25 mM MOPS, 2 mg/ml histone H1, 0.2 mM ATP)
containing 50 nCi [�-32P]ATP. Kinase reactions were allowed to proceed for 15
min at 25°C before they were stopped by the addition of 10 �l 3� sodium dodecyl
sulfate loading buffer. Samples were separated on a 15% sodium dodecyl sulfate-
acrylamide gel, fixed in 10% methanol–10% acetic acid, dried, and analyzed by
autoradiography.

Northern blot analysis. Northern blot analysis was performed as described
previously (2). Total RNA was purified by phenol extraction and ethanol pre-
cipitation. A total of 10 �g RNA was loaded per lane and separated on a 1.1%
agarose gel containing 6% formaldehyde and 40 mM MOPS (pH 7.0). Gels were
blotted in 10� SSC (1� SSC is 0.15 M NaCl plus 0.015 M sodium citrate [pH �
7.0]) onto Hybond-XL membranes (Amersham Biosciences). Blots were probed
overnight with randomly 32P-labeled DNA probes typically spanning �1 kb of
the respective open reading frame.

cRNA target synthesis and microarray hybridization. Frozen yeast cell pellets
stored at 	80°C were quickly thawed and processed by the hot-phenol method
(28). Approximately 190 �g of total RNA was isolated from 0.7 � 108 cells.
Subsequently, 80 �g of total RNA was mixed with 350 �l RLT buffer and 250 �l
of 70% ethanol. The mix was loaded onto an RNeasy Mini-Spin column

TABLE 1. Strains

Strain Relevant genotype

A727 .........................................................................MATa/� ho::LYS2/ho::LYS2 lys2/lys2 his4X/his4X leu2::hisG/leu2::hisG ura3/ura3
A1771 .......................................................................MATa/� rad50::URA3/rad50::URA3
A1972 .......................................................................MATa/� REC8-3HA::URA3/REC8-3HA::URA3
A4563 .......................................................................MATa/� CLB3-3HA::kanMX6/�
A4704 .......................................................................MATa/� swe1�::kanMX4/swe1�::kanMX4, CLB3-3HA::kanMX6/�
A4838 .......................................................................MATa/� mek1�::kanMX4/mek1�::kanMX4
A4843 .......................................................................MATa/� mad2::kanMX/mad2::kanMX, CLB3-3HA::kanMX6/�
A4967 .......................................................................MATa/� URA3::tetOx224 (Chr.V)/� LEU2::pURA3-tetR-GFP/LEU2::pURA3-tetR-GFP::tetO::

HIS3 (Chr.III)
A5009 .......................................................................MATa/� URA3::tetOx224 (Chr.V)/URA3::tetOx224 (Chr.V) LEU2::pURA3::tetR-GFP/LEU2::

pURA3:: tetR-GFP
A5779 .......................................................................MATa/� tub2-150/tub2-150 CLB3-3HA::kanMX6/�
A12927 .....................................................................MATa/� mad2::kanMX/mad2::kanMX mek1�::kanMX4/mek1�::kanMX4 CLB3-3HA::kanMX6/�

4768 HOCHWAGEN ET AL. MOL. CELL. BIOL.



(QIAGEN), and RNA was eluted in 50 �l of double-distilled water. Total RNA
quality was monitored by loading approximately 200 ng onto an RNA Nano 6000
Chip processed with the 2100 Bioanalyzer (Agilent) (see Fig. S1A, top, in the
supplemental material). Biotin labeling of RNA was performed as described in
the Expression Analysis Technical Manual (Affymetrix) with minor modifications
as previously published (51). Approximately 80 �g of labeled cRNA from each
reaction was purified using RNeasy Mini-Spin columns, and roughly 300 ng was
analyzed on RNA Nano 6000 Chips (see Fig. S1A, bottom, in the supplemental
material). A total of 220 �l of the hybridization mixture containing target cRNA
at a final concentration of 0.05 �g/�l was transferred onto S98 GeneChips
(Affymetrix) and incubated at 45°C on a rotator in a Hybridization Oven 640
(Affymetrix) for 16 h at 60 rpm. The arrays were washed, stained, and scanned
as previously described (51). DAT (image), CEL (feature or oligonucleotide
probe level), and TXT (gene or probe set level) files of the GeneChips were
generated using an Agilent GeneArray scanner (low-intensity settings) and Mi-
croarray Analysis Suite 5.0 (Affymetrix).

Microarray data analysis. Raw data at the feature (oligonucleotide probe)
level (CEL files) computed using the algorithm implemented in MAS 5.0 (Af-
fymetrix) were imported into software packages available via the BioConductor
project (http://www.bioconductor.org/). Data from CEL files were normalized,
analyzed, and clustered using the R language for statistical computing (http:
//www.r-project.org) and the variance stabilization (VSN) algorithm (19) as im-
plemented in the BioConductor package (http://bioconductor.org), following
basic procedures as previously described (51). The Perfect Match values for all
probes of a probe set were averaged to yield a single expression value for each
gene represented on the array by employing the median polish algorithm as
previously published (21). Oligonucleotide probes yielding questionable signals
were marked during the image analysis, and the features (probes) at the 3
-most
position of each probe set were disregarded during signal computation to de-
crease the effect of signal artifacts and RNA degradation on data quality (since
cRNA synthesis proceeds in a 5
-to-3
 direction). A detailed documentation of
all processing and analysis steps (30) is provided as supplemental material on our
web portal at http://www.biozentrum.unibas.ch/primig/benomyl/, which provides
access to web-specific figures, hyperlinked tables, supporting information, and
raw data files. The file provides a code in the R programming language combined
with comments in LATEX format. It can be downloaded together with the raw
data as a single R package. Within R, the code can be extracted or a PDF
document providing an overview of the analysis can be generated. A graphic
display of the expression data for each locus is accessible via the GermOnline
knowledgebase at http://www.germonline.org (43, 66, 67). A total of 1,189 tran-
scripts that displayed a strong variation of signals between different samples
compared to (theoretically) identical replicates were grouped using a hierarchi-
cal clustering algorithm (Euclidian distance) and sorted over signal strength
during mitotic growth. To search for functional gene ontology (GO) annotations
that are correlated with a particular expression pattern in a statistically significant
manner, we employed the goCluster tool. Briefly, all loci for which reliable data
are available (without prior filtration) are first grouped via their expression
patterns using k-means clustering; subsequently, the genes bearing related func-
tional annotation within each cluster are identified using a statistical test (G.
Wrobel and M. Primig, submitted for publication). In addition, we directly
identified a number of functionally related loci through other GO categories.

MIAME compliance. The TXT and CEL data files corresponding to cells in
rich and presporulation medium (YPD and YPA), sporulation medium (SP4 and
SF5), treated samples (SD5, SD8, SB5, and SB8), and cold-shocked samples as
well as the appropriate controls (SR4, SR5, SR8, SC5, and SC8) were uploaded
to the GEO (National Center for Biotechnology Information) public data re-
pository at http://www.ncbi.nlm.nih.gov/geo/ (12). Files can be retrieved using the
accession number GSE1693. CEL and TXT data files of all samples are also
available at our web portal.

Other techniques. Spore viability was analyzed by dissection of tetrads. Flow
cytometric analysis of total cellular DNA content and immunoblot analysis was
performed as previously described (64). For immunoblotting, �-HA antibody
(HA.11; Babco) was used at a 1:500 dilution, �-CLB3 (rabbit; Santa Cruz Bio-
technology) was used at a 1:200 dilution, �-Cdc28 antibody was used at a 1:1,000
dilution, and �-Cdc2-Tyr15-P antibody (Cell Signaling Technology) was used at
a 1:1,000 dilution. Pairing behavior of green fluorescent protein (GFP)-marked
chromosomes was analyzed in vivo with a Zeiss Axioplan 2 microscope.

RESULTS

Benomyl reversibly arrests cells during meiosis. To study
the consequences of microtubule perturbation on meiotic cell

cycle progression and spore formation, we treated cells with
the microtubule-depolymerizing drug benomyl. Previous re-
ports indicated that a benomyl concentration of 60 �g/ml elic-
its a metaphase I delay in meiotic cells (56). We also observed
a small delay in nuclear divisions at this concentration com-
pared to a mock-treated culture (0.4% DMSO) (Fig. 1A).
However, at 60 �g/ml, benomyl caused only incomplete micro-
tubule depolymerization, and occasional short spindles were
observed (data not shown). To more completely depolymerize
microtubules, we incubated cells with 90 �g/ml or 120 �g/ml
benomyl. The delay in nuclear division appeared more pro-
nounced as the benomyl concentration was increased (Fig. 1B),
with no cells undergoing nuclear divisions at the highest con-
centration of the spindle toxin, as was observed previously (58).
In the presence of benomyl at 120 �g/ml, microtubules disap-
peared within minutes, and only the spindle pole bodies (SPBs)
exhibited weak reactivity with anti-tubulin antibodies (Fig. 1C
and D).

The benomyl concentration used in this analysis was three to
eight times higher than the concentration typically used to
arrest mitotically growing cells (35, 50). It was therefore im-
portant to determine that such high benomyl concentrations
were not toxic to the cells. To investigate this, cells were incu-
bated for 5 h with the compound, washed, and released into
sporulation medium. Cells rapidly resumed the meiotic pro-
gram, initiated meiotic spindle formation as judged by the
separation of SPBs (Fig. 1E), and underwent the nuclear divi-
sions with kinetics indistinguishable from mock-treated cells
(Fig. 1F). Furthermore, the severe sporulation defect was re-
versed when benomyl was removed from the medium (Fig.
1G), and spore viability was indistinguishable from that of
mock-treated cells (mock treated, 93%; benomyl-treated, 96%;
240 spores analyzed for each condition). Our results indicate
that high levels of benomyl effectively inhibit progression
through meiosis in a reversible manner without apparent ad-
verse effects on meiotic cell cycle progression and spore for-
mation.

Benomyl treatment prevents Clb-CDK accumulation in mei-
otic cells. Treatment of mitotically growing cells with 15 �g/ml
benomyl causes cells to arrest in metaphase, with unseparated
sister chromatids and high levels of mitotic (Clb) CDK activity
(32). We obtained similar results when we increased this con-
centration to 120 �g/ml benomyl (Fig. 2A and B). To deter-
mine the effects of high levels of benomyl on meiotic cell cycle
progression, we characterized the cell cycle arrest caused by
addition of the drug. Exposure to 120 �g/ml benomyl caused
cells to arrest with unseparated SPBs (Fig. 1D and 2C), as has
been previously observed with mitotically growing cells treated
with this drug (22). However, in contrast to mitotically growing
cells, meiotic cells treated with benomyl during or after com-
pletion of S phase exhibited a dramatic delay in the accumu-
lation of Clb3 protein and associated kinase activity (Fig. 2).
Furthermore, Cdc28, the catalytic subunit of CDKs, was phos-
phorylated on tyrosine 19, which reflects a cell cycle arrest
prior to entry into the chromosome segregation phase (41).
Thus, whereas mitotic cells treated with high levels of benomyl
arrest in metaphase, meiotic cells cultured under similar con-
ditions during S phase and prophase arrested prior to the
accumulation of Clb-CDKs that is necessary for entry into
meiosis I.
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Chromosome pairing is defective in the presence of high
levels of benomyl. To further characterize the arrest induced by
high levels of benomyl, we examined chromosome pairing and
synapsis. Homologous chromosomes align during prophase,
and this process is completed when a multilayered structure,
the SC, has formed between homologs (48, 71). We spread
meiotic nuclei at various time points before and after benomyl
addition and stained them with an antibody against the SC
component Zip1 (59). The appearance of the first Zip1 foci
was noticeably delayed in benomyl-treated cells compared to
mock-treated cells, and SC formation along the entire length
of chromosomes was even further delayed (Fig. 3A).

To examine the effects of benomyl on homolog pairing, we
integrated tandem arrays of the Tet operator sequence (tetO)
at the LEU2 locus on chromosome III (LEU2 arrays) or at the
URA3 locus on chromosome V (URA3 arrays). The arrays were
visualized by expressing a Tet repressor (TetR)-GFP fusion
protein, which binds to the tetO arrays (38). To assay pairing,
we created diploid cells with LEU2 arrays on both copies of
chromosome III, which allowed us to analyze the behavior of a
homologous locus. We assessed pairing by determining

whether one or two GFP dots were visible within the cell. In
this assay, only one GFP dot was visible if the arrays were
paired or closely associated. As a control for nonspecific array
clustering, we also examined diploid strains with one LEU2
array and one URA3 array, i.e., the two arrays were at nonho-
mologous positions. Around or shortly after premeiotic S
phase (3-h time point), the homologous loci appeared more or
less randomly arranged with respect to each other, since colo-
calization of LEU2/LEU2 (homologous) occurred at similar
frequency as colocalization of LEU2/URA3 (nonhomologous)
(Fig. 3B). In the mock-treated culture, the homologous LEU2
loci increasingly colocalized during prophase, reaching maxi-
mal pairing 6 h after transfer into sporulation medium. Pairing
was then lost as cells completed the first meiotic division. The
nonhomologous LEU2/URA3 combination, on the other hand,
exhibited a slight drop in colocalization, presumably because
the ongoing homolog alignment restricted random colocaliza-
tion of nonhomologous sequences. In the benomyl-treated cul-
ture, association of homologous LEU2 loci was very much
delayed (Fig. 3B). Thus, this delay in homolog pairing corre-
lated well with the effect of benomyl on SC formation (Fig.

FIG. 1. High levels of benomyl reversibly arrest meiotic cells. (A) Wild-type (A727) cells. At 4 h after meiotic induction at room temperature
(black arrow with the label “drug”), cells were resuspended in medium containing 60 �g/ml benomyl (grey squares) or 0.4% DMSO (mock; white
circles). (B) Wild-type (A727) cells. At 3 h after meiotic induction at 30°C (black arrow), cells were resuspended in medium containing 90 �g/ml
benomyl (dark grey squares), 120 �g/ml benomyl (black squares), or 0.4% DMSO (mock, white circles). The percentages of cells in the results
shown in panels A and B that underwent at least one nuclear division were determined by DAPI (4
,6-diamidino-2-phenylindole) staining at the
indicated time points. (C and D) Wild-type (A727) cells from cultures treated with 0.4% DMSO (C) or 120 �g/ml benomyl (D) fixed 1 h after
treatment. DAPI-stained nuclear masses are shown in blue, and tubulin is shown in green. (E to G) Wild-type (A727) cells. At 3 h after meiotic
induction at 30°C (arrow with the label “drug”), cells were resuspended in medium containing 120 �g/ml benomyl (black squares) or 0.4% DMSO
(mock; white circles). At 5 h after drug addition (arrow labeled “wash”), the benomyl culture was split, and half the culture was washed and
released into fresh sporulation medium containing 0.4% DMSO (white squares). (E) Percentage of cells containing more than one focus of tubulin
staining. (F) Percentage of cells having undergone nuclear divisions (DAPI). (G) Spore formation 24 h after induction of meiosis. Asci were
classified as containing two spores (dyads) or three or four spores (tetrads) (500 cells were analyzed for each condition).
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3A). Our results indicate that benomyl interferes with the
pairing and synapsis of homologous sequences during meiosis.

Benomyl treatment causes cells to arrest in G1 or G2. Our
results suggest addition of benomyl during or shortly after S
phase triggers a cell cycle arrest in G2. We next analyzed in
more detail, whether benomyl affected the progression through
S phase. To examine the effects of benomyl on premeiotic S
phase, we determined the DNA content of benomyl-treated
cells. Cells were induced to sporulate, and after 4 h benomyl
was added. Progression through premeiotic S phase was not
affected by benomyl. The 4C peak continued to increase for at
least 1 h after benomyl addition (Fig. 4A to C). Quantification
of the extent of DNA replication occurring within an hour of
mock or benomyl treatment showed that the extent of DNA
replication was similar in the two cultures (Fig. 4A). We did,
however, notice that an unusually high fraction of cells with a
2C DNA content persisted in the culture at later time points
after benomyl addition (Fig. 4B and C). This finding raised the
possibility that the initiation of DNA replication was inhibited
by benomyl. Thus, due to the partial asynchrony of sporulating
cultures, some cells had not yet started premeiotic S phase at
the point of benomyl addition, and these lagging cells were
prevented from entering premeiotic S phase by benomyl treat-
ment. To test this possibility, we analyzed the consequences on
meiotic progression when benomyl was added to a meiotic
culture at the time of meiotic induction (time � 0 h). Analysis
of this culture revealed that exposure to benomyl markedly

delayed premeiotic DNA synthesis. This delay was due to a
defect in entry into the meiotic program because accumulation
of an early meiosis-specific protein, Rec8 (27), was significantly
delayed (Fig. 4D).

The failure of benomyl-treated cells to enter into the meiotic
cell cycle was not due to a general toxicity of the drug but was
mediated by the absence of microtubules. Cells harboring the
benomyl-dependent allele of �-tubulin tub2-150 form overly
stable microtubules that need to be destabilized by supplemen-
tation of the growth medium with at least 40 �g/ml benomyl
(35, 62). Despite this need for benomyl, cells harboring the
tub2-150 allele were still sensitive to high doses of benomyl and
grew very slowly in medium containing 120 �g/ml benomyl
(data not shown). We reasoned, however, that this allele would
allow us to shift the sensitivity curve compared to wild-type
cells, making the response to benomyl less severe. As described
below, cells carrying the tub2-150 allele entered S phase in the
presence of the drug (Fig. 5C). Thus, the arrest prior to pre-
meiotic S phase was dependent on microtubule depolymeriza-
tion. Our results indicate that benomyl causes two cell cycle
arrests. It prevents entry into the first meiotic division if the
drug is administered during or after premeiotic S phase and
entry into the meiotic cell cycle if benomyl is administered
during G1.

High levels of benomyl interfere with gene expression dur-
ing meiosis. The observation that benomyl, added before mei-
otic induction, caused a significant delay in the production of

FIG. 2. Meiotic cells arrest with low levels of Clb3 protein and low Clb3-associated kinase activity. (A and B) Wild-type cells carrying a
CLB3-3HA fusion (A4563) were enriched in G1 by acetate starvation and released into YPD medium containing 0.4% DMSO (panel A, left) or
120 �g/ml benomyl (panel A, right). (A) Total cellular DNA content determined by flow cytometry. Black arrows indicate the time of drug addition.
(B) Western blot analysis of Clb3 and Cdc28 (loading control). (C and D) Wild-type cells carrying a CLB3-3HA fusion (A4563) at room
temperature. At 3 h after meiotic induction (black arrow), cells were resuspended in medium containing 120 �g/ml benomyl (black squares) or
0.4% DMSO (mock; white circles). (C) Percentage of cells containing more than one focus of tubulin staining. (D) Western blot analysis of Clb3
(top panel), Cdc28 tyrosine 19 phosphorylation (second panel), and Cdc28 (loading control, third panel from top), and autoradiogram of H1-kinase
activity of Clb3-3HA immunoprecipitated from crude extracts (bottom).
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the meiosis-specific protein, Rec8, raised the possibility that
the drug interfered with transcription and/or translation of
meiotic factors. To address this possibility, we analyzed RNA
levels of the meiosis specific gene IME2 (15). Consistent with
the delayed accumulation of Rec8 protein, we also observed
delayed accumulation of IME2 mRNA, when benomyl was
added at the time of meiotic induction (Fig. 5A). This result
suggests that benomyl causes an arrest in G1 by interfering with
the accumulation of these two and perhaps other early meiotic
cell cycle regulators.

To determine whether the benomyl-induced G2 arrest was
accompanied by transcriptional down-regulation, we analyzed
the consequences of adding benomyl 4 h after transfer into
meiosis-inducing conditions. mRNA levels of IME2 and the
cell cycle regulator CLB5 dropped sharply upon benomyl ad-
dition (Fig. 5B). Surprisingly, mRNA levels of two constitu-

tively expressed genes, CDC28 and RPL3, showed a similar
response, while expression of the large rRNA and the small
nuclear RNA SNR6 remained unchanged upon benomyl addi-
tion (Fig. 5B). Our results suggest that benomyl treatment
during G1 or S phase/G2 leads to changes in meiotic gene
expression, with a number of important cell cycle genes being
drastically down-regulated.

The down-regulation of meiotic transcripts depends at least
in part on microtubule depolymerization. To determine
whether the decline in mRNA levels brought about by benomyl
was due to the microtubule-depolymerizing effect of the drug,
we examined the consequences of benomyl treatment on IME2
mRNA levels in tub2-150 cells (35, 62). Cells carrying the
tub2-150 allele were grown in the presence of 50 �g/ml beno-
myl and upon transfer into meiosis-inducing medium were
incubated with 120 �g/ml benomyl. tub2-150 cells entered the
meiotic cell cycle normally, and IME2 mRNA accumulated to

FIG. 3. Benomyl exposure causes delayed homolog pairing and SC
formation. (A) Cells from the experiment shown in Fig. 2C and D were
surface spread and stained for Zip1. The spread nuclei were classified
based on the presence of no staining, dispersed Zip1 foci (white),
elongated Zip1 foci (partial SC; grey), or Zip1 fully covering chromo-
somes (full SC; black). Black arrows indicate the time of drug addition.
A total of 200 nuclei were counted for each time point. (B) Wild-type
cells carrying tetO arrays at homologous (A5009; circles) or nonho-
mologous (A4967; triangles) chromosomal positions. At 3 h after mei-
otic induction at room temperature, cells were resuspended in medium
containing 120 �g/ml benomyl (black symbols) or 0.4% DMSO (mock;
white symbols). Pairing was determined with 100 live cells at the
indicated time points. Chromosomes were considered unpaired if two
clearly separated GFP dots were visible and paired if the two GFP dots
were partially or fully overlapping.

FIG. 4. Benomyl treatment does not affect premeiotic S phase but
prevents entry into meiosis. Wild-type cells carrying a REC8-3HA
fusion (A1972) are shown. At 4 h after meiotic induction at room
temperature (black arrow), cells were resuspended in medium contain-
ing 0.4% DMSO (mock) (B) or 120 �g/ml benomyl (C). Total cellular
DNA content was determined by flow cytometry (left). Dark grey
cytometry profiles indicate time of drug addition (4 h); black profiles
are from 1 h after drug addition (5 h). Western blot samples were used
to monitor Rec8 levels during the same time course. (A) Percentages
of cells with 2C and 4C DNA content at 4 h and 5 h were determined
by quantifying the area beneath the respective peaks � one-half the
respective interpeak distance. (D) Cells were treated as in the exper-
iment described in panel C, except that cells were resuspended directly
into sporulation medium containing 120 �g/ml benomyl at the start of
the meiotic time course.
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normal levels (Fig. 5C). When benomyl was removed after 4 h
and cells were transferred into medium lacking the drug, IME2
mRNA levels did not increase further, indicating that tran-
scription was fully induced in the presence of high levels of
benomyl (Fig. 5C). When benomyl was added again at a con-
centration of 120 �g/ml (during or after completion of DNA
replication; time � 4 h), IME2 expression decreased some-
what, although not nearly as dramatically as in wild-type cells
(compare Fig. 5B and C). These results suggest that the decline
in IME2 RNA levels (and presumably that of other transcripts)
brought about by benomyl is at least in part due to the micro-
tubule-depolymerizing effect of the drug.

Benomyl causes a global change in meiotic gene expression.
A large number of genes, including loci that are also involved
in mitotic growth, are differentially regulated as cells progress
through meiosis (52). Previous work has identified at least
seven broad meiotic expression profiles, six of which involve
transient up-regulation of transcription during the process (7,
44). To determine how general the effects of benomyl on gene
expression were, we examined the effect of benomyl on meiotic
gene expression at a genome-wide level as cells progressed
through meiosis in the presence or absence of benomyl. The
experimental protocol is outlined in Fig. 6A. Duplicate sam-
ples were harvested from cultures at several stages in premei-
otic and meiotic development: after saturation in rich medium
(YPD), after acetate starvation (YPA), and 4 h after induction
of meiosis (SP4). At this point, cells were filtered and resus-
pended in normal SPO medium or in medium containing
DMSO or benomyl. Duplicate samples were then harvested 1 h
later from the SPO culture (SF5), DMSO culture (SD5), or
benomyl culture (SB5) and 4 h later from the DMSO culture
(SD8) or benomyl culture (SB8).

Total RNA samples from these time points were hybridized
to Affimetrix S98 GeneChips covering approximately 6,400
yeast transcripts. A total of 1,189 transcripts displayed a strong
variation of signals between different samples. These loci were
grouped using a hierarchical clustering algorithm and sorted by
signal strength during mitotic growth, such that genes strongly
expressed in rich medium and presporulation medium were
preferentially placed on top of the cluster (see Fig. S2 in the
supplemental material). To get an overview of the gene func-
tions dominating the different subparts of the hierarchical clus-
tering, we used the goCluster tool to identify nonoverlapping
branches of the hierarchical tree that showed the strongest
enrichment of genes annotated with a common GO term (15a).
The effects of benomyl were most obvious 1 h after drug
addition, comparing DMSO-treated (SD5) with benomyl-
treated (SB5) cells (Fig. 6; see also Fig. S2 in the supplemental
material). A substantial number of genes were up-regulated by
benomyl treatment in a highly coordinated manner, notably,
genes encoding factors involved in drug response and transport
(GO:0015893, drug transport; GO:0050896, response to stim-
ulus), as well as subunits of the proteasome and genes required
for ubiquitin-dependent proteolysis (GO:0006511, ubiquitin-
dependent protein catabolism). Among the genes whose ex-
pression decreased in the presence of benomyl, we identified
a large number of genes involved in protein translation
(GO:0006412, protein biosynthesis), and factors implicated in
meiotic development (GO:0030437, sporulation [sensu fungi];
GO:0030476, spore wall assembly [sensu fungi]; and GO:030154,
cell differentiation). This suggests that benomyl treatment up-
regulates genes involved in protein turnover and the response
to stress, while negatively affecting many factors involved in
cell growth and the cell cycle. Analysis of the transcriptional
effects of benomyl on mitosis also showed an up-regulation of
stress response genes and transporters; but in contrast to the
meiotic cell cycle, no transcripts were down-regulated (S. Big-
gins, personal communication).

We then analyzed the transcriptional effects of benomyl on
individual genes within those functional groups. In addition to
causing an up-regulation of genes involved in protein turnover,
the presence of benomyl led to a detoxification response. In

FIG. 5. Benomyl treatment triggers changes in meiotic gene ex-
pression. (A) Northern blot analysis of IME2, RPL3, and SNR6 RNA
levels. Wild-type cells (A1972) induced to undergo meiosis at room
temperature in medium containing 0.4% DMSO (mock) (left) or 120
�g/ml benomyl (right). (B) The same strain as is shown in panel A was
allowed to progress through meiosis for 4 h. After 4 h (black arrow),
cells were resuspended in medium containing 0.4% DMSO (mock,)
(left) or 120 �g/ml benomyl (right). Northern blot analysis of IME2,
CLB5, CDC28, RPL3, and SNR6 RNA levels was carried out; rRNA
was used as a loading control. rRNA levels were determined by stain-
ing with ethidium bromide; all other RNAs were detected by autora-
diography. (C) tub2-150 cells (A5779) were pregrown at 30°C in me-
dium containing 50 �g/ml benomyl and then sporulated at room
temperature in medium containing 120 �g/ml benomyl. After 4 h, cells
were resuspended in fresh medium containing 0.4% DMSO (mock)
(top) or 120 �g/ml benomyl (bottom). Total RNA samples were ana-
lyzed by Northern blotting. Mock and benomyl-treated samples were
run in the same gel but are separated in these figures for clarity. Total
DNA content was analyzed by flow cytometry.
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particular, we observed increased expression of genes involved
in transport (SNQ2 and YOR1), multidrug and chemical stress
resistance (CIN5, PDR5, PDR16, and SNG1) (Fig. 6B), and
stress response, including FLR1, a gene encoding a benomyl-
inducible multidrug resistance permease (Fig. 7). At the same
time, benomyl treatment caused a widespread down-regulation
of meiosis-specific genes and general cell cycle factors (Fig.
6C). These include genes essential for meiotic transcriptional
control (IME2, IME4, and NDT80) and early meiotic functions,
such as recombination (EXO1, MSH4, MSH5, REC102,

REC107, REC114, SAE3, and SPO11), SC formation (HOP1,
HOP2, MND1, MER1, RED1, ZIP1, and ZIP2), sister chroma-
tid cohesion and chromosome segregation (CSM2, IRR1/
SCC3, REC8, SCC2, and SGO1), spindle pole body formation
(SPO1), the recombination checkpoint (PCH2, MEK1, and
DDC1), and control of M phase (CDC5, MND2, and SPO13).
As a consequence of the decreased expression of early meiotic
genes, factors involved in postmeiotic functions like spore wall
formation and maturation (e.g., ADY4, DON1, SMA1, SMK1,
SPO74, SPR3, SPR6, and SSP2) were also expressed later and

FIG. 7. Benomyl-induced changes in meiotic gene expression are not a general stress response but resemble the transcriptional response to low
temperatures. At 4 h after induction of meiosis at room temperature (black arrows), wild-type cells (A1972) were either cultured at room
temperature in SPO medium containing various additives (0.4% DMSO, 0.4% DMSO plus 120 �g/ml benomyl, no additive, or 0.4 M potassium
chloride) or cultured at 10°C. Cellular DNA content was determined by flow cytometry (top panels). Total RNA samples were analyzed by
Northern blotting (bottom panels). All samples were run in the same gel but are separated in this figure for clarity.

FIG. 6. Benomyl treatment triggers a transcriptional response from genes involved in detoxification, cell cycle control, and the meiotic program.
(A) Flow chart of the experimental protocol. Boxes indicate the samples analyzed in the results shown in Fig. 6 (see also Fig. S2 in the supplemental
material). Box labels correspond to column labels in panels B and C. The flow chart also indicates the total time cultures spent in sporulation (SPO)
medium. The time spent in SPO medium corresponds to the x axis of the graphs shown in panels D and E. (B and C) Loci involved in drug response
and mitotic or meiotic cell cycles, as well as sporulation. The complete data set was analyzed using goCluster and split into 100 subgroups with
similar expression using partitioning around medoids (26). The GO categories associated with the genes in each of the resulting groups were
analyzed for statistically significant overrepresentation by comparing the frequencies of occurrence of the same GO term within the group and all
transcripts represented on the microarray, respectively. The hypergeometric distribution was employed to determine the resulting P values (18).
To correct for the multiple testing procedure, we used data from 100 randomized data sets to determine a P value cutoff that would result in a
false discovery rate of 10%. A total of 586 different GO terms were identified as being enriched in one or several of the 100 clusters. Blue and red
indicate low and high expression values, respectively. (D and E) Expression patterns of manually selected genes involved in drug response, cell cycle
control and the regulation of mitotic and meiotic gene expression. Signals are given as log2 transformed values on the y axis and are graphed versus
the total time the cultures spent in SPO medium. Black arrows indicate the time of drug treatment or shift to low temperature. Note that low
abundance mRNAs that are also cell cycle regulated (e.g., SWI4) are often not or only barely detectable in nonsynchronized heterogeneously
growing cell populations.
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at a lower level. Among factors important for both mitotic and
meiotic cell cycle progression, we observed coordinated tran-
scriptional down-regulation of the protein kinase CDC28, five
of its six B-type cyclin regulatory subunits (CLB1, CLB3,
CLB4, CLB5, and CLB6; note that CLB2 is not expressed
during the meiotic cell cycle) (Fig. 6C and D), and components
of the APC/C (APC4, APC5, APC11, CDC20, CDC23, and
CDC26).

Microtubule depolymerization may affect the expression of
this large group of genes by influencing the expression of a
smaller set of transcription factors that regulate the former. To
test this, we directly examined a number of transcription fac-
tors involved in stress response, cell cycle regulation, and mei-
otic expression. Indeed, we found that mRNA levels of several
transcription factors, SWI4, NDD1 (G1- and G2/M-specific in-
duction), ABF1 (general regulator of mitotic and meiotic
genes), as well as IME1, UME6, and NDT80 (required for
meiotic activation and rerepression) were down-regulated at
the transcriptional level in the presence of benomyl (Fig. 6E).
This was not a general effect, since other transcription factors
involved in stress response (Gcn4) and cell cycle control (Swi6,
Mpb1, Mcm1, and Fkh1) did not show a significant decrease in
their expression levels (see the S. cerevisiae section of Germ
Online at http://www.germonline.org). These results suggest
that the widespread transcriptional changes that occur after
benomyl-induced microtubule destabilization could be corre-
lated with the down-regulation of a set of transcription factors
that regulate these genes.

Cold shock causes effects similar to those of benomyl. Low
temperatures are also known to destabilize microtubules (14).
To determine whether cold temperatures affected transcrip-
tion in a manner similar to that of benomyl, we analyzed the
transcriptional changes in sporulating cultures which, instead
of being exposed to benomyl, were shifted to low temperatures
(10°C) for 1 h (SC5) or 4 h (SC8). Low-temperature stress did
not lead to induction of genes involved in detoxification and
drug transport but did cause, among other effects, a general
shutdown of the meiotic transcriptional program very similar
to that observed with benomyl-treated cells (Fig. 6B and C).
One notable exception is the transcription factor IME1, whose
expression, while down-regulated by benomyl, does not appear
to be markedly affected by low-temperature stress (Fig. 6E).
Taken together, these results suggest that a wide array of genes
involved in cell proliferation and meiotic progression, includ-
ing the three major early meiotic kinases IME2, CDC28, and
CDC5 are down-regulated to halt cell cycle progression in the
presence of damaged microtubules.

The down-regulation of meiotic genes by low temperatures
or benomyl treatment was not caused by a general meiotic
stress response pathway, because cells lacking the major stress
kinase HOG1 still arrested in G2 after benomyl treatment
(data not shown), and exposure of meiotic cells to hypertonic
stress (0.4 M potassium chloride) did not elicit a change in
gene expression comparable to that induced by benomyl or
cold treatment. mRNA levels of IME2, HOP1, and RPL3 de-
clined after treatment with benomyl or exposure to cold but
remained at normal levels after exposure to hypertonic stress
(Fig. 7). Furthermore, cell cycle arrest occurred in either G1 or
G2 after exposure to benomyl or low temperatures but not if
cells were exposed to hypertonic stress (Fig. 7, top). On the

other hand, expression analysis suggested that the detoxifica-
tion response was benomyl specific. We confirmed this by an-
alyzing expression of the multidrug resistance permease gene,
FLR1, by Northern blot analysis (Fig. 7). Thus, microtubule
perturbation (chemically or by low temperature) but not other
stress causes a specific transcriptional response that leads to
meiotic cell cycle arrest in G1 or G2.

G2 arrest caused by benomyl treatment is independent of
known meiotic checkpoints. Several checkpoints have been
characterized to date that cause a cell cycle arrest prior to
meiotic chromosome segregation. We therefore determined
whether any of the known meiotic checkpoints were responsi-
ble for the G2 arrest brought about by benomyl treatment.
Since microtubule destabilization appeared to be the cause for
the arrest, we first tested whether the G2 arrest we observed
was dependent on the spindle assembly checkpoint. Deletion
of the spindle assembly checkpoint component MAD2 did not
bypass the G2 arrest. mad2� cells treated with benomyl exhib-
ited the same delay in Clb3 accumulation as wild-type cells
(Fig. 8A). Thus, the G2 arrest caused by benomyl treatment is
not due to activation of the spindle checkpoint.

The recombination checkpoint (pachytene checkpoint) ar-
rests cells in G2 by down-regulating Clb-CDK activity and by
inhibiting the transcription factor Ndt80 responsible for the
transcriptional activation of genes necessary for entry into mei-
osis I and spore formation (49). Clb-CDK activity is kept low
by at least two mechanisms. The protein kinase Swe1 phos-
phorylates Cdc28 on tyrosine 19, thereby inhibiting its activity
(31). At the same time, CLB cyclin transcription is repressed
through the inhibition of Ndt80 (63). To determine whether
the recombination checkpoint is required for the G2 arrest
caused by benomyl treatment, we analyzed the response of
mek1� and swe1� mutants to benomyl. Mek1 is the meiotic
homolog of the mitotic DNA-damage checkpoint kinase
Rad53 and a central player in the recombination checkpoint
(3, 69). Cells lacking MEK1 arrested with low levels of Clb3
protein after exposure to benomyl (Fig. 8B). Similar results
were obtained when Swe1 was inactivated (Fig. 8A). We fur-
thermore excluded the possibility that the recombination
checkpoint and the spindle assembly checkpoint acted together
to cause the arrest by examining the response of mek1� mad2�
double mutants to benomyl treatment (Fig. 8C). Our results
indicate that inactivation of both the recombination check-
point and the spindle checkpoint does not allow benomyl-
treated cells to enter meiosis I.

Finally, we tested whether the presence of unprocessed mei-
otic double-strand breaks contributed to the G2 arrest caused
by benomyl treatment. Cells lacking RAD50 do not form mei-
otic double-strand breaks (6), yet they still arrested in G2 with
low levels of Clb3 protein upon exposure to benomyl (Fig. 8B).
We conclude that the benomyl-triggered G2 arrest is indepen-
dent of double-strand break formation and is not due to acti-
vation of either the recombination or the spindle checkpoint.

DISCUSSION

Our analyses reveal a profound effect of microtubule desta-
bilization on meiotic progression in budding yeast. In the pres-
ence of the microtubule-depolymerizing drug benomyl, cells
fail to enter the meiotic program and arrest in G1. When
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FIG. 8. The benomyl-induced G2 arrest does not require the spindle checkpoint or the recombination checkpoint. Wild-type (4563), mad2�
(A4843), swe1� (A4704), mek1� (A4838), rad50� (A1771), and mad2� mek1� (A12927) cells were studied. At 4 h after induction of meiosis at
room temperature (black arrow), cells were resuspended in medium containing 0.4% DMSO (mock; white circles and left panels) or 120 �g/ml
benomyl (black squares and right panels). Graphs on the left indicate percentages of cells containing more than one focus of tubulin staining.
Western blot analysis was used to monitor Clb3 and Cdc28 (loading control) levels during the same time course. (A and C) A4563, A4843, A4704,
and A12927 carry a CLB3-3HA fusion. Polyclonal �-Clb3 antibody was used to determine Clb3 levels shown in panel B.
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benomyl is added during or after premeiotic S phase, it causes
cells to arrest in G2 with low levels of Clb-CDK activity and
incompletely paired chromosomes. Upon microtubule depoly-
merization, cells respond with a complex change in the pattern
of meiotic gene expression that affects both meiosis-specific
genes, as well as loci important for both mitotic and meiotic
cell cycle progression. In particular, treatment with benomyl or
low-temperature stress causes a shutdown of the meiotic tran-
scriptional cascade. Our data further indicate that this tran-
scriptional change is not a general stress response but specific
to perturbation of the microtubule cytoskeleton and is likely to
be responsible for the cell cycle and developmental arrest.
Finally, our results show that the effects of benomyl on meiotic
cell cycle progression are not mediated by any known check-
point pathways pointing to the existence of a novel mechanism
responsible for monitoring microtubule integrity and respond-
ing to perturbations.

Novel response to microtubule perturbation. It has been
reported that treatment of cells with only 60 �g/ml benomyl
causes a delay in metaphase I (56). However, at this concen-
tration, cells were still able to segregate their chromosomes,
indicating that a transient meiotic spindle could still form (56).
When benomyl is added at a concentration of 120 �g/ml, mi-
crotubules completely depolymerize. We find that treatment of
meiotic cells with such a high dose of benomyl causes a G1

arrest when it is added during induction of meiosis, or a G2

arrest when cells are treated during S phase or G2. Further-
more, the G2 arrest is accompanied by a dramatic drop in
mRNA levels of meiosis-specific genes and meiotically ex-
pressed cell cycle regulators. A key question is whether these
events are the result of a general stress response or of a specific
response mediated by microtubule perturbations. Several lines
of evidence indicate that the latter is the case. First, benomyl is
a well-characterized microtubule-depolymerizing agent, and
the concentration of benomyl used in this study elicits the
characteristic metaphase arrest during the mitotic divisions.
Second, at least the G2 arrest caused by benomyl is fully re-
versible. When the drug is removed, cells progress through
meiosis and form viable spores with normal efficiency. Third,
cells carrying the tub2-150 allele, in which microtubules are
stabilized and less vulnerable to microtubule-depolymerizing
agents (35, 62), are able to enter meiosis and progress through
premeiotic S phase in the presence of 120 �g/ml benomyl,
indicating that the G1 arrest caused by benomyl is mediated by
the drug’s microtubule-depolymerizing function. The tran-
scriptional response observed when benomyl is added 4 h after
induction of meiosis is also at least in part mediated by beno-
myl-induced microtubule perturbations. In tub2-150 cells, re-
newed exposure to benomyl 4 h after transfer into meiosis-
inducing conditions did cause a drop in RNA levels, but this
drop was significantly less dramatic than that observed when
wild-type cells are treated in this way. Given that tub2-150
microtubules still respond to benomyl, some microtubule de-
polymerization is likely to occur when the cell are reexposed to
the drug, which may explain the partial drop in RNA levels
that is observed.

A fourth line of evidence indicating that the cell cycle re-
sponse to benomyl is not a general stress response is that
hypertonic stress, a condition not known to affect microtubule
structures, fails to cause a cell cycle arrest in G2 or to down-

regulate mRNAs. In contrast, low temperature (14) affects cell
cycle progression and genome-wide transcript levels in a man-
ner qualitatively very similar to that of benomyl. We were not
able to examine the effects of other fungal microtubule drugs
such as thiabendazole, carbendazim, or nocodazole on meiotic
cell cycle progression because these drugs are not sufficiently
soluble in sporulation medium. However, it is interesting that
microtubule-depolymerizing drugs such as colchicine and vin-
blastine that are structurally quite different from benomyl (11)
perturb meiotic prophase in other organisms, such as mice,
ciliates, and plants (1, 23, 33, 55, 70). Taken together, these
findings indicate that the response of meiotic cells to high
levels of benomyl or low temperatures is specific and due to
microtubule perturbations.

Benomyl treatment causes a cell cycle arrest in G1 and G2.
The response of cells to benomyl during entry into the meiotic
cell cycle (G1) and the response during S phase/G2 appear
similar. The G2 arrest is accompanied by changes in expression
levels of several hundred genes. Likewise, transcripts that are
affected by benomyl during S phase/G2, such as IME2 and
RPL3, are also down-regulated by benomyl treatment during
G1. We do not know how benomyl causes a cell cycle arrest in
G1 or G2, but our data indicate that the arrest is a consequence
of the fact that it causes microtubules to depolymerize. Cells
carrying the tub2-150 allele enter and progress through pre-
meiotic S phase efficiently even when benomyl is added to the
medium. In this context, it is interesting that disruption of
microtubule dynamics by inactivating the microtubule motor
KAR3 or its associated factor CIK1 also causes defects in mei-
otic entry and a meiotic cell cycle arrest in G2 (4, 53, 54). It is
possible that a similar transcriptional response underlies the
meiotic defects of these mutants.

The nature of the cell cycle arrest is also unclear. The G2

arrest elicited by benomyl is triggered by neither the activation
of the spindle assembly nor the recombination checkpoint nor
their combined activation. The arrest is also independent of
the stress kinase Hog1, since hog1� cells still arrest in G2 after
benomyl treatment. This suggests that a novel, as-yet-unchar-
acterized pathway mediates cell cycle arrest in G2 in response
to microtubule perturbations caused by benomyl and low-tem-
perature stress. We do not know much about this response, the
factors involved, or the nature of the signal triggering it—
possible candidates for signals would be unattached kineto-
chores or the level of free tubulin dimers. It is clear, however,
that one of the consequences of this response is a dramatic
change in gene expression. How are these changes in transcrip-
tion mediated? Obvious targets of the response mechanism to
microtubule depolymerization would be transcription factors
involved in stress response or mitotic and meiotic gene expres-
sion. Meiosis is controlled by a complex transcriptional cascade
(25). Induction of early meiotic genes is necessary for the
correct expression of the subsequent middle and mid-late
meiotic genes. Thus, observed delays in induction of later mei-
otic genes are likely a consequence of a failure early in the
expression cascade. However, the transcriptional decrease also
coordinately affects general cell cycle factors including most
components of the APC/C and other genes involved in chro-
mosome segregation and cell cycle progression. We therefore
favor the idea that the expression and/or activity of a number
of mitotic and meiotic transcriptional regulators might be co-
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ordinately decreased in response to microtubule depolymer-
ization. Indeed, the meiotic transcription factors IME1, UME6,
ABF1, and NDT80, as well as the cell cycle regulators SWI4 and
NDD1, were expressed at lower levels in response to benomyl,
while their transcriptional levels were reestablished when cells
began to escape from the arrest. Note that the IME1 promoter
does not appear to respond to temperature stress during early
meiosis (Fig. 8D), so the inactivation of the meiotic cascade by
cold shock may involve, if Ime1 is affected at all, a posttrans-
lational mechanism. A possible explanation for this orches-
trated response of transcription factors to microtubule insta-
bility could be auto- and cross-regulation of the factors, which
renders them interdependent. It has been suggested that Abf1
and Ndt80 are involved in their own regulation (16, 25, 40).
Moreover, Ume6 is required for correct IME1 and NDT80
expression (68). Finally, Abf1 may be required for normal
IME1 and UME6 expression (45). Irrespective of the mecha-
nism eliciting this response, it is clear that that the cell cycle
arrest caused by benomyl is a consequence of the transcrip-
tional response, because mRNA levels of factors essential for
entry into meiosis I, such as B-type cyclins and the CDK
Cdc28, are down-regulated.

Why does microtubule perturbation cause a G1 or G2 arrest
during the meiotic cell cycle? In mitotically dividing cells, the
sole arrest elicited by microtubule depolymerization is a meta-
phase arrest (22) with no known effects on gene expression (S.
Biggins, personal communication). In cells undergoing the
meiotic cell cycle, complete microtubule depolymerization
causes cells to arrest in G1 or G2. Why is the response to
benomyl different between these two types of cell cycles? The
decision not to enter the meiotic cell cycle when microtubules
become unstable may be related to the fact that the meiotic cell
cycle occurs under conditions where nutrients are limited. De-
lays in cell cycle progression caused by perturbations of the
microtubule cytoskeleton or any other stresses could thus lead
to cell death. Microtubule depolymerization and other stress-
sensing mechanisms may therefore be in place during G1 that
prevent entry into the cell cycle when conditions are not fa-
vorable for completion of this cell cycle. In this regard, it is
interesting that treatment of cells with the DNA replication
inhibitor hydroxyurea also inhibits entry into the meiotic cell
cycle (10).

The reason why meiotic cells whose microtubules have dis-
assembled arrest in G2 rather than metaphase I may lie in the
way in which the meiotic cell cycle is organized. Once cells
have entered meiosis I, cell cycle events are no longer coupled
with the developmental program. For example, the monopolin
complex, a kinetochore-bound protein complex that promotes
the attachment of sister chromatids to microtubules emanating
from the same spindle pole (46), dissociates from kinetochores
in a manner uncoordinated with other cell cycle events. When
cells are arrested in metaphase I through the inactivation of
the APC/C activator Cdc20, the developmental program con-
tinues. Cdc20-depleted cells initiate spore formation despite
arresting with metaphase I spindles (29). Furthermore, the
monopolin complex dissociates from kinetochores at the time
when it dissociates from wild-type cells despite being arrested
in metaphase I (29). Thus, if microtubule depolymerization
were to cause cell cycle arrest in metaphase, as it does during
the mitotic divisions, the results for meiotic development

would be disastrous. During the metaphase I arrest, the mo-
nopolin complex would dissociate from kinetochores and upon
repolymerization of microtubules, attachment of microtubules
to sister kinetochores in a cooriented manner would not occur;
hence, meiosis I segregation would fail. In contrast, halting of
cells in a cell cycle stage in which the cell cycle is still coordi-
nated with the developmental program would allow cells to
resume the meiotic cell cycle upon repolymerization of micro-
tubules and therefore permit the successful completion of the
meiotic cell cycle. This is achieved by the arrest in G2, prior to
the commitment to meiosis I. At this stage, both the develop-
mental program and the cell cycle program still rely on the
same transcription factor, Ndt80, for their initiation.

Transcriptional changes in response to microtubule depoly-
merization are not a phenomenon restricted to budding yeast.
Changes in RNA levels upon colchicine treatment have been
observed in a variety of tissue culture cells (9) and a microtu-
bule-associated transcription factor that activates transcription
following microtubule instability has been reported (72). Fur-
thermore, as we observed with budding yeast, several widely
divergent organisms, including mouse, Allium, and lily, exhibit
a meiotic prophase arrest or delay upon exposure to microtu-
bule poisons (33, 55, 60). Indeed, the existence of a prophase
“colchicine checkpoint” in mouse spermatocytes has been pre-
viously suggested (60, 61). Interestingly, mammalian tissue cul-
ture cells show an arrest response to the microtubule drugs
colchicine and nocodazole even in mitotic prophase (39, 47). It
will be interesting to determine whether these arrests are
caused by a transcriptional response similar to that observed in
budding yeast.
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